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EXPONENTIAL CURVE I'TT (152}

H. Seiarn (Reed. 29 Apr. 1966)

Tostitut My Neatronenphysik und I{(z:tl\'t;urt/(whnil(,

Kernforschungszentrun Karlseuhe, Germany

procedure copfil (e, y, p.on, ca, ce, eps, a, b, ey s, fo, erit),
value n, ca, ce, eps;
label erit; avvay «, 4, p, fe;

comment I the method of least squares is used to determine
the parameters a, b, e of acurve f(e) = g + be= which approxi-
muates nodata points (o ) with associated weights p; | then

integern; rveal cu, ce, eps, a, b e, s;

s, by ey o= Z pilyiflai))® (I)

must be aminimuam. A necessary condition for this is that

[i5] ds 5 )

e ab ae 0 (I
Usnally (see [1]) it is attempied to solve this svstem of nonlinear
equations by an iterative method which is based upon the
lineavization of fin (1) and the convergence of whieh depends
on the given starting values for a, b, ¢.

A simpler and more effective way which can always be chosen
if there is only one noulinear parameter in f is the following:
It is ulways possible to eliminate ¢ = ale) and b = b(c) from the
equations ds/da = 0 and ds/0b = 0 and to put these expressions
o dsfoc = 0. This gives onlv one equation in one variable

Js X
Fleyc= Laled, ble), e) = 0.
e
If a value o s cadenlured with Fie’) = 0 then the corresponding
vilues of @ and b are obtained from o’ = a(e’) and b’ = bic’).
The following procedure is bused upon this idea which is fully
treated in (2], Te allows to find a triple (a, b, ¢) which solves (I1)
i yon make avaituble a nonlocal procedure Rootfinder which is
able to get azero ¢ of o function F{e) in the interval {ca, ce) with
the relative securney eps, if sign (Flea)) s stgn (F(ce)) otherwise
leaving 1o the global label exif. As the ahove F{c) 1s discontinu-
ousal e = 0, {ea, cef must not contain 0. {The speed and efficiency
of the adgorithm deperdd on the choice of the procedure Root-
Jinder Rpy]
Most of the symbols are self-explanatory. The array fx finally
contains the values g -+ hewoee
veal £, e w, fo, RO R B2, RS, R, BB, WG, BT,
rveal ¢, f¢;

begin integer ¢ ;

procedure [rone (¢, foi; value ¢

comment  computes for a given ¢ the value je = F{¢) and
o= ale), b = biry;

begion A0 c== bl s B2 oo 383 e hd o BB s BG = AT e 0;
for 7 .= 1 step | antil n do

begin
: o e p e XU e pld]y e o= gl

Boog Al cs bl 4 e ey A2 o= B2 b X X

Foooxowey hedoom hd bou X e g

bodx o Xy

LRI S "R IS NI

Ay - s Wi AT e Xow X X0

end
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L= LOJROXA2Z~hIXAL); @ = 1 X (h2XhS—h1Xhd)
b= 11X (BOXR4—-RIXh3); fe = h7 + (h3Xa-+h6Xb)

end fronc;

Rootlinder (frone, ca, ce, eps, ¢, exil); + .= (),
for i := 1 step 1 until # do
begin

voe=frjz) = a4+ b X erp(—eXxfi]), v = p — ylr};
Li= i+ plt] X o X v

s = f
end expfil
REPERENCES:
L. Dewy, G. R, Algorithm 275, Exponential curve fit. Comm.
ACM 9 (Feb. 1966), 85.
2. OBerrinoer, 8. Die Methode der kleinsten Quadrate bei

einem dreiparametrigen IBxponentialansats. ZAMM 43
(1963), 493-506.
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GENERALIZED LEAST SQUARES FIT BY

ORTHOGONAL POLYNOMIALS [E2]

G. J. Makinson (Reed. 30 Sept. 1965 and 29 Aug. 1966)

University of Liverpool, Liverpool 3, England

procedure LSFITUW (f,z, w, m,k,st, p,l,al,be, s); value m, k;
integer m, k; array f, w, st, p,z,al, be,s; Boolean l;

comment LSFITUW accepts m observations xfi], fle], ¢ = 1, 2,

* -, m each with its associated weight w[i]. The weights should
be provided inversely proportional to the standard error of the
observations.

z(1] should be algebraically the smallest abscissa and z[m] the
largest.

The coefficients of the best fitting polynomial of degree & or
less, where k < m — 1, are obtained in pl0:k], with p[0] the
independent term. si[0:k] contains the measures of the goodness
of fit of each polynomial tested. The s2[t] are examined suc-
cessively and the best polynomial is chosen of degree h if & is
the first value of ¢ found such that si[h] < silh+1] provided
that si[j] > 0.6 X sifh] fork z j > h + 1. If b is the first value
of ¢ found such that silh] < s[h-+1] but then a j is found that
satisfies se[j] £ 0.6 X si[h] forj > h + 1 the procedure will choose
the polynomial of degree 7 as best fit.

If an h such that sik] < si[h+1] is not found then the poly-
nomial is chosen of degree k. LSFITUW uses the procedure
POLYX (a,b, ¢, d, n) [Algorithm 29, Comm. ACM 8 (Nov. 1960),
604] to transform its results from the interval (—2,2) to the
interval (z{1], z[m}).

Normally / should be false but if the choice made is to be
overruled after consideration of the si and the best fitting
polynomial is required to be strictly of degree k, then I should be
true.

The programming is as outlined by G. E. Forsythe, [/. Soc.
Indust. Appl. Math. § (1957), 74-88] and originally programmed
by J. G. Mackinney [Algorithm 28/29, Comm. ACM 3 (Nov.
1960), 604]. LSFITUW incorporates remarks made by D. B.
MacMillan [Comm. ACM 4 (Dec. 1961), 544].

The variables in the paper of Forsythe have been abbreviated
as follows.

alli] is alphali], beli] is betald], sili] is (sigmali]) T 2, slf] is
the same, om is omega, lw is wli, 7], tw is wli+1, <41},
ctplj] is the coefficient of « T 7 in This (the current)
orthogonal polynomial, ¢lp[j] is the coefficient of © T jin
the Last (previous) orthogonal polynomial, ep(j] is the co-
efficient of x T jin the most recently caleculated polynomial
of best fit, tp[7] is the value at z[4] of the present orthogonal
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egin integer 7, 7;

ar

polynomial, Ip{¢} is the value at w2} of the last orthogo-
nal polynomial, simin is the least value of (stgmale]) T 2
found so far, swr becomes false as soon as (sigmali-+-1]) 7T
2 2 (sigmafi]) 1 2 one time, comp becomes true if swz
18 false and some (stigmafe]) T 2 < 0.6 X stnun;
real du, dv/sq, om, lw, tw, simin, a, b,

vay clp, epsave, cpl0:k], elpl—1 l\l, lp, tpllm];

BBoolean swz, comp;

o

fori = Ostep Luntilk docple] = 0;
W

elpl0] = 1; tw
for 1 =

mment initialization;

siman
bel0] = clpl0] := clp[—1] 1=
1= 0; comp = false;

1 step 1 until m do

=
delsq

1= true; L= OM

hegin

delsq
Ipli] = 0;

= delsq ~- wli] 172 pld] =1,
om = om + w[ I X f[ 1w o= w4 wle]

end;

s10)
51101

= ¢p[0] 1= om/tw; delsq = delsq — s[0 X om;

1= delsq/(m—1);

(,omment transformation of abscissa;

1 or 7
comment

= — 2 — o X 2fl];
a X zlt] +b;

= 4/ (xfm]—2(1]); b
= 1 step 1 until m do z{i] ==
main computation loop;

for i := 0 step 1 untilk — 1 do

begin

alli + 1}
for j =
begin

L1:

88

du

delsg =

forj =
= du/tw; ho = tw; lw:=om :=0;

1 step 1 until m do

du = beli] X Iplil;
pljl == twljl;
tplj) = Gl

w = {w 4+ wij
om = om ~+ wlj

[H—ll) X tplil — du;
X tplil 1 25
i1 X Sl X il

end;

1= om/iw;
stfi+1] =

beli 41} = tw/lw; s{+1]
delsq — slt+1] X om;
if [ then go to L1;
if — comp then
begin
if swzr then
begin
if sifi-+11= si{i] then
begin
comment higher power appears not to improve fit;
swz 1= false;
stman = stlil;
for j := O step 1 until & do
cpsavelj} 1= cplj]
end;
go to L1

delsq/(m—i—2);

end;

if sifi-+1] < 0.6 X simen then comp = true;

comment
one found;

comment
polynomial of best fit of degree 7 + 1;

for j 1= 0 step 1 until 7 do
begin
du 1= clply] X befe];
clplg) = ciplih;
etpld] := elplj—1) — alli-+1] X etpljl — du;
eplfl o= eplj] + sli+1l X elpljl
end;
epli-+1] 1= sli+1]; clpli+1l :=1; clpli+1] :=0;

it - (comp V swz) then
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= ()

1 cz‘l'cp 1 until m do du = du + wlj] X =7l X pli] T 2;

termination of main loop at superior fit to first

recursion to obtain the coeflicients c¢p of the

hegin
i =L — Lthen
for 7 1= 0 step | until b do
eplit = cpsavel s
end
ecad

end end of main computation loop. Transformation of poly.

nomial follows;
POLY X (u,b,cp,p, k)

end LSFTTUW
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Algorithms Policy » Revised August, 1960
(Includes Fortran)

A contribution to the Algorithms Department should be in the form of an
algorithm, = certification, or a remark. Contributionsshould be sent in dupli-
cate to the editor, typewritten double spaced. Authors should carefully
follow the style of this department with especial attention to indenvation
and completeness of references.

An algorithm must normally be written in the ALGOL 60 Reference
Language [Comm. ACM 6 (Jan, 1963), 1-17] or in ASA Standard FORTRAN
or Bagic FORTRAN [Comm. ACM 7 (Oct. 1964), 590-625]. Consideration
will be given to algorithms written in other languages provided the language
has been fully documented in the open literature and provided the author
presents convincing arguments that his algorithm is best described in the
chosen language and cannot be adequately deseribed in either ALGOL 80
or FORTRAN.

An algorithm written in ALGOL 60 normally consists of a commented
procedure declaration. It should be typewritten double spaced in capital and
lower-case letters. Material to appear in boldface type should ke under-
lined in black. Blue underlining may be used to indicate italic type, but this
is usually best left to the Editor. An algorithm written in FORTRAN nor-
mally consists of a commented subprogram. It should be typewritten double
spaced in the form normally used for FORTRAN or it should be in the form
of alisting of s FORTRAN card deck together with a copy of the card deck.
Each algorithm must be accompanied by a complete driver program in its
language which generates test data, calls the procedure, and produces test
answers. Moreover, selected previously obtained test answers should be given
in comments in either the driver program or the algorithm. The driver pro-
gram may be publishedwith the algorithm if it would be of major assistance
to a user.

TFor ALGOL 80 programs, input and output should be achieved by pro-
cedure statements, using any of the following eleven procedures (whose body
is not specified in ALGOL) [See “Report on Input-Output Procedures for
ALGOL 60,” Comm. ACM 7 (Oct. 1964), 628-629]:

insymbol inreal oularray ininleger
outsymbol  outreal outboolean  outinteger
length inarray outstring

1f only one channel is used by the program for output, it should be desig-
nated by 1 and similarly a single input channel should be designated by 2.
Examples:

outstring (1, ‘x="); outreal (1,2);

for i := 1 step 1 until n do outreal (1,4i]);

ininteger (2, digit (171):
For FORTRAN programs, input and output should be achieved as degeribed
in the ASA preliminary report on FORTRAN and Basic FORTRAN.

It is intended that each published algorithm be well organized, clearly
commented, syntactically correct, and a substantial contribution to the
literature of Algorithms. It is necessary but not sufficient that a published
algorithm operate on some machine and give correct answers. It must also
communiecate a method to the reader in a clear and unambiguous manner,
All contributions will be refereed both by human beings and by an appro-
priate compiler. Authors should pay considerable attention to the correctness
of their prograrns, since referees cannot be expected to debug them.

Certifications and remarks should add new information to that already
published. Readers are especially encouraged to test and certify previously
uncertified algorithms. Rewritten versions of previously published al-
gorithms will be refereed as new contributions and should not be imbedded
in certifications or remarka.

Galley proofs will be sent to authors; obviously rapid and careful proof-
reading is of paramount importance.

Although each algorithm has been tested by its author, no liability is
assumed by the contributor, the editor, or the Association for Computing
Machinery in connection therewith,

The reproduction of algorithms appearing in this department ia explicitly
permitted without any charge. When reproduction is for publication pur-
poses, reference must be made to the algorithm author and to the Commauni-
calions issue bearing the algorithm —J.G.Herriot
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