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A Corporate Dedication to

Quality and Reliability

National Semiconductor is an industry leader in the

manufacture of high quality, high reliability integrated

circuits. We have been the leading proponent of driv-

ing down iC defects and extending product lifetimes.

From raw material through product design, manufac-

turing and shipping, our quality and reliability is second

to none.

We are proud of our success ... it sets a standard for

others to achieve. Yet, our quest for perfection is on-

going so that you, our customer, can continue to rely

on National Semiconductor Corporation to produce

high quality products for your design systems.

Charles E. Sporck

President, Chief Executive Officer

National Semiconductor Corporation



Wir fuhlen uns zu Qualitat und
ZuverlMssigkeit verpflichtet

National Semiconductor Corporation ist fuhrend bei der Her-

stellung von integrierten Schaltungen hoher Qualitat und

hoher Zuverlassigkeit. National Semiconductor war schon

immer Vorreiter, wenn es gait, die Zahl von IC Ausfallen zu

verringern und die Lebensdauern von Produkten zu verbes-

sern. Vom Bohmaterial Qber Entwurf und Herstellung bis zur

Auslleferung, die Qualitat und die Zuverlassigkeit der Pro-

dukte von National Semiconductor sind unubertroffen.

Wir sind stolz auf unseren Erfolg, der Standards setzt, die

fiir andere erstrebenswert sind. Auch ihre Anspruche steig-

en st3ndig. Sie als unser Kunde konnen sich auch weiterhin

auf National Semiconductor verlassen.

La Qualite et La Fiabilite:
Une Vocation Commune Chez National

Semiconductor Corporation

National Semiconductor Corporation est un des leaders in-

dustrjels qui fabrique des circuits intSgr^s d'une trSs grande

quality et d'une fiabilitS exceptionelle. National a 6t^ le pre-

mier S vouloir faire chuter le nombre de circuits integrgs

d^fectueux et a augmenter la durSe de vie des produits.

Depuls les matidres premieres, en passant par la concep-

tion du produit sa fabrication et son expedition, partout la

quality et la fiabilite chez National sont sans equivalents.

Nous sommes fiers de notre succds et le standard ainsi

dSfini devrait devenir I'objectif k atteindre par les autres so-

ci6t§s. Et nous continuons k vouloir faire progresser notre

recherche de la perfection; il en rSsulte que vous, qui Stes

notre client, pouvez toujours faire confiance a National

Semiconductor Corporation, en produlsSnt des systSmes

d'une trds grande quality standard.

Un Impegno Societario di Qualita e
Affidabilita

National Semiconductor Corporation 6 un'industria al ver-

tice nella costruzione di circuiti Integrati di altd quality ed
affidabilitiL National e stata il princlpale promotore per i'ab-

battimento della difettosita del circuiti integrati e per I'allun-

gamento della vita del prodotti. Dal materiale grezzo attra-

verso tutteJe fasi di progettazione, costruzione e spedi-

zlone, la qualita e affidabllitd National non d seconda a nes-

suno.

Nol siamo orgogliosi del nostro successo che fissa per gli

altrl un traguardo da ragglungere. II nostro desiderio di per-

fezione d d'altra parte llllmltato e pertanto tu, nostro ctiente,

puoi continuare ad affidarti a National Semiconductor Cor-

poration per la produzlone del tuoi sistemi con elevati livelli

di quality.

Charles E. Sporck

President, Chief Executive Officer

National Semiconductor Corporation
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UNIX® is a registered trademark of AT&T.
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LIFE SUPPORT POLICY

NATIONAL'S PRODUCTS ARE NOT AUTHORIZED FOR USE AS CRITICAL COMPONENTS IN LIFE SUPPORT DEVICES OR
SYSTEMS WITHOUT THE EXPRESS WRITTEN APPROVAL OF THE PRESIDENT OF NATIONAL SEMICONDUCTOR COR-
PORATION. As used herein:

1. Life support devices or systems are devices or systems

which, (a) are intended for surgical implant into the body,

or (b) support or sustain life, and whose failure to per-

form, when properly used in accordance with instructions

for use provided in the labeling, can be reasonably ex-

pected to result in a significant injury to the user.

2. A critical component is any component of a life support

device or system whose failure to perform can be reason-

ably expected to cause the failure of the life support de-

vice or system, or to affect its safety or effectiveness.

National Semiconductor Corporation 2900 Semiconductor Drive, P.O. Box 58090, Santa Clara, California 95052-S090 (408) 721-5000

TWX (910) 339-9240

National does not assume any responsibility for use of any circuitry described, no circuit patent licenses are Implied, and National resenms the right, at any tin^

without notice, to change said circuitry or specifications.
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Introduction
Series 32000 offers the most complete solution to your 32-bit micro-

processor needs via CPUs, slave processors, system peripherals,

evaluation/development tools and software.

We at National Semiconductor firnily believe that it lakes a total family

of microprocessors to effectively meet the needs of a system design-

er.

This Series 32000 Databook presents technical descriptions of Series

32000 8-, 16- and 32-bit microprocessors, slave processors, peripher-

als, software and development tools. It is designed to be updated
frequently so that our customers can have the latest technical infor-

mation on the Series 32000.

Series 32000 leads the way in state-of-the-art microprocessor de-

signs because of its advanced architecture, which includes:

• 32-Bit Architecture

• Demand Paged Virtual Memory

• Fast Floating-Point Capability

• HIgh-Level Language Support

• Symmetrical Architecture

When we at National Semiconductor began the design of the Series

32000 microprocessor family, we decided to take a radical departure

from popular trends in architectural design that dated t)ack more than

a decade. We chose to take the time to design it properly.

Working from the top down, we analyzed the issues and anticipated

the computing needs of the 80's and 90's. The result is an advanced
and efficient family of microprocessor hardware and software prod-

ucts.

Clearly, software productivity has become a major issue in computer-

related product development. In microprocessor-t>ased systems this

Issue centers around the capability of the microprocessor to maximize

the utility of software relative to shorter development cycles, im-

proved software reliability and extended software life cycles,

in short, the degree to which the microprocessor can maximize soft-

ware utility directly affects the cost of a product. Its reliability, and time

to market. It also affects future software modification for product en-

hancement or rapid advances in hardware technology.

Our approach has been to define an architecture addressing these

software issues most effectively. Series 32000 combines 32-bit per-

formance with efficient management of large address space. It facili-

tates high-level language program development and efficient instruc-

tion execution. Floating-point is integrated into the architecture.

This combination gives the user large system computing power at two

orders of magnitude less cost

But we didn't stop there. Advanced architecture isn't enough. Our top-

down approach includes the hardware, software, and development

support products necessary for your design. The evaluation board, in-

system emulator, software development tools, including a VAX-11
cross-software package, and third party software are also available

now for your evaluation and development.

The Series 32000 is a solid foundation from which National Semkxin-

ductor can build solutions for your future designs while satisfying your

needs today.

For further information please contact your local sales office.
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Key Features of Series 32000®
Some of the features that set the Series 32000 family apart

as the t)est choice for 32-blt designs are as follows:

FAMILY OF MICROPROCESSOR CHIP SETS

Series 32000 is more than just a single chip set, it is a family

of chip sets. By mixing and matching Series 32000 CPUs
with compatible slave processors and support chips, a sys-

tem designer has an unprecedented degree of flexibility in

matching price/performance to the end product

CLEANEST 32-BIT SUPER MINI COMPUTER
ARCHITECTURE

Series 32000 was designed around a 32-bit architecture

from the beginning. It has a fully symmetrical Instruction set

so that all addressing modes and all data types can be oper-

ated on by all instructions. This makes it easy to learn the

architecture, easy to program In assembly language, and

easy to write code-efficient, high-level language compilers.

DEMAND-PAGED VIRTUAL MEMORY MANAGEMENT
Series 32000 provides hardware support for Demand-Paged

Virtual Memory Management. This allows use of low-cost

disk storage to increase the apparent size of main memory,

and is an efficient method of managing very large address

spaces. It is also the same popular memory management

method used by DEC and IBM in their minicomputers and

mainframes.

APPLICATION-SPECIFIC SLAVE PROCESSORS

Series 32000 architecture allows users to design their own
applteation-specific slave processors to Interface with the

existing chip set These processors can be used to increase

your overall system performance by accelerating custom-

ized CPU Instructions that you would otherwise implement

in software. At the same time, software compatibility is

maintained, i.e., it is always possible to subsitute lower-cost

software modules in place of tfie slave processor.

FLOATING-POINT UNIT

NS32081 Floating-Point Unit provides high-speed arithmetic

computation with high precision and accuracy at low cost.

The NS32081 supports the entire Series 32000 family of

CPUs and complies with the proposed IEEE standard for

floating-point arithmetic. Task P754.

OPERATING SYSTEM SUPPORT

Series 32000 features such as hardware support for De-

mand-Paged Virtual memory management, user software

protection and modular programming make it much easier

to implement powerful, reliable and efficient operating sys-

tems. These features along with its symmetrical architecture

and powerful instnjction set make the Series 32000 the

most efficient and highest performance UNIX engine.

HIGH-LEVEL LANGUAGE SUPPORT

Series 32000 has special features that support high-level

languages, thus improving software productivity and reduc-

ing development costs. For example, there are special In-

structions that help the compiler deal with structured data

types such as Arrays, Strings, Records, and Stacks. Also,

modular programming is supported by special hardware reg-

isters, software instmctions, an external addressing mode,

and architecturally supported link tables.
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Series 32000 Component Descriptions

Device Description

Bus Width

Process
Package

TypeInternal
External

Address Data

CENTRAL PROCESSING UNITS (CPU's)

NS32532 Advanced CMOS Central Processing Unit 32 32 32 M2CM0S TBD

NS32332 Advanced Central Processing Unit 32 32 32 XMOSTM
(NivlOS)

84-pin PGA

NS32132 Central Processing Unit 32 24 32 XMOS
(NMOS)

68-pin LCC

Leadless

ChipCanier

NS32C032 CMOS Central Processing Unit 32 24 32 CMOS 68-pin LCC
Leadless

Chip Carrier

NS32032 Central Processing Unit 32 24 32 XMOS
(NMOS)

68-pin LCC

Leadless

Chip Carrier

NS32C016 CMOS Central Processing Unit 32 24 16 CMOS 48-pin DIP

Dual-ln-Line

Package

NS32016 Central Processing Unit 32 24 16 XMOS
(NMOS)

48-pin DIP

Dual-ln-Line

Package

NS32008 Central Processing Unit 32 24 8 XMOS
(NMOS)

48-pin DIP

Dual-ln-Line

Package

SLAVE PROCESSORS

NS32382 Advanced Memory Management Unit 32 32 32 XMOS
(NMOS)

PGA

NS32082 Memory Management Unit 32 24 16 XMOS
(NMOS)

48-pin DIP

Dual-ln-Line

Package

NS32310 Intelligent Floating Point Controller 64 — 32 M2CMOS PGA

NS32081 Floating Point Unit 64 — 16 XMOS
(NMOS)

24-pin DIP

Dual-ln-Line

Package

PERIPHERALS

NS32301 Advanced Timing Control Unit — — — Bipolar 28-pin DIP

NS32C201 CMOS Timing Control Unit — — — CMOS 24-pin DIP

Dual-ln-Une

Package

NS32201 Timing Control Unit — — — Bipolar 24-pin DIP

Dual-ln-Une

Package

NS32202 Intenrupt Control Unit 32 — 16 XMOS
(NMOS)

40-pin DIP

Dual-ln-Une

Package

NS32203 Direct Memory Access Controller — — 16 XMOS
(NMOS)

48-pin DIP

Dual-ln-Une

Package
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Series 32000 Part Numbering
Sclieme
Over the past few years, National's 32-bit IVIicroprocessor

Family has come a long way. The product has met with

unprecedented acceptance in the marketplace—and is well

on its way to being the 32-bit industry standard.

To highlight the completeness of Series 32000, all related

products have a 4-character 'Series' prefix which will cause

them to sort together in the following sequence in published

material such as the Price Schedules.

Prefix Product Type

NSP- Technical Publications

NSR- Service

NSS- Development Systems

NSV- Evaluation Tools

NSW- Software

NS32 Components

This scheme applies to order/part numbers only. It should

be noted that certain products may, in addition to their

unique order/part number, also have a marketing name. For

example, we expect you will find it more comfortable to refer

to the Development System as "VR32" rather than VR32-
1001!

Following the 4-character prefix, the remaining 1 1 charac-

ters specify the product in as intelligible a fashion as possi-

ble.

We have included in the Series 32000 family of microproc-

essors a number of products that a designer most frequent-

ly requires to create a state-of-the-art system.

Among these support devices are Data Communications

and Local Area Network IG's as well as Disk Control and
Interface and DRAM Interface devices.

These support components are numbered in Series 32000
fashion and are explained on the following page. Take as an

example the NS32965. The NS32 describes a Series 32000
component. The 9 signifies a Data Communication/LAN de-

vice and the 65 are the last two digits In the equivalent

National Semiconductor Interface device.
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Components
NS32C032E-15 NS

SERIES 32000 COMPONENT/ SUPPORT DEVICE-

C DENOTES CMOS (IF USED)

32 E -rs

DESCRIPTOR

= FIRST GENERATION COMPUTINO CLUSTER

1 = ENHANCED FIRST GENERATION COMPUTING aUSTER
2 = SYSTEM SUPPORT AND INTEGRATED COMPUTING CLUSTER

3= SECOND GENERATION COMPUTING CLUSTER
i _ niTi /NmiLiiiui/tiTiAki 1 uri i lu r^c\nrTC4— UHIH ^UMMUniVjAllUn HIIU LHII L/E.T1^<E^

5= THIRD GENERATION COMPUTING CLUSTER

6= VIDEO AND GRAPHICS SUPPORT

7 = FOURTH GENERATION COMPUTING CLUSTER

8 = MEMORY AND CACHE SUPPORT

9 = MASS STORAGE SUPPORT

SERIES 32000 CLUSTER

08 = EIGHT-BIT EJOERNAL DATA BUS CPU'S

16 = SIXTEEN-BIT EXTERNAL DATA BUS CPU'S

32 = THIRTY-TWO-BIT EXTERNAL DATA BUS CPU'S

8X= SLAVE PROCESSORS

SUPPORT DEVICE DIGITS CORRESPOND TO INTERFACE

DEVICE UST TWO DICTR

PACKAGE TYPE -

SPEED (IN MHz)-

Evaluation Tools

NSV-32016-P8T-10 NSV- 32016 P 8 T -10

SERIES 32000 EVALUATION TOOL—

'

CPU TYPE

P = POPUUTED

8 = 128k RAM-

T = TDS(TINY DEVaOPMENT SYSTEM)

-

SPEED (IN MHz)

NSV-32032S6T-10

SERIES 32000 EVALUATION TOOL-

NSV- 32032 S 6 T -10

TARGET CPU SUPPUED WITH BOARD. SOCKETS -

PROVIDED FOR NS3201G AND NS32008 CPU'S.

S = SINGLE PROCESSING MODE-

D = DUAL PROCESSING MODE

6 = 256KRAM-

T = TINY DEVELOPMENT SYSTEM

-

SPEED (IN MHz)

Development Tools
NSS-VR32-1001E

SERIES 32000 DEVELOPMENT TOOL

PRODUCT TYPE

NSS- VR32- 1001 E

T

MODEL

Ixxx PRODUCT

20XX ADD-ONS
21 XX MANUALS
3xxx SOFTWARE

E DESIGNATES EUROPEAN POWER (IF USED) -

Software
NSW- EXEC -9VMR NSW- EXEC-

SERIES 32000 SOFTWARE —I

SOFTWARE NAME -

B = BINARY

S= SOURCE

MEDIUM IN WHICH SUPPUED-

R = REEL TO REEL TAPE

C = CARTRIDGE TAPE

D = DISKETTE

HOST ENVIRONMENT -

V = VAX

Q=VR32
T = ICM

HOST OPERATING SYSTEM

-

X = UNIX

M=VMS
F = SYSTEMV
e^^GENIX

Publications

NSP-EXEC-M NSP- EXEC -M

SERIES 32000 PUBLICATION '

SUBJECT

TYPE OF PUBLICATION-

M= MANUAL

MS = MANUAL SET
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Hardware Chart

SUVE
CPUs PROCESSORS PERIPHERALS

1 ^ NS32382 ^ NS32301 ^

Adnncad J2-eB CMOS cni
Advanced 32-Bit Memory

Manaqement Unit

Timing Control Unit WSh
Support For Burst Access

L
\ r

-^
1

NS52332 NS320S2 NS32C201

32-Bil Data Bus/32-Bil CPU Memory Ktenagement Unit CMOS TWng Control Unit

^ -1
t 1

NSJ2132 1 NS32310 T NS32201

Timg Control Unit
32-Bil CPU With intelgent Fioatiig Paht

Dual Processing Support Controbr 1

U f^ -^ . ^
1

'

NS32Ca32

CMOS NS32Q32

NS320S1 1 NS32202

Roating Point Unit Interrupt Control Unit

^
1

^
1

'

NS32a32

32-Blt Data Sus/32-at CPU

NS32203
DMA Controller

^
-r 1'

1

NS32C0t6
1

CUSTOM 1
NS1655D

CMOS NS3201B UART

U
^

.

1

NS16450
NS32016

16-Bll Data Bus/32-Bil CPU
Asynchronous

Corrvnunication Unh

s

U
^ 1

NS320aS NS52B58

8-Bil Data Bus/32-BR CPU ijm

J
1K12-1

Note: Products in tlie shaded boxes are additional hardware components planned to support the Series 32000 CPUs. Please contact your local National Sales

Office for further information on their availability.
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Systems and Software Chart

SYSTEMS AND SOFTWARE
OEM BOARDS

DEVELOPMENT
BOARDS SOFTWARE EMUUTORS

DEVELOPMENT
ENVIRONMENTS

ICM-3332
DB32332

Includes NS32332

GENIX™ V

OPERATING SYSTEM
ISE32

VAX-n™ SERIES

VMS, UNIX^CS.

ICM-321S
nDTonnn

Includes NS32032

DB32016

Includes NS320 16

SYSTEM V™ /
SERIES 32000

OPERATING SYSTEM

GENIX

OPERATING SYSTEM

VR 32 TARGET '

DEVELOPMENT SYSTEM

SYS 32/20 PC ADD-IN

DEVELOPMENT SYSTEM

GNX™ LANGUAGE TOOLS
C, PASCAL, FORTRAN,

ADA COMPILERS

SERIES 320O0 ASSEMBLER

REAL TIME

OPERATING SYSTEMS

VRTX™ , EXEC
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Support Devices Chart

SUPPORT
DEVICES

1 1 1

HPC ^

High Performance

Controllers

NS32951/DP8451
Disk Data Synchronizer

NS3280O-2/DP840O-2

IS-Bh E2C2 Expandable Error

Checker/Corrector

-1 ^
1

^ 1
NS32405/NS405
ROMIess IMP

NS32955/DP8455
Disic Data Synchronizer

NS32802A/DP8402A

32-Bit Parallel Emr
Detector And Corrector (EMC)

^-
\

J —t ^
ir—

^

NS32490/DP8390
LAN Interface Controller

NS329$1/DP8461
Disk Data Separator

NS32809A/DP8409A

Controler/'Driver

U
^

J
T-

^

NS32491/DP8391
Serial Network Interface

NS32962/DP8462
Disk Data Synchronizer

For 2,7 RLL Code

NS32812/0P84412

NS32008/t6/32 To DP8409A/17/18/

19/28/29 Interface

1
^ r— ^ ^ Y_ J

NS32492/DP8392
COAX Transceiver Interface

NS32963/DP8463B
Disk 2,7 RLL Code

Encoder/Decoder

NS32B13/DPB4512

NS.W.W2TODP8409A/17/18/

19/28/29 interface__^ ^u
1

J -F ^

NS32440/DP8340
\B>fi 3270 Biphase Serial

Encoder/Transmitter

NS32964/DP8464B
Disk Pulse Detector

NS32817/18/19/DP8417/18/19 "

256K High Speed DRAlii

Controller/Driver

1
^

1
^

1 ^
NS32441/DP8341

St0 3270 Biphase Serial

Decoder/Receiver

NS32965/DP8465
Disk Data Separator

NS3282a/DP8428
1 Megabit High Speed DRAM

Controller/Driver (32-Bit Systems)
^ :^ J

\

" r- ^

NS32442/DP8342
High Spmrt Serial Manchester

EncoderAransmitter

NS32966/DP8466
Disk Data Controller

NS32829/DP8429
1 MegabH High Speed DRAM

Controller/Driver (16-BH Systems)

^

^
\

^
1

"

NS32443/DPB343
High Speed Manchester

Decoder/Receiver

NS32968/DP8468
Pulse Detector And
Embedded Servo

, ^p J
1

'

BIT-MAPPED

GRAPHICS

NS32970/DP8470
Fbppy Data Separator &
Write Precompensation

NS32972/74/0P8472/74 ^
noppy Disk Controller/

Data Separator

1K12-2
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Data Sheets/Description
Series 32000® information is grouped into one of ttiree cat-

egories depending on the type of information presented.

Ttiese categories are:

Advanced Information — This is the first official informa-

tion released about a future Series 32000 device. It contains

very basic information about a product and usually precedes

sample devices by approximately six months. This type of

data sheet is distinguished by the words "Advanced Infor-

mation" appearing in the header of the first page.

Preliminary — This document contains an extensive dis-

cussion of device operation and provides complete para-

metric information such as Maximum Ratings, Thermal

Characteristics, Electrical Characteristics, Bus Timing, and

I/O Port Timing as applicable. Timing diagrams are included

to support the tabular material. All of the parametric infor-

mation given is the result of early testing of initial product

from the manufacturing process. Values given are subject to

change without notice. This type of data sheet is distin-

guished by the words "Preliminary" appearing in the header

of the first page.

Final Data Slieet— This data sheet evolves from the Pre-

liminary data sheet. It is a result of test information collected

from a fully-Implemented manufacturing process. The para-

metric information has been analyzed and approved. Na-

tional Semiconductor considers this a fully characterized de-

vice. This type of data sheet is distinguished by the absence

of any designation appearing in the header of the first page.
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Military/Aerospace Programs
from National Semiconductor

This section is Intended to provide a brief overview of mili-

tary products available from National Semiconductor. For

furttier information, refer to our 1986 Reliability Handbool^

which is expected to be available by mid 1986.

MIL-M-38510
The MIL-M-38510 Program, which is sometimes called the

JAN IC Program, is administered by the Defense Electronics

Supply Center (DESC). The purpose of this program is to

provide the military community with standardized products

that have been manufactured and screened to govemment-

controlled specifications in government certified facilities.

All 3851 manufacturers must be formally qualified and their

products listed on DESC's Qualified Products List (QPL) be-

fore devices can be mart<ed and shipped as JAN products.

There are two processing levels specified within MIL-M-

38510: Classes S and B. Class S is typically specified for

space flight applications, while Class B is used for aircraft

and ground systems. National Is a major supplier of both

classes of devices. Screening requirements are outlined in

Table III.

Tables I and II explain the JAN device marking system.

Copies of MIL-M-38510, the QPL, and other related docu-

ments may be obtained from:

Naval Publications and Forms Center

5801 Tabor Avenue
Philadelphia, PA 19120

(212) 697-2179

DESC Specifications
DESC specifications are issued to provide standardized ver-

sions of devices which are not yet available as JAN product.

MIL-STD-883 Glass B screening is coupled with tightly con-

trolled electrical specifications which have been written to

allow a manufacturer to use his standard electrical tests. A
current listing of National's DESC specification offerings can

be obtained from our franchised distributors, sales repre-

sentatives, or DESC. DESC is located in Dayton, Ohio.

MiL-STD-883
Although originally intended to establish uniform test meth-

ods and procedures, MIL-STD-883 has also become the

general specification for non-JAN military product. Revision

C of this document defines minimum requirements for a de-

vice to be marked and advertised as 883-complianL Includ-

ed are design and construction criteria, documentation con-

trols, electrical and mechanical screening requirements,

and quality control procedures. Details can be found in par-

agraph 1.2.1 of MIL-STD-883.

National offers both 883 Class B and 883 Class S product

The screening requirements for both classes of product are

outlined in Table III.

As with DESC specifications, a manufacturer is allowed to

use his standard electrical tests provided that all critical pa-

rameters are tested. Also, the electrical test parameters,

test conditions, test limits, and test temperatures must be

clearly documented. At National Semiconductor, this infor-

mation is available via our RETS (Reliability Electrical Test

Specification) program. The RETS document is a complete

description of the electrical tests performed and is con-

trolled by our QA department. Individual copies are available

upon request.

Some of National's older products are not completely com-

pliant with MIL-STD-883, but are still required for use in mili-

tary systems. These devices are screened to the same
stringent requirements as 883 product but are marked

"-Mil".

Military Screening Program (lUISP)

National's Military Screening Program was developed to

make screened versions of advanced products such as gate

arrays and microprocessors available more quickly than is

possible for JAN and 883 devices. Through this program,

screened product Is made available for prototypes and

brassboards prior to or during the JAN or 883 qualification

activities. MSP products receive the 100% saeening of Ta-

ble III, but are not subjected to group C and D quality confor-

mance testing. Other criteria such as electrical testing and

temperature range will vary depending upon individual de-

vice status and capability.
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TABLE I. The MiL-M-38510 Part Marlcing

JM38510/XXXXXYYY

l-Lead Finish

A = Solder Dipped

B = Tin Piate

C = Gold Piaie

X = Any iead finish above
is acceptable

— Device Package
(see Table III)

— Screening Level

S 8 or C

— Device Number on

Slash Sheet

— Slash Sheet Number

— For radiation hard devices

this slash is replaced by the

Radiation Hardness Assurance

Designator (M, D, R, or H per

paragraph 3.4.1.3 of MIL-M-
38510)

— MIL-M-38510

-JAN Preflx

(which may be applied only to

a fully conformant device per

paragraphs 3.6.2.1 and 3.6.7 of

MiL-M-38510)

TABLE li. JAN Pacloge Codes

38510

Pacicage

Designation

Microcircuit Industry

Description

A 14-pln1/4" x1/4" (metal) fiat pack

B 14-pin 3/16" X 1/4" flat pack

C 14-pin 1/4" x3/4" dual-in-line

D 14-pin 1/4" x3/8" (ceramic) fiat pack
E 16-pin 1/4" x7/8" dual-in-line

F 16-pJn1/4"x3/S"

(metal or ceramic) flat pack

G 8-pin TO-99 can or header

H 10-pin 1 /4" X 1 /4" (metal) flat pack

1 1 0-pin TO-1 00 can or header

J 24-pin 1/2" X 1-1/4" dual-in-line

K 24-pin 3/8" X 5/8" flat pack

L 24-pin 1/4" X 1-1/4" dual-in-line

1^ 1 2-pln TO-1 01 can or header

N (Note 1)

P 8-pin 1/4" X3/8" dual-in-line

Q 40-pin 3/16" X2-1/16" dual-in-line

R 20-pin 1/4" X 1-1/16" dual-in-line

S 20-pln1/4" x1/2" flat pack

T (Note1)

U (Note 1)

V 18-pin 3/8" X 15/16" dual-in-line

w 22-pin 3/8" X 1-1/8" dual-In-line

X (Note 1)

Y (Note 1)

z (Note 1)

2 20-terminal 0.350" x 0.350" chip carrier

3 28-terminai 0.450" x 0.450" chip carrier

Note 1: These letters are assigned to packages by individual detail spedfi-

catjons and may be assigned to different packages in different specifica-

tions.

Screen

1 . Wafer Lot Acceptance

2. Nondestructive

Bond Pull

TABLE iil. 100% Screening Requirements

Class S

Method

5007

2023

Reqmt

All Lots

100%

CiassB

Method Reqmt

3. Internal Visual (Note 1) 2010, Condition A 100% 2010, Conditions 100%

4. Stabilization Bake 1008, Condition C,

Min, 24 Hrs. Min
100%

5. Temp. Cycling (Note 2) 1010, Condition C 100%

6. Constant Acceleration 2001, Condition E (Min)

Yi Orientation Only
100%

1008, Condition C,

IWin, 24 Hrs. Min
100%

1010, Condition C 100%

2001, Condition E (Min)

Yl Orientation Only
100%

7. Visual Inspection (Note 3) 100% 100%

8. Particle Impact Noise

Detection (PIND)

2020, Condition A
(Note 4)

100%

9. Serialization (Note 5) 100%

10. Interim (Pre-Burn-ln)

Electrical Parameters

Per Applicable Device

Specification (Note 1 3)
100%

Per Applicable Device

Specification (Note 6)

11. Burn-In Test 1015 240Hrs.at125°C

Min (Cond.F Not Allowed)
100%

1015, 160 Hrs. at 125°C Min
100%
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TABLE III. 100% Screening Requirements (Continued)

Screen
Class S Class B

Method Reqmt Method Reqmt

12. Interim (Post-Burn-In)

Electrical Parameters

Per Applicable Device

Specification (Note 13)
100% —

13. Reverse Bias Burn-In

(Note?)

1 01 5; Test Condition A, C,

72Hrs.at150°CMin

(Cond.F Not Allowed)

100% —

14. Interim (Post-Burn-In)

Electrical Parameters

Per Applicable Device

Specification (Note 13)
100%

Per Applicable Device

Specification
100%

15. PDA Calculation 5% Parametric (Note 14)

3% Functional— 25''C
All Lots

5% Parametric (Note 14)
All Lots

16. Final Electrical Test

a) Static Tests

1)25°C (Subgroup 1,

Table 1, 5005)

2) Max & Min Rated

Operating Temp

(Subgroups 2, 3,

Table 1, 5005)

b) Dynamic Tests &
Switching Tests,

25''C (Subgroups 4, 9,

Table 1, 5005)

c) Functional Test,

25°C (Subgroup 7,

Table 1, 5005)

Per Applicable Device

Specification

100%

100%

100%

100%

Per Applicable Device

Specification

100%

100%

100%

100%

17. Seal Fine, Gross 1014 100%

(Note 8)

1014 100%

(Note 9)

18. Radiographic (Note 10) 2012 Two Views 100% —

19. Qualification or Quality

Conformance Inspection

Test Sample Selection

(Note 11)

Samp.

(Note 11)

Samp.

20. External Visual

(Note 12)

2009
100% 100%

Note 1: Unless otherwise specified, at the manufacturer's option, test samples for Group B, bond strength (Method 5005) may bs randomly selected prior to or

following internal visual (Method 5004), prior to sealing provided all other specifioation requirements are satisfied (e.g. bond strength requirements shall apply to

each inspection lot, bond failures shall be counted even if the bond would have failed internal visual).

Note 2: For Class B devices, this test may be replaced with thermal shook method 1 0il , test condition A, minimum.

Note 3: At the manufacturer's option, visual inspection for castastrophic failures may be conducted after each of the thermal/mechanical screens, after the

sequence or after seal test. Catastrophic failures are defined as missing leads, broken packages or lids off.

Note 4: The PIND lest may be perfonned in any sequence after step 9 and prior to step IB. See MIL-M-38510, paragraph 4.8.3.

Note 5: Class S devices shall be serialized prior to interim electrical parameter measurements.

Note 6: When specified, all devices shall be tested for those parameters requiring delta calculations.

Note 7: Reverse bias burn-in is a requirement only when specified in the applicable device specifioation. The order of perfomiing bum-in and reverse bias bum-in

may be inverted.

Note 8: For Glass S devices, the seal test may be performed in any sequence between step 1 6 and step 1 9, but it shall be performed after all shearing and forming

operations on the terminals.

Note 9: For Class B devices, the fine and gross seal tests shall be performed separate or together in any sequence and order between step 6 and step 20 except

that they shall be performed after all shearing and forming operations on the terminals. \«hen 100% seal screen cannot be perfomied after shearing and forming

(e.g. flatpacks and chip carriers) the seal screen shall be done 100% prior to those operations and a sample test (LTPD = 6) shall be perfomied on each

inspection lot fallowing these operations. If the sample fails, 100% rescreening shall be required.

Note 10: The radiographic screen may be performed in any sequence after step 9.

Note 11: Samples shall be selected for testing in accordance with the specific device class and lot requirements of Method SOOS.

Note 12: External visual shall be perfomied on the lot any time after step 19 and prior to sNpment.

Note 13: Read and Record when post bum-in data measurements are specified.

Note 14: PDA shall apply to all static, dynamic, functional and switching measurements at either 25°C or maximum rated operating temperature.
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Series 32000 Programs and Services

Technical Support Engineering
Center (TSEC)
SERVICE CENTER

NSC offers a full 90 day warranty period on each Develop-
ment Systems product that it sells. This warranty can be
enhanced, by purchasing at the time of sale, an added one
year warranty which equates out to a fifteen month period

coverage. Contact MCS Logistics at the toll-free numbers
listed below for more information.

The Technical Support Engineering Center has highly

trained technical specialists available to assist customers
over the telephone with any Development System prob-
lems. The technical specialists utilize SPIRE, a computer-
ized technical data base designed for rapid search, to solve
customer and technical problems. This data-base can be
made available for customer use and communications to

the technical staff. Contact the SPIRE administrator at the
numbers below for more information.

Depot repair services are available for board and system
products. Our customers can use the toll-free numbers to

contact the service center for immediate solutions.

(800)538-1866,

(800) 672-1811 for California

(800) 223-3248 for Canada.

When indicated other features of MCS service are used.
These include a service problem report (SPR) that modifies

a customer profile database, a request for engineering ac-

tion (REA) report that aids in product improvement, and an
escalation procedure that is used when necessary to in-

volve applications and design engineering to help bring any
problem to a rapid resolve.

National's field engineers are located in Santa Clara, Cana-
da and Europe and are available for dispatch to customer
sites to repair our Development Systems products. Exten-
sive spare parts inventories are maintained for such use.

Special Programs
Series 32000 Consultant Program

The Series 32000 Consultant Program was developed to

create a network of consulting firms throughout the United
States which act as independent agents for National Semi-
conductor's Series 32000 Family. These agents are avail-

able to help companies design in Series 32000 products.
NSC provides a referral listing of all certified agents and
their area of expertise.

Series 32000 User Society

The charter of the Series 32000 User Society is to advance
the effective utilization of National's microprocessors. The
Society promotes the exchange of information and ideas
between Series 32000 software and hardware users.

The Society newsletter, which discusses design innovations
and new applications for the Series 32000 family, facilitates

the exchange of microprocessing information among Series
32000 users.

The University Program

Begun as merely a concept several years ago. National
Semiconductor's University Program has now emerged as
one Oi uiQ company's most successful programs. The Uni-
versity Program was originally created to establish a rela-

tionship between National and the academic community
that would foster the exchange of information and keep stu-

dents abreast of modern advancements in technology.

Today, the University Program provides a wide variety of
services to universities such as university product kits,

equipment loans, student research aid and on-campus
product demonstrations. Although probably best known for
its Series 32000 product kit, the University Program now
offers equipment from a/I departments within National, at
substantial savings.

The University Program catalog provides a complete, up-to-

date list of all student/university services as well as pro-
gram application forms and course materials to guide in-

structors in introducing students to advanced microproces-
sors.

Because tomon-ow's technology is dependent upon today's
nurturing of up-and-coming scientists and engineers. Na-
tional is committed to supporting universities, particularly in

the area of microprocessor technology. National hopes that

more universities will share in this commitment by becoming
a part of the University Program.

For more information on any of these programs, contact
Linda Price, Program Manager, National Semiconductor
Corporation, 2900 Semiconductor Drive, M/S 7C-261, San-
ta Clara, California 95052-8090, 408-733-2600 ext. 463.

Microcomputer Systems Division
The Microcomputer Systems Division's goal is to become a
leading force in the microcomputer systems marketplace.

To achieve this goal, a total systems approach has been
taken on the Series 32000 program to provide the customer
with the necessary hardware and software support, evalua-

tion and development tools, training, service and technical

literature.

The focus is on upward migration paths, system integration

at all levels and the preservation of the user's software in-

vestment.

Four groups (Microprocessor, OEM Board Level Products,

Software Products and Development Systems) offer a
broad capability to solve customer needs at various levels

of performance and integration.
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Introduction to Series 32000 Architecture ^
3rd Edition

Chapter 1

Computer Architecture

1.1 Introduction

The architecture of a computer describes what that com-

puter lool^s iike to peopie who write software for it. More

precisely, the architecture is the complete and detailed

specification of the interface between the computer and

software. The architecture specifies those elementary in-

structions that are decoded and executed directly by the

machine. But it is Important to keep In mind that architec-

ture describes only what the computer does, not how it

does It. Two machines are said to have the same architec-

ture if all the software written for one can execute on the

other, even if the actual hardware construction of the two

machines is entirely different. For example, the members

of the IBf^ System 360-370 family all have basically the

same architecture, but the technology used to implement

that architecture ranges from discrete transistors to Very

Large Scale integration (VLSI).

Occasionally, the term architecture is used in a more

general sense as the boundary between different levels of

the whole system. (For example, terms such as "operating

system architecture" are occasionally employed.) In this

document we will use "architecture" exclusively for the

boundary tielween the actual machine hardware and the

software.

1.1.1 The Role of the Computer Architect

A computer architect is someone who designs computer

architectures. The terms architecture and architect obvi-

ously have been adapted from their ordinary use in the

building construction industry. The words are apt because

in many ways'the job of a computer architect is similar to

that of an ordinary architect. Both are more concerned

with the overall design of a structure and its appearance to

users than to the exact details of the construction , which is

the province of the structural engineer or general contrac-

tor in the building Industry and the hardware designer in

the computer Industry.

The relationship between computer architect and com-

puter implementor is analogous to the relationship be-

tween an architect and a general contractor. The architect

designs the overall appearance of the building, balancing

a number of conflicting goals (e.g., the desirable view pro-

vided by many large windows and the equally desirable

goal of energy efficiency), always keeping in mind what is

possible with current construction technology (the avail-

ability and cost of materials). The general contractor is re-

sponsible for translating the architect's vision into a build-

ing, if the contractor discovers that some detail of the

building's architecture will be too difficult or too expensive

to build, or that it will lead to an unsafe structure, the archi-

tect may have to make changes.

Similarly, the computer architect designs the external ap-

pearance (to software) of the computer, balancing a num-

ber of conflicting goals (e.g., complete protection vs. sim-

plicity of use), and always keeping in mind the current

state of semiconductor technology. The computer Imple-

mentor translates this design into silicon. If the Implemen-

tor finds that some feature of the computer architecture is

too difficult or too expensive to implement, or if another

feature causes the computer to run significantly slower,

the computer architect may have to make changes.

The role of the architect In both Industries is to make an

Intelligent compromise among a number of desirable

goals and to balance this against the limitations of current

technology to get a cost-effective design. Architectural

mistakes usually result when one goal is single-mindedly

pursued to the exclusion of other goals, or when a desired

goal Is simply not technologically feasible.

A certain amount of controversy currently surrounds a

number of issues associated with computer architecture.

As defined, computer architecture is just the boundary be-

tween the hardware and software. The controversy is

fundamentally over where that boundary should be drawn,

and what trade-offs should be made between various fea-

tures for reasons of performance. Discussion has cen-

tered around three main topics:

• What is the best way to support high level languages?

• How should memory be organized?

• What protection features should be provided by the

hardware?

In the remaining sections of this chapter we will examine

these three topics, introduce some of the points at issue,

and present the Series 32000 approach to each topic.

1 .2 High Level Language Support

All evidence suggests that programming In a high level

language (e.g. , Pascal) is more productive than pro-

gramming In assembly language. Some researchers have

found that high level language programmers can produce

the same number of debugged lines of code per day as

can assembly language programmers. Since a line of

code in a high level language usually performs a more

complex operation than a line of code in assembly lan-

guage, the high level programmer Is more productive.

Studies have shown that both the time to debug a program

and the difficulty in understanding and maintaining it are

proportional to the number of instructions, with little

dependency on the complexity of each Instruction. Since

several instructions might be required for each high level

language statement, the savings In programming time and

cost over an equivalent assembly language program are

obvious.
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Before the advent of Series 32000, however, these advan-

tages had been partially offset by the inherent inefficiency

of high level languages as opposed to assembly language

programs. Depending on the compiler, the computer, and

the application, a compiled program might be ariywhere

from 0% to 300% longer and slower than the best assem-

bly language program. The basic reason for the inherent

inefficiency of high level languages (we will call the HLLs,

occasionally) when they are targeted to contemporary ar-

chitectures is that these architectures were not designed

to support compilers.

1 .2.1 Deficiencies of Current Architectures

The shortcomings of current computer architectures are

largely attributable to what Glenford Myers has called the

semantic gap,^ a measure of the difference between the

concepts in high level languages and the concepts in the

computer architecture. The objects and operations re-

flected in these architectures are seldom closely related to

the objects and operations provided in the programming

languages. This semantic gap contributes to software un-

reliability, performance problems, excessive program

size, compiler complexity, and distortions of the language.

Here are some of the heavily used concepts in high level

languages, along with a few comments on the architec-

tural support for these concepts provided by most com-

puter architectures:

Arrays. The array is one of the most frequently used data

structures in most HLLs. An array is a set of entries, each

with the same data type (thus we speal< of arrays of inte-

gers, arrays of characters, etc.). Most languages provide

for multidimensional arrays, performing operations on en-

tire arrays and checking to see that array subscripts do not

exceed the boundary of the array. Most computer archi-

tectures, however, provide very limited architectural fea-

tures to support any of these constructions.

Records. A record consists of a number of components

(usually called fields) that can be of different data types.

Thus a record might consist of characters, integers, and

real numbers (for instance, a criminal record). There is

nothing in the architecture of most microprocessors that

supports records.

Strings. Most languages contain the concepts of fixed

and variable sized strings, and of string processing opera-

tions such as concatenation and searching for a specified

substring within a string. Many microprocessor architec-

tures provide no string processing instructions at all.

Procedures. The basic program unit in modern HLLs Is

the procedure. A procedure call entails saving the state of

the calling procedure, dynamically allocating and initializ-

ing local storage for the called procedure, passing argu-

ments, and executing the called procedure. Most micro-

processor architectures provide no support for any of

these operations.

Modules. Modern HLLs (Pascal, Ada) implement the con-

cept of a software module containing several procedures

and associated data. Each module may be developed in-

dependently of all other modules and combined for final

execution. This modularization reduces software develop-

ment cost and time, increases design flexibility, and sim-

plifies system design. Up to now most processors have not

supported the modular software concept.

ns is that c

chitectures are asymmetric, and therefore do not permit

the concepts in HLLs to be efficiently modeled in machine

language. Symmetry is the degree to which all addressing

modes exist for all operands and all required operators ex-

ist for every data type. Chapter 2 discusses symmetry in

detail and also defines the key terms, such as addressing

mode and data type.

1 .2.2 The Series 32000 Approach

These deficiencies in contemporary microprocessor ar-

chitectures have been addressed by the designers of

Series 32000. They have made a major effort to bridge the

semantic gap with this new architecture. Series 32000 ar-

chitecture, in fact, is designed specifically to support high

level language compilers; it enables even relatively unso-

phisticated compilers to produce efficient code. Special

addressing modes are provided to access such HLL con-

structions as arrays and records, and new operators are

provided that are specifically tailored for high level

languages.

Addressing Modes. Series 32000 architecture supports

four standard addressing modes (i.e., mechanisms for ac-

cessing operands) common to most processors: register,

immediate, absolute, and register relative. In addition.

Series 32000 introduces four HLL-oriented addressing

modes: top-of-stack mode is very useful for evaluating

arithmetic expressions in high level languages. Scaled

indexing mode can be used to access elements in byte,

word, double-word, or quad-word arrays. Memory relative

mode can be used for manipulating fields in a record. Ex-

ternal mode can be used to access data in separately

compiled modules. (See Chapter 2 for a discussion of ad-

dressing modes.)

New Operators. In addition to the conventional CPU in-

structions, such as data movement, arithmetic logic, and

shifts, the architecture includes advanced instructions

which are very useful in an HLL environment. The CHECK
instruction determines whether an array index is within

bounds. The INDEX instruction implements the recursive

indexing step for multi-dimensional arrays. The STRING

instruction manipulates data strings. ENTER and EXIT in-

structions minimize the overhead in procedure calls by

managing the resources (registers, stack frame) allocated

at the beginning of a procedure and reclaimed at the end.

(See Chapter 2 for more on these instructions.)
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1 .2.3 Controversial Topics

The addressing modes and new operators provided by

Series 32000 clearly represent an advance over con-

temporary architectures. Yet two of the issues faced by

Series 32000 designers remain controversial.

• Should three operand instructions be provided?

• Should instructions be primarily register-oriented,

memory-to-memory, or top-of-stack?

Three Operand Instructions

It is occasionally claimed that an architecture must provide

general three operand instructions if it is to truly support a

HLL. (A three operand instruction is, as the name implies,

an instruction which contains two source operands as well

as a destination. For example, an instruction to directly im-

plement the FORTRAN statement,

A = B-hC

would be a three operand instruction with operands A, B

and C and the operator + ). The reasoning behind this

claim is basically that if three operand statements are

common in high level languages, then presence of three

operand instructions in the architecture will result in

greater code density. The VAX-1 1 , for example, permits

three operand instructions for most arithmetic operations.

However, a study by D.E. Knuth of Stanford University in

1 971 ^ showed that in 250,000 lines of FORTRAN code,

80% of all assignments were of the form

A op B or A = B

It follows that three operand HLL statements are ex-

tremely rare, and the need for such a construction in the

architecture is unproven. Moreover, since provision for

three operand instructions imposes a certain burden of its

own (whether in code density or execution speed), the utili-

ty of this instruction category must certainly be

questioned. The designers of Series 32000 felt that the

need for three operand instructions was not great enough
to justify that overhead. In fact, Series 32000 provides

greater code density than the VAX-1 1

.

Registers

it is also occasionally claimed (for example by Glenford

Myers in his bookAdvances in Computer Architecture^)

that registers are alien to the concepts in HLLs and should

be done away with in the interests of bridging the semantic

gap. The designers of Series 32000 disagree. The high

level language concept that relates most strongly to regis-

ters is the idea of the set of variables that are local to a

procedure. The modular programming methodology de-

scribed above encourages the use of a number of small

procedures instead of large monolithic programs. Each of

these procedures usually makes use of only a few vari-

ables of its own, but these variables are used over and
over again in that procedure. For instance, a procedure

that manipulates an array must constantly refer to the ar-

ray index.

The chief advantage of registers is that they allow a work-

ing set of variables to be kept close at hand where they

can be accessed quickly. This working set of variables is

stored in the register set. Studies by William Wulf, ef a/."

have indicated that five registers are sufficient for almost

all applications. Series 32000 CPUs use 8 (i.e., 2^)

general-purpose registers and several specialized regis-

ters for particular pointers. Series 32000 architecture al-

lows memory-to-memory operations, but it does not re-

quire them.

Registers allow the compiler writer to optimize the execu-

tion of HLL statements, whereas a purely memory-to-

memory machine must constantly carry the overhead of

referencing all variables in main memory. A purely stack-

oriented machine (i.e., an architecture where all variables

are assumed to be on the top two locations of the stack) is

essentially equivalent to a machine with two registers.

Many studies have shown that pure stack machines do not

give any significant advantage over a general register

machine.^

1 .3 Memory Organization

There are three aspects to memory organization: (1 ) the

overall memory architecture, which is basically how the

logical memory looks to the computer program; (2)

logical-to-physical address translation (mapping) which

maps the logical structure of memory onto hardware; and

(3) virtual memory mechanisms. Series 32000 has a lir)ear

memory architecture; it supports page-based mapping;

and it provides a number of mechanisms which support a

virtual memory system.

1.3.1 Linear versus Segmented
Memory Architecture

The main memory of a computer is organized as a set of

consecutively numbered storage cells. In most computers

these memory cells contain eight bits (a ijyfe). The loca-

tion number associated with one of these physical storage

cells is called a ptiysical address, and the set of all phys-

ical addresses is called physical address space. The phys-

ical address space is thus determined by the actual hard-

ware in the computer's memory system.

On the other hand, a program running on a computer can

generate a set of addresses that is limited only by the

number of bits in an address. This set of addresses is not

necessarily related to the actual amount of physical

memory in the system. For example, consider a computer

with a 16-bit address field in instructions and 4,096 (4K)

bytes of memory. A program on this computer can address
65,536 (64K) locations, for the simple reason that 2'*

(65,536) 1 6-bit numbers exist. The set of these numbers is

called logical address space; it is the set of logically possi-

ble addresses (even if they are not realized physically); it is

the set of all addresses that can be generated by a pro-

gram. The organization of the logical address space de-

fines the memory architecture. The two main types of

memory architecture are linear and segmented.

D. E. Knuth, "An Empirical Study of FORTRAN Programs," Software Practice anfi

Experience. 1,2 (April-June. 1971) 105-133.

Meyers, op. cit.. p. 23
VAX.1 1 is a trarlemark of Digital Equipment Corporation.

W. A. Wulf, et at.. Ttte Design ofan Optimizing Compiler. Nortfi Holland. 1975

lirleyers, op, cit.. p, 49
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In a linear address space, addresses start at location zero

and proceed in linear fashion (i.e., with no holes or breaks)

to the upper limit imposed by the total number of bits in a

logical address. With Series 32000, there can be up to 24

bits in a logical address, resulting in 16 million (2^'') bytes.

In fact. Series 32000 architecture makes provision for 32-

bit logical addresses, allowing 4 billion (2^^) bytes of log-

ical memory to be addressed.

The alternative to a linear memory architecture is a so-

called "segmented" memory architecture. A segmented
address space is basically a collection of small linear ad-

dress spaces. A rigid distinction is made between the seg-

ment (the particular address space in which a datum is

located) and the displacement of the datum within the seg-

ment (the distance in bytes from the start of the segment
to the location in question). A segmented address is

consequently a two-component value. The first compo-
nent (the segment selector) picks out one of the segments
while the second component specifies the displacement

within the segment. (See Figure 1 -1 for a comparison of

linear and segmented memory.)

The advantages of segmented memory center around

protection issues. The claim is made that a segmented
memory better accords with the organization of modern,

modular programs and structured data than does a linear

memory. Consequently, mechanisms for preventing ac-

cess to segments, or preventing segments from being

read or written into can be used to protect meaningful pro-

gram units. In other words, since the structure of the log-

ical address space of a segmented architecture reflects

the logical structure of the program, protection mecha-
nisms provided for segments naturally accrue to meaning-

ful program units.

This is in fact true. However, except for a few processors

(e.g., the tWULTICS processor) few segmented machines
have consistently carried out this program. For example,

most current segmented architectures impose a limit of

64K bytes on the length of a segment. But In order for seg-

mentation to realize its protection advantages, segments
should be allowed to have arbitrary size. A 2-megabyte

segment, after all, will be needed to hold a 2-megabyte ar-

ray, if the program organization is to reflect the program

structure. And in modern bit mapped graphics systems (a

typical application for 16-bit microcomputers), 2-megabyte

arrays are common. Moreover, since programs can con-

sist of hundreds or even thousands of modules, it is im-

portant for the architecture to support large numbers of

segments if segmentation is to be used properly. Large

data bases are a typical application that will require either

segments of arbitrary size or a great many segments.

It is unfortunately the case that most segmented architec-

tures allow only small segments (i.e., less than 64K bytes)

and usually support only a limited number of them (typical-

ly, fewer than 1 28). The size limitation is an artifact of earli-

er days when the entire (linear) address space was only

64K bytes long. The designers of the segmented ma-
chines expanded the address space of their earlier pro-

cessors, while attempting to preserve some measure of

software compatibility, by making the old 64K-byte linear

address space one of the new 64K bytes segments. The
8086 and its relationship to the 8080 is the most painful il-

lustration of this phenomenon.

LINEAR LOGICAL ADDRESS SPACE

SINGLE-COMPONENT

ADDRESS

SEGMENTED LOGICAL ADDRESS SPACE
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Figure 1-1 . Linear vs. Segmented Address Space

In such segmented architectures, all data structures larger

than the maximum segment size must be broken down to

fit into several segments, since an address pointer cannot

be incremented from the top of one segment to the bottom

of another segment. By contrast, a linear address space
can accommodate data structures of any size up to the

maximum size of memory.

Series 32000 provides the protection advantages of seg-

mentation without the segrfient-size disadvantages, by
permitting segments to be constructed out of an arbitrary

number of fixed-size memory units. These memory units

are called pages, and they form the basis for Series 32000

mapping, virtual memory, and memory protection mecha-
nisms (see Sections 1 .3.2, 1 .3.3, and 1 .4).

Series 32000 permits a form of segmentation—that is, it

lets the operating system keep track of collections of

pages with the same protection attributes—but it does not

require segmentation by building It into the architecture.

Moreover, the segmentation permitted by Series 32000 is

more general than that built into standard segmented ar-

chitectures (for example, segments can have arbitrary

size).
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1 .3.2 Page-Based Mapping and Alternatives

Mapping is based on the distinction outlined in Section

1 .3.1 between logical address space and physical address

space. Mapping is basically the process of translating a

logical address into an arbitrary physical address. Without

mapping, logical addresses are simply equated with phys-

ical addresses; by exploiting mapping, a logical address

can be assigned to an arbitrary physical address. Mapping

thus provides a kind of generalized relocation mechanism.

Unmapped memory is adequate for simple, single user,

single-task systems, which is why most microcomputer ap-

plications until now have been unmapped. However, the

large memory and increased power of 16/32-bit microcom-

puters have led to their being employed in multi-user,

multi-task applications. And in these cases mapping is

highly desirable, for without mapping, the different pro-

grams in a multiprogramming system or the different tasks

in a multitasking system must operate within the same log-

ical address space. Consequently, each program or task

must be careful not to access any address outside Its as-

signed partition, and in general everyone must be familiar

with the detailed organization of memory in order to make

full use of it.

By contrast, mapping allows each program or task to be

assigned its own logical address space, with the mapping

mechanism responsible for translating these independent

logical address spaces into the same physical address

space. Since the programs and tasks have separate log-

ical address spaces, there is no chance of interference.

Since it is too cumbersome to control the translation of

each logical address individually, mapping is ordinarily

done in blocks of addresses. The simplest and historically

the earliest mapping systems mapped the entire logical

address space of a program as one unit. (See Figure 1-2

for a diagram of such a system.)

More recent systems are based on mapping smaller

chunks of memory, rather than the entire logical address

space of a program. There are basically two kinds of ad-

dress translation schemes, differing only in the structure

of the mapping blocks. One form is based on variable-

sized segments, the other is based on fixed-size units

called "pages." Series 32000 employs a page-based

mapping system.

With Series 32000, the logical address space is broken up

into 32,768 pages, each with a fixed size of 51 2 bytes. The

physical address space is broken up into the same num-

ber of pieces, each piece the same size as a page. These

pieces of physical memory into which the pages are

mapped are called page frames. Figure 1-3 shows a part

of Series 32000 mapping scheme.

A page-based mapping system is usually more efficient

than a segment-based mapping system because of the

memory fragmentation problem associated with segment-

based systems. This problem occurs often in segmented

multi-program systems when the available memory space

becomes fragmented into many small pieces and not

enough contiguous physical memory is available to con-

tain one large segment. By contrast, since all pages are

the same size, if any physical page frame Is available it

can hold any page.
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SPACE

Figure 1 -2. IWapping the Entire Address Space

The mapping operation is performed by the NS32082

MMU (Memory Management Unit) and is explained thor-

oughly in Chapter 3. This translation process is performed

automatically, making use of a table in memory that con-

tains the physical address of each page frame.

Each program or task can have its own such table, and

changing the current table is simply a matter of changing

an MMU register that points to the starling address of the

current table. Therefore, each program or task can have

its own map from logical memory to physical memory, and

therefore each program or task can have its own logical

address space.

Entries in the table contain protection bits along with phys-

ical addresses. These protection bits are used to provide

each page with a set of protection attributes (e.g., read

only). The operating system can treat a collection of pages

with the same attributes as a segment in the sense of Sec-

tion 1 .3.1 . Page based mapping thus provides a mecha-

nism for implementing segmentation.

1 .3.3 Virtual Memory

In many computer systems, the logical address space is

far larger than the actual memory hardware. Virtual

memory is a mechanism for circumventing the limits on

physical memory size. Under a virtual memory system, it

appears to users as if the entire logical address space

were available for storage. But, in fact, at any given mo-

ment only a few pages of the logical address space are

mapped onto physical space. The other pages are not pre-

sent in main memory at all; instead, the informatiiJn in

these pages is stored on a secondary storage device, such

as a disk, whose cost-per-bit is more economical.
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Figure 1-3. Page-Based Mapping

In a virtual memory system, whenever the computer

generates a memory address, the hardvi/are checks

whether that address lies in a page that is actually in

memory. If it does, the address is translated to the appro-

priate physical address, and the memory reference takes

"lace normally. If the indicated page is not in memory, an

operation called a page swap is performed, and the

operating system software loads the missing page from

disk. If this operation is performed swiftly, the user will

have the illusion of a gigantic physical memory. For effi-

ciency, when the referenced location has to be brought

from the peripheral to the main memory, other locations

likely to be referenced next are also brought in. Informa-

tion not currently in use is removed from the main memory

and returned to peripheral storage, thus making room for

the new material.

Of course the beauty of virtual memory is that the user or

programmer does not have to be aware of the process. He

uses one consistent set of addresses called virtual ad-

dresses. The memory management hardware keeps track

of where the information resides at any given time and

translates the virtual address into a real location in phys-

ical memory. When the CPU finds the requested virtual

address to be unavailable in main memory, it notifies the

operating system which initiates a swap.

When the data to be replaced has not been modified dur-

ing the time it was resident in main memory, there is no

need to write it back to the peripheral device since an up-

to-date copy already exists there. Under such a circum-

stance the old data is simply overwritten with the new

data.

Virtual memory was first implemented on the Atlas com-

puter at Manchester University, using special hardware.

All computers with virtual memory since the Atlas have

also required special hardware functions to implement

virtual memory. Many current microprocessors do not

have adequate mechanisms to support virtual memory
systems. For example, in both the Z8000 and the 68000 no

provision was made for restarting an instruction that

causes a page fault. In Series 32000 virtual memory sys-

ICII lO, II 119 0(JO^ieai I iCii V.IV»Ql O iS, ^l VJ»IUV^U, UJ LI iC I 1\^U£.WUC.

MMU (with support from the CPU chip).

1 .4 Protection

The last major area of debate about computer architecture

concerns the whole topic of protection: memory protec-

tion, program protection, user protection. The basic issue

is what should be the granularity of the protection mecha-

nisms that are provided. The basic difficulty is that the

finer the granularity, the more the overhead associated

with protection.

Some systems implement a hierarchy of protection levels

from most privileged to least privileged. These levels are

often called rings. Each ring has its own access control

information for a page. Generally, a more privileged ring

has access to all the information in a less privileged ring,

However, because the number of rings Is severely limited,

usually to four, and because tasks often do not have a

strictly hierarchical relationship, ring systems are seldom

flexible enough for modern operating systems.

Instead, a capability-based protection system is often pro-

posed as an alternative which allows nonhierarchical

relationships between an arbitrary number of tasks. In a

capability-based operating system each task has a table of

operations it is allowed to perform that may affect other

tasks in the system. This table is protected from direct

modification by the task. Thus, the only way a task can

perform an operation which could affect another task is if it

has the appropriate capability in its capability table. A task

may give a specific capability to another task. By restrict-

ing the distribution and type of capabilities it gives out, a

task may tightly control access to the services it provides.

One problem with most capability-based systems is that

the concept is carried to such lengths that it interferes with

efficient accessing and processing of information within a

task. Since the cost of protection is always high in these

capability systems, performance suffers.

The designers of Series 32000 felt that a capability based

protection scheme could be implemented at some level in

the system, but that the appropriate level to do this was in

the kernel of the operating system, not in the architecture

itself. The basic reason for leaving capabilities out of the

architecture is twofold: (1) the extra burden should not be

imposed on all programmers who use this architecture or

on every memory reference; (2) the implementation of a

capability-based system is such a new and complex task

that locking such a system into silicon before it is thor-

oughly proven can be very risky. The designers of Series

32000 preferred to work out the bugs in their operating

system before they froze it permanently in silicon.
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The protection features actually implemented in Series

32000 architecture can be divided into three groups:

1 . Supervisor/user mode. A distinction is made between

two operating modes of the CPU: supervisormode in

which all the power of the instruction set is available,

and usermode in which only a restricted subset of the

instructions are available. Supervisor mode is intended

for operating systems and other trusted programs.

User mode is intended for those programs that are not

trusted.

2. Separate address spaces for each task. Each task run-

ning on Series 32000 has its own collection of pages

constituting its address space. Access to another

task's address space is impossible.

3. Protection bits in the page and pointer table entries.

Associated with each page are bits that define whether

that page can be read b jt not written into, read and

written into, or neither read nor written.

All these protection features are discussed in Chapter 3,

Section 3.4.
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Chapter 2

High Level Language Support
on Series 32000
2.1 Introduction

In Chapter 1 , it was shown that with conventional architec-

tures, the gain in programming efficiency produced by

writing in high level languages Instead of assembly lan-

guage is usually undermined by the larger amount of

memory required to store the code. This phenomenon is a

result of the large number of Instructions that must be

generated by the compiler to map H LL concepts onto the

more restricted repertoire of machine Instructions. Perfor-

mance is also diminished because of the large number of

memory transactions generated by the instructions. In

addition, when the differences between the abstractions

called for by a problem and the capabilities directly imple-

mented In the computer's hardware is very great, the code

generation portion of a compiler must be extremely

complex.

A primary design objective for Series 32000 was for the

structure and behavior of the processor's architecture to

correspond in a reasonable way with the objects and

operations of high level languages. The goal was to devel-

op a symmetrical architecture particularly suited to being

the target for compilers. The architecture of Series 32000

meets that goal; it enables symmetric use of general pur-

pose registers, memory locations, addressing modes,

data types and instructions.

Compilers can easily generate high-performance (very

dense and efficient) code for Series 32000. Series 32000

is particularly well suited to the Pascal high level lan-

guage. Because of Series 32000's general-purpose regis-

ters, the program also executes faster. In addition, the ar-

chitecture avoids special-case instructions and address-

ing modes that compilers have difficulty mai<ing use of.

In this chapter we will examine In detail the means by

which the concepts of HLLs are supported by Series

32000 architecture; namely, by a symmetrical archi-

tecture, a sophisticated instruction set, and expanded ad-

dressing capabilities.

2.2 Data Types Supported

The objects and concepts of a high level language include

constants, variables, expressions, and functions, each of

which is of a particular data type, the type determining the

range of values which the constant, variable, expression,

or function can assume in the program.

A data type Is said to be supported by a computer if the

computer's instruction set contains operators that directly

manipulate the data type or else has operators and ad-

dressing modes that facilitate Its manipulation. Data types

directly manipulated by the hardware are called prim/ftVe

data types. Those data types supported by the hardware,

but not manipulated directly, consist of ordered collections

of primitive types and are called structured data types.

Series 32000 supports the following data types:

• primitive datatypes (see Figure 2-1)

—integers (signed and unsigned)

—floating point

—booleans

—Binary Coded Decimal (BCD) digits

—bit fields

• structured data types

—arrays

—records

—strings

—stacks

2.2.1 Integer Data Types

The integer data type is used to represent integers, i.e.,

whole numbers without fractional parts. Integers may be
signed (negative as well as positive) or unsigned (positive

only). Integer data types on Series 32000 are available in

three sizes: 8-bit (byte), 16-bit (word) and 32-blt (double

word). Signed integers are represented as binary two's

complement numbers and have values in the range - 2^

to 2^ - 1 ,
- 2^^ to 2^5 - 1 , or - 2^1 to 2^^ - 1 ; unsigned In-

tegers have values In the range to 2® - 1 ,0 to 2^^ - 1 , or

to 2^^ - 1 . When integers are stored in memory, the

least-significant byte is stored at the lowest address; the

most significant byte at the highest address.

2.2.2 Floating Point Data Types

The floatingpoint data type Is used to represent real num-
bers, i.e., numbers with fractional parts. Floating point

numbers are represented by an encoded version of the fa-

miliar scientific notation:

n = sxfx10^

where s is the sign of the number, f is called the fraction,

or mantissa, and e is a positive or negative integer called

the exponent. (Figure 2-1 shows how these values are

represented by fields within the number.) Floating point

numtiers are available In two sizes: 32-bit (single

precision) and 64-bit (double precision). Double precision

offers both a larger range (larger exponent) and more
precision (larger mantissa). Series 32000 floating point

data type is compatible with the proposed IEEE floating

point standard.

Manipulation of the floating point data type Is actually

handled by the NS32081 Floating Point Processor (FPU)

(see Section 4.4, Slave Processors). If an FPU exists in the

system, the user can treat floating point numbers (both

single and double precision) as any other Series 32000
data types and may use any of the Series 32000
addressing modes to reference them. Also, conversion is

provided from every integer and floating format to every

other integer and floating format. If an FPU is not present,

these functions must be simulated in software.
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INTEGER

I
BYTE

I
8 BITS

7

[
WORD 16 BITS

DOUBLE WORD

31

FLOATING POINT

EXPONENT FRACTION ZI

32 BITS

32 BITS

31 30 23 22

EXPONENT FRACTION
64
BITS

63 62

BOOLEANS

52 51

XXXXXXX
] [

XXXXXXXXXXXXXXX

15

] [
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX

D 31

BIT

BIT FIELDS

fe»j I
UP TO 32 BITS

BCD DIGITS

[
IDIGIT 1 DIGIT Ol 8 BITS

7 43

DIGIT 3 DIGIT 2 DIGIT 1 DIGIT 16 BITS

15 1211 87 43

DIGIT 7 DIGIT 6 DIGIT 5 DIGIT 4 DIGIT 3 DIGIT 2 DIGIT 1 DIGIT Ol 32 BITS

31 2827 2423 2019 1615 1211 87 43

Figure 2-1 . Primitive Data Types

2.2.3 Other Primitive Data Types
(Booieans, Bits, BCD Digits)

The boolean (or logical) data type is a single bit whose

value, 1 or 0, represents the two logic values true and

false. A boolean datatype has many uses in a program,

for example, to save the results of comparisons, to marl<

special cases, and in general to distinguish between two

possible outcomes or conditions. Booieans are repre-

sented on Series 32000 by Integers (byte, word, or double

word). True is integer 1 ; false is integer 0.

The bit field data type is different from other primitive data

types in that the basic addressable unit is measured in bits

instead of bytes. With Series 32000, bit fields may be 1 to

32 bits long, and located arbitrarily with respect to the

beginning of a byte. They are useful when a data structure

includes elements of nonstandard lengths, since they

allow programs to manipulate fields smaller than a byte.

With the binary-coded decimal (BCD) data type, unsigned

decimal integers can be stored in the computer, using 4

bits for each decimal digit. The BCD datatype is repre-

sented on Series 32000 by three formats, consisting of 2,

4, or 8 digits. Two BCD digits may be pacl<ed into a byte,

four to a word, or eight to a double word; thus one byte

may represent the values from to 99, as opposed to to

225 for a normal unsigned 8-bit number. Similarly, a word

can represent values in the range to 9999, or a double

word can represent values in the range to 99999999.

Though BCD requires more bits to represent a large

decimal number, it does have certain advantages over

binary. For many business applications, the amount of

actual computing to be done between source input and

output is small, so that converting data from binary to

decimal formats can represent a significant fraction of the

total processing overhead. BCD arithmetic eliminates this

conversion overhead since the computations are actually

performed in decimal. Also of importance for business

applications is the loss of accuracy which can result from

conversions from decimal to binary and bacl< again, a loss

which is avoided by using decimal arithmetic.
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2.2.4 Arrays

An array is a structured data type consisting of a number

of components, all of the same data type, sucfi that each

data element can be individually identified by an integer

index. Arrays represent a basic storage mode for all high

level languages.

In Pascal programs, for example, each element of an array

r\r>e\f4 kiirtKo namo anri an inHpy uallie njwinn

the component's position in the array. Arrays range from

simple one-dimensional vector arrays to more complex

multi-dimensional arrays. The elements of an array may

be integers, floating point numbers, booleans, characters,

or more complex objects built up from these types.

Series 32000 provides special operators that facilitate

calculation of the array index and determination if the

index is outside the limits of the array (see Section 2.3.4,

Block, String and Array Instructions). In addition, certain

Series 32000 addressing modes facilitate quick access to

array elements (see Section 2.5.2).

2.2.5 Records

A record, like an array, is a structured data type vxith sev-

eral components. However, unlike arrays, the components

of a record may each be of a different data type. In high

level languages, such as Pascal, a component of a record

is selected by using both the name of the record variable

and the name of the component. Usually, records are

grouped into large arrays, called files in COBOL, sfruc-

fures in PL7I, and record structures in Pascal.

Series 32000 addressing modes facilitate quick access to

record elements (see Section 2.5.2, High Level Language

Addressing Modes).

2.2.6 Strings

A String is an array of integers, all of the same length. The

integers may be bytes, words, or double words. Strings

are common data structures in high level languages. For

example, strings of ASCII characters (i.e., bytes) are com-

monly used to contain alphanumeric text.

With Series 32000, a string is represented by a sequence

of integers stored in contiguous memory. Special opera-

tors exist that facilitate comparison of strings, movement

of strings, and searching strings for particular integer

values (see Section 2.3.4, Block, String and Array

Instructions).

2.2.7 Stacks

A sfack is a one-dimensional data structure in which val-

ues are entered and removed one item at a time at one

end, called the top ofstacl(. It consists of a block of mem-
ory and a variable called the sfack pointer.

Stacks are important data structures in both systems and

applications programming. They are used to store return

address and status information during subroutine calls

and interrupt servicing. Also, algorithms for expression

evaluation in compilers and interpreters depend on stacks

to store intermediate results. Block-structured HLLs such

as Pascal keep local data and other information on a

stack. Parameters of a procedure in a block structured

HLL are usually passed on a stack, and assembly lan-

guage programs sometimes use this convention as well.

Series 32000 supports both a User Stack and an Interrupt

Stack. Depending on the mode of operation, one of the

two stack pointers (SPq or SPi) contains the memory ad-

dress of the top item on the stack. Instructions exist which

allow for explicit manipulation of the stack pointer, and the

current stack can be used in almost all Series 32000 in-

structions to hold an operand (see Section 2.5.2, High

Level Language Addressing Modes).

For example, an item may be pushed onto the stack by

subtracting the length of the item from the stack pointer

(since stacks, by convention, grow downward in memory),

then moving the item to the address now pointed to by the

stack pointer. An item may be popped off the stack by

moving the item pointed to by the stack pointer to the

destination, then adding the length of the item to the stack

pointer. Both of these operations are performed by select-

ing the Top of Stack Addressing Mode.

Instructions also exist which push or pop the contents of

one or more registers. For example, the Jump to Subrou-

tine instruction causes the Program Counter's contents to

be pushed on the stack, and the Enter instruction causes

the contents of the Frame Pointer and specified General

Registers to be pushed on the stack. (See Section 2.3.6,

Register Manipulation Instructions, for more details.)

2.3 Instruction Set

One of the most important considerations in evaluating a

computer architecture is the relationship between the ma-

chine's primitive data types and the instructions that ma-

nipulate those data types.

For example, if a processor has byte, word, and double

word integers, it should have an Add operator that oper-

ates on each of these in a uniform and consistent manner.

Series 32000 architecture provides a complete and com-

prehensive set of instructions for every hardware-

recognized primitive data type. In addition, special instruc-

tions are available that facilitate manipulation of structured

datatypes.

The instruction set includes over 100 basic instruction

types, chosen on the basis of a study of the use and fre-

quency of specific instructions in various applications;

special-case instructions, which compilers cannot use,

have been avoided. The instruction set is further ex-

panded through the use of special Slave processors, act-

ing as extensions to the CPU.

This instruction set is symmetrical, that is, instructions can

be used with any general addressing mode (see Section

2.3.7), any operand length (byte, word, and double-word),

and can make use of any general purpose register.

Series 32000 instructions are genuine two operand in-

structions, though many instructions use more (up to five)

operands. This, combined with the consistent and sym-

metric architecture, reduces the code size considerably.
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2.3.1 Integer Instructions

A large set of arithmetic instructions are provided for inte-

ger manipulation: addition and subtraction, multiplication

and division (with various remainder, rounding, modulus

and result-length options), two's complement, and abso-

lute value. Other instructions include:

• Move operators that allow either zero or sign extension

(a useful feature when the size of the destination ex-

ceeds the size of the source).

• Shift operators allowing logical and arithmetic shifts, as

well as rotation left or right, by any amount.

• Boolean instructions (And, Or, Exclusive Or, Comple-

ment, and Bit Clear) allowing each bit in a data word to

be manipulated Independently.

• Two BCD arithmetic operators. Add and Subtract, han-

dling up to eight digits at a time.

• Extended Multiply and Divide operators which return a

result which is twice the size of the operands which they

read.

2.3.2 Floating Point (FPU) Instructions

The NS32081 supports 32-bit and 64-bit precision floating

point calculations, as well as 8-, 16-, and 32-blt fixed point

calculations. In addition to the floating Add, Subtract,

Multiply, Divide, and Compare instructions, there is a

Move instruction that doubles as a conversion instruction

for converting from integer to floating point format. Instruc-

tions are also provided to ROUND off a floating point num-
ber to the nearest integer, to TRU NCate a floating point

number toward zero, and to convert a floating point num-
ber to the largest integer less than or equal to itself (the

FLOOR of that number). For positive floating point num-
bers, these last two operations have the same effect; they

differ, however, for negative numbers. For example,

-3.17 truncates to - 3, but its floor is - 4.

These instructions are implemented by the FPU and dis-

play the same symmetry, addressing modes and flexibility

as the rest of the instruction set. The architecture of Series

32000 makes available to the FPU all Series 32000 ad-

dressing modes, and any instructions can be register-to-

register, memory-to-register or memory-to-memory.

2.3.3 Boolean, Bit, and Bit Field Instructions

Boolean instructions treat a data word as an array of bits,

and allow each bit to be handled independently. Boolean

operators include And, Or, Exclusive Or, Complement,

and Bit Clear.

Series 32000 provides a special Boolean Not instruction

for implementing high level languages which require that

TRUE = 1 and FALSE = 0. To simplify the handling of

Boolean expressions in compilers, a Set on condition in-

struction stores a " 1 " into its only operand if a condition

code check is satisfied; if not, it stores a "0".

Bit instructions allow convenient handling of individual bits

or arbitrarily large bit arrays. In addition to the ability to set,

clear, complement, or test any bit in memory or in a regis-

ter. Series 32000 provides semaphore primitives (test and
set, test and clear) for multiprocessing and multitasking

coordination. Also provided is a Convert to Bit-Field Point-

er Instruction which converts a byte address and a bit off-

set into a bit address. This allows a field address to be con-

verted to an integer and thus passed to a procedure or

function, a facility which is very useful in HLLs. A Find First

Set instruction searches a sequence of bits, either in

memory or in a register and returns the bit number of the

first "1" bit it sees.

Two Bit Field instructions can access bit fields up to 32

bits in length anywhere in memory, independent of byte

alignments. The Extract instruction reads a bit field, ex-

pands the result to the length specified in the opcode, and
then stores the expanded result into another operand . An
Insert instruction reads an operand of the length specified

in the opcode and stores the low-order part into a bit field.

2.3.4 Biocic, String, and Array Instructions

For the many iterative operations which are required in

high level languages, the Block Move and Block Compare
instructions facilitate efficient generation of compiler code.

They are written the same way as the standard memory-
to-memory move and comparison instructions, except for

the addition of a third displacement operand, which speci-

fies how many elements (bytes, words or double words)

are to be moved or compared.

Strings of bytes, words, or double words are easily ma-
nipulated with the Move String, Compare String, and Skip

instructions. To avoid destructive overwriting, move and
compare operations can proceed from low addresses to

high addresses, or vice versa. These operations can pro-

ceed unconditionally, or be terminated when a compari-

son condition is met (when either a specific value is en-

countered or when a value is no longer encountered).

Also, a string of instructions may be interrupted or

aborted, and then restarted where it left off. These string

instructions are comparable imheir power to those avail-

able on large minicomputer and mainframe computers.

For array handling, two instructions are provided. Check
and Index. The Check instruction determines whether an

array index is within bounds. It allows the user to specify

both an upper and a lower bound. It also subtracts the

lower bound from the value being checked and stores the

difference in a register, where it can be used in an Index

instruction or in an index addressing mode.

The array Index instruction implements one step of a

multidimensional array-address calculation. The opcode
specifies the length of the second and third operands; the

first operand is a general purpose register. The index

instruction performs a multiplication and an addition,

leaving the result in a register. The result is then used in

another Index instruction for the next dimension, or it is

used in an index addressing mode.

2.3.5 Jumps, Branches, and Calls

A number of different Jumps and Branches are imple-

mented: simple Jump, Jump to Subroutine, simple

Branch, Conditional Branch, and Multiway Branch (a

branch is a PC-relative Jump). Since the displacement in

these instructions can be as large as the memory, there is

no limit to their range. In addition, several different returns
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are supported: return from subroutine, return from trap

and return from interrupt. The latter two are discussed in

more detail in the section covering interrupts and traps

(Section 4.3). Instructions for calls to and returns from ex-

ternal procedures are discussed in Chapter 4, Section

4.2.3 (Programming with Modules).

2.3.6 Register Manipulation Instructions

Any general purpose register (see Section 2.4) can be

accessed via the general addressing modes (see

Section 2.5). Thus any Series 32000 instruction that uses

a general addressing mode to access one of its operands

can manipulate these registers. In addition, several in-

structions are provided explicitly for register manipulation.

The Save and Restore instructions manipulate the general

purpose registers. The instruction format for these opera-

tions includes an immediate field of 8 bits, each bit

specifying which of the eight general purpose registers are

to be stored or fetched from the stack.

Instructions manipulating the special purpose registers al-

low these registers to be loaded and stored; bits in the pro-

gram status register may be set and cleared, and the stack

pointer may be adjusted. Other instructions for these

registers are discussed in Section 2.4.2, CPU Special Pur-

pose Registers.

2.3.7 Instruction Format

Series 32000 has a variable-length instruction format in

which instructions are represented as a series of bytes.

Figure 2-2 shows the general format of a Series 32000

instruction.

The Basic Instruction is one to three bytes long and con-

tains the Opcode and up to two 5-bit Genera) Addressing

Mode ("Gen") fields. (Addressing modes are discussed in

Section 2.5.) Following the Basic Instruction field is a set

of optional extensions, which may appear depending on

the instruction and the addressing modes selected.

The Opcode specifies the operation to be performed, for

example, ADD, MOV, etc., and the number of operands to

be used in the instruction. The specification of an operand

length (B, W, D, F, or L) is written appended to the opcode.

For example, ADDW, specifies the addition of two word-

long operands, while MOVF specifies a move to a single

precision floating point operand. The length specification

in integer instructions is encoded in the basic instruction

as B = 00, W = 01 , or D = 1 1 ; the length specification in

floating point instructions is encoded in the basic opcode

asF=1 orL = 0.

The General Addressing Mode fields specify the address-

ing mode to be used to access the instruction's operands.

Index Bytes appear in the instruction format when either or

both Gen fields specify Scaled Index mode. In this case,

the Gen field specifies only the Scale Factor (1 , 2, 4 or 8),

and the Index Byte specifies which General Purpose Reg-

ister to use as the index, and which addressing mode cal-

culation to perform before indexing.

Following Index Bytes come any displacements (address-

ing constants) or immediate values associated with the se-

lected addressing modes. Each Disp/Imm field may con-

tain one or two displacements, or one immediate value.

The size of a Displacement field is encoded within the top

bits of that field, with the remaining bits interpreted as a

signed (two's complement) value. (See Figure 2-3.) The

size of an immediate value is determined from the Opcode
field.
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Figure 2-2. General Instruction Format Figure 2-3. Displacement Encodings
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2.3.8 Special Encodings

Two other special encodings, reg and quick, allow the very

compact encoding of frequently used instructions. For

example, there are quick forms of add, move and compare
instructions which encode a small integer operand (range

from - 8 to + 7) in place of a second general addressing

mode.

Some instructions require additional, "implied" imme-
diates and/or displacements, apart from those associated

with addressing modes. Any such extensions appear at

the end of the instruction, in the order that they appear

within the list of operands In the instruction definition.

2.4 Register Set

Series 32000 architecture supports thirty-seven registers,

grouped into two register sets: sixteen general purpose

registers and twenty-one special purpose registers (see

Figure 2-4). Eight of the general purpose registers are

located on the CPU; the other eight are located on the

FPU. The twenty one special purpose registers include

nine on the CPU, one on the FPU, and ten on the MMU.
Besides storing operands, and the results from arithmetic

operations, these registers may also be used for the tem-

porary storage of program instructions and control in-

formation concerning which instruction is to be executed

next.

2.4.1 CPU General Purpose Registers

Internal to the CPU are eight 32-bit general purpose regis-

ters RO through R7, which provide local, high speed stor-

age for the processor. They can be used to store bytes,

words, double words, and quadruple words.

All general purpose registers are available to all instruc-

tions. Thus, the computer has freedom in its use of the

registers and needn't do much housekeeping. The archi-

tecture also enables general purpose registers to be used
as accumulators, data registers and address pointers.

This represents a great improvement over machines that

permit only a few registers to serve as address pointers,

creating a bottleneck in address calculations, a very im-

portant function in high level language programming.

2.4.2 CPU Special Purpose Registers

The eight special purpose registers on the CPU chip are

used for storing address and status information. The MOD
register and the Processor Status Register are both 1

6

bits; the other registers are effectively 24 bits in length,

though an additional eight bits (which in the current imple-

mentation are always set to zero) have been provided to

allow for future expansion.

PC: The Program Counter register is a pointer to the

first btye of the currently executing instruction.

After the instruction is completed, the program
counter is incremented to point to the next in-

struction. Since this register is 24 bits wide, all

1 6M bytes of memory can be directly addressed
without the need for segmented addresses.

SP(3, SPi : The SPq register points to the lowest address of

the last item stored on the Interrupt Stack. This

stack is normally used only by the operating sys-

tem, primarily for temporary data storage and for

holding return information for operating system
subroutines, and interrupt and trap service rou-

tines. The SP-i register points to the lowest ad-

dress of the last item stored on the User Stack.

This stack can be used by normal user programs
formation.

FP: The Frame Pointer register is used by a proce-

dure to access parameters and local variables on
the stack. It is set up when a procedure is

entered, and points to the stack frame of the cur-

rently executing procedure, which contains the

parameters for the currently executing subrou-

tine and also the volatile (as opposed to static)

local variables. The procedure parameters are

addressed with positive offsets from the frame

pointer; the local variables of the procedure are

addressed with negative offsets from the frame

pointer.

SB: The Static Base register points to the global vari-

ables of a software module (see Section 4.2,

Modular Software). All references to a module's

data are relative to this register.

INTBASE: The Interrupt Base register holds the address of

the dispatch table for interrupts and traps (see

Sections 4.3.2 and 4.3.3).

MOD: The Module register holds the address of the

Module Descriptor of the currently executing soft-

ware module (see Chapter 4, Section 4.2.2).

PSR: The Processor Status Register holds the CPU
status and control flags for Series 32000. The
PSR is sixteen bits long, and is divided into two

eight-bit halves. The low-order eight bits are ac-

cessible to all programs, but the high-order bits

are accessible only to programs executing in

Supervisor Mode. Among the bits in the PSR are

the Carry bit, the Trace bit, (which causes a trap

to be executed after every instruction), the Mode
bit (which is set when the processor is in user

mode), the Interrupt Enable bit (which if set will

cause interrupts to be accepted), and several

other bits which can be used by comparison in-

structions.

CFG: The I bit indicates the presence of external

interrupt vectoring circuitry (specifically, the

NS32202 Interrupt Control Unit). If the CFG I bit

is set, interrupts requested through the INT pin

are "vectored"; if it is clear, these interrupts are

"non-vectored". The F, M and C bits indicate the

presence of the FPU, MMU and Custom Slave

Processors. If these bits are not set, the corre-

sponding instructions are trapped as being

undefined.
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2.4.3 FPU Registers

The Floating Point Unit registers are located on the

NS32081 FPU slave processor and consist of eight 32-bit

registers and a dedicated Floating Point Status Register.

The eight floating point registers can each store a single

precision operand or half of a double precision operand.

When 64-bit double precision operands are to be operated

upon, the specified register (n) and the next register

(n -^ 1) are concatenated for the operation. Register n + 1

contains the high-order bits.

The Floating Point Status register (FSR) holds mode con-

trol information, error bits and trap enables. Like the other

registers, the FSR is 32-bits wide. (See Chapter 4, Section

4.4.2, for more about the FPU slave processor.)

2.4.4 MMU Registers

The optional memory management architecture uses the

following 32-bit dedicated registers to control address

translation:

PTBo, The Page Table Base registers are controlled by
PTB,

:

the operating system and point to the starting

location of the translation tables In physical

memory. All supervisor mode addresses are

translated with the PTBq register. User mode ad-

dresses are translated using this register if the

DS bit in the MSR is one; if this bit is zero, the

PTB, register is used.

EIA: The Error/Invalidate Address register is used to

invalidate addresses in the translation buffer.

The translation buffer is a transparent cache of

the most recently used page table entries. When
an entry in a page table is modified in memory,
the copy of it in the translation buffer is deleted

by writing the address of the affected virtual page
into the EIA register. When a PTB register is

modified, all cache entries made using that regis-

ter are deleted. The EIA is also used to store the

address which caused a memory management
exception to occur.

MSR: The Memory Status Register holds fields which

control and examine the memory management
status, and is only accessible in the supervisor

mode. The functions of this register are dis-

cussed in Chapter 4, Section 4.4.2 and 4.4.3

(MMU and FPU).

Other registers in the MMU provide high level software de-

bug facilities during program execution. These are dis-

cussed in Section 4.5.3.

2.5 Addressing lUlodes

Information encoded in an instruction includes a specifica-

tion of the operation to be performed, the type of operands
to be manipulated, and the location of these operands. An
operand can be located in a register, in the instruction it-

self (as an immediate operand), or in memory. Instructions

can specify the location of their operands by nine address-
ing modes, two addressing modes are used to access
operands in registers and in instructions—Register mode
and Immediate mode. The other modes are used to ac-

cess operands in memory. The address of the operand is

calculated in accordance with the desired addressing

mode. The calculation is done by taking the sum of up to

three components:

• a displacement element in an instruction

• a pointer (i.e., an address) in a register or in memory
• an index value in a register

The nine addressing modes may also be divided into

those which are standard for microprocessor

architectures, and those which are particularly suited to

the operations and data structures of high level

languages.

2.5.1 Standard Modes

The following standard addressing modes are supported
by Series 32000 architecture (see Figure 2-5 for a diagram
of each one):

• Register

• Immediate

• Absolute

• Register relative

REGISTER: In the Register addressing mode, the

operand is in one of the eight general purpose registers. In

certain Slave Processor instructions, an auxiliary set of

eight registers may be referenced instead.

IMMEDIATE: The immediate mode operand is in the in-

struction. The length of the immediate mode operand is

specified by the operand length or by the basic instruction

length.

ABSOLUTE: With absolute mode, the operand address is

the value of a displacement in the instruction.

REGISTER RELATIVE: The register relative mode com-
putes an effective address (the operand address) by ad-

ding a displacement given in the instruction to a pointer in

a general purpose register.

GP REGISTER

REGISTER

MODE
REGISTER

ADDRESS
-* OPERAND 1

REGISTER

RELATIVE lOISP

MODE

OPERAND ADDRESS = GP REGISTER

GP REGISTER

GP

REG.
ADDRESS -©* OPERAND

OPERAND ADDRESS = GP REGISTER + DISP.

IMMEDIATE

MODE
OPERAND

OPERAND = IMMEDIATE VALUE

ABSOLUTE
DISP OPERAND 1MODE

OPERAND ADDRESS = DISP.

Figure 2-5. Standard Addressing IModes
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2.5.2 High Level Language Modes

In addition to these standard addressing mode types,

Series 32000 employs several addressing mode types

which, in combination with the already powerful instruc-

tion set, make Series 32000 a superb vehicle for high level

languages. They are listed below and diagrammed in Fig-

ure 2-6:

• Memory Space
• Memory Relative

External

Top of Stack

• Scaled Index

MEMORY SPACE: This addressing mode is identical to

Register Relative, discussed above, except that the regis-

ter used is one of the dedicated registers PC, SP, SB or

FP. These registers point to data areas generally needed

by high level languages.

MEMORY RELATIVE: The Memory Relative mode allows

pointers located in memory to be used directly, without hav-

ing to be loaded into registers (as is required in other micro-

processors). Memory relative mode is useful for handling

address pointers and manipulating fields in a record. When
this addressing mode is used, the instruction specifies two

displacements. The first displacement is added to a speci-

fied special purpose register, and a double word is fetched

from this address. The operand address is the sum of this

value and the second displacement. In accessing records,

the second displacement specifies the location of a field in

the record pointed to by the double word. The exact size of

the contents of this field is programmable.

EXTERNAL: The External Addressing mode is unique to

Series 32000, and supports the software module concept,

which allows the modules to be relocated without linkage

editing. This mode is used to access operands that are ex-

ternal to the currently executing module. Associated with

each module is a Link Table, containing the absolute ad-

dresses of external variables. The external addressing

mode specifies two displacements: the ordinal number of

the external variable (i.e., the linkage table entry to be

used) and an offset to a sub-field of the referenced vari-

able (e.g., a sub-field of a Pascal record). External

addressing is discussed further in Section 4.2 (Modular

Software).

TOP OF STACK: In this addressing mode, also unique to

Series 32000, the currently selected Stack Pointer (SPq or

SPi) specifies the location of the operand. Depending on

the instruction, the SP will be incremented or decrement-

ed, allowing normal push and pop facilities. This address-

ing mode allows manipulation or accessing of an operand

on the stack by all instructions. For instance, the TOS val-

ue can be added to the contents of a memory location, a

register, or to itself, and the result saved on the stack. On
most other microprocessors, in which top of stack ad-

dressing is limited to a very small number of instructions,

these manipulations would require several instructions to

achieve the same results. The great advantage of this ad-

dressing mode is that it allows quick reference using a

minimum numtier of bits to intermediate values in arith-

metic computations.

SCALED INDEX: This addressing mode computes the

operand address from one of the general purpose regis-

ters and a second addressing mode. The register value is

multiplied by one, two, four or eight (index byte, index

word, index double, or index quad). The effective address

of the second addressing mode is then added to the multi-

plied register value to form the final operand address. The
Scaled Index mode is used for addressing into arrays,

when the elements of the array are bytes, words, double

words, floating point numbers or long floating point

numbers.
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Chapter 3

Memory Organization

3.1 Introduction

Microprocessors were first developed when the design of

complex, special-purpose chips became so expensive that

it was more cost-effective to use a general-purpose pro-

grammable device instead of a special-purpose chip. The

programs for these early microprocessors were very

small, typically requiring 2K to 8K bytes of memory and

rarely exceeding 16K bytes. {This was Just as well, since

memory was very expensive.)

Now, almost exactly a decade since the microprocessor

was invented, the memory requirements for typical ap-

plications approach those of minicomputers or even main-

frames. Consequently, the memory organization issues

discussed in Chapter 1 have arisen.

In this chapter, we will cover the memory organization and

memory management mechanisms of Series 32000. The

key topics to be discussed are page based mapping, virtu-

al memory, memory protection, and virtual machines. The

address translation, virtual memory, and memory protec-

tion mechanisms of the Series 32000 architecture are con-

tained in the NS32082 Memory Management Unit (MMU).

The MMU also contains the logic for debugging (see

Chapter 4, Section 4.5) as well as on-chip cache. Special

instructions are provided in the Series 32000 instruction

set to control the MMU.

3.2 Mapping IMectianisms with the Series 32000

Series 32000 has a logical address space of 1 6 million

bytes divided into 32,768 pages, each with a fixed size of

512 bytes. The physical address space is the same size

and is also divided into similarly sized page frames. As de-

scribed in Section 1 .3.2, address translation (mapping) is

the process of translating a logical address to a physical

address. In Series 32000 architecture, address translation

is done in units of a page. Thus two addresses next to

each other in the same logical page will be next to each

other in the same physical page frame, although t»/o

pages which are contiguous in logical memory may not be

contiguous irf physical memory.

For purposes of implementing the address translation, the

24 bits of a logical address may be thought of as consist-

ing of two fields: the page selector field, which is the upper

fifteen bits, and the offset field, which is the lower nine

bits. Only the page selector bits are actually translated in

the mapping process. The nine bits of the offset specify a

location within a page and are passed through the map-

ping process unaltered. The mapping process is per-

formed automatically by the MMU.

Basically the mapping operation consists of treating the

page selector field as an index into a table of physical ad-

dresses. Entries in this table hold the upper fifteen bits of

the physical address of a page frame. When a logical ad-

dress is sent to the MMU, its lower 9 bits are appended to

the 1 5-bit physical address in the table and the resulting

24-bit physical address is actually used to fetch data. (See

Figure 3-1 for a diagram of this operation. This figure

shows an abstract view of the Series 32000 mapping oper-

ation; in reality, a two.level mapping is employed—see

Section 3.2.).
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J

1

9 8 T

1
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Figure 3-1. iUapping

3.2.1 Page Tables, Pointer Tables, and Entries

The address translation mechanism is carried out by ta-

bles in memory. The MMU contains a special register

(PTBi) that points to the beginning of the page table. This

table has 256 entries, each of which is 4 bytes wide. Thus

its total size is 1 ,024 bytes. Each entry in the page table

pointstoapo/nferfaWe. Pointer tables contain 128 entries

of 4 bytes; thus, the pointer tables are each contained in a

page. Each entry in a pointer table points to a physical

page. (See Figure 3-2 for a diagram of this pointer tree.)
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Each program or task can have its own page table, and

changing the page table is simply a matter of changing an

MMU register that points to the starting address of the cur-

rent page table. Therefore, each program ortasl< can have

its own map from logical memory to physical memory, and

therefore each program or tasit can have its own logical

address space.

Figure 3-2. Hierarchy of Tables

Each entry in the page table or in one of the pointer tables

has the same basic format (see Figure 3-3).

The high order 23 bits contain the starting physical ad-

dress of the specified page frame.

31 30 24 23 9 8 i 2

IBANK

1
SELECT

RESERVED PAGE NUMBER UNUSED M R PL 3

Figure 3-3. Page or Pointer Table Entry

Bits through 4 contain status bits:

V The Valid Bit indicates whether the entry specifies a

page that is present in memory. (See Section 5.3.1

,

Page Faults and the Valid Bit).

R The Referenced Bit indicates whether the page has

been accessed. This bit is automatically set when
the corresponding page has been accessed for

reading or writing. (See Section 3.3.3, Support for

Page Swapping Algorithms).

M The H/lodified Bit indicates whether the page has

been modified during its residence in main memory.

This bit is automatically set when the corresponding

page is written to. (See Section 3.3.3, Support for

Page Swapping Algorithms).

PL The Protection Level field indicates the level of

protection provided for the page. (See Section 3.4,

Protection).

3.2.2 The Complete IMapping Process

The mapping operation shown schematically in Figure 3-1

is actually accomplished by the following process:

The page selector component of the logical address (the

high-order 15 bits), shown in Figure 3-1 , actually consists

of two subfields: the high-order 8 bits, which select an en-

try in the page table, and the lower-order 7 bits, which se-

lect an entry in the appropriate pointer table. (The offset

component of a logical address specifies the displacement

from the Ijase of a page to the specified item). Figure 3-4

shows a more complete version of the mapping process

outlined in Figure 3-1.

To speed up the mapping process the MMU provides an

associative cache on the chip itself. The cache contains

the 32 most recently accessed logical addresses along

with their translated physical addresses. Each entry con-

sists of the high-order 1 5 bits of a logical address and the

high-order 1 5 bits of the translated physical address (see

Figure 3-5).

When a logical address is passed from the CPU to the

MMU, the MMU first attempts to match that logical ad-

dress with an entry in the cache. If the entry is present, the

physical address portion of the entry is used immediately.

If the entry is not present, the MMU must fetch the page
table and pointer table entries from memory before ad-

dress translation can be performed.

If the entry is present, address translation requires only

one clock cycle. If the entry is not present, address

translation may take up to approximately 20 clock cycles.

This associative table is transparent to the user and calcu-

lations indicate that it dramatically speeds up address

translation since the hit ratio (the percentage of time the

cache contains the entry) is about 97%.
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3.3 Virtual Memory Mechanisms with

Series 32000

Programs share many traits in common wifti human be-

ings. For example, they obey Parlcinson's Law. Just as

worl< expands to fill the time available, so programs tend to

expand over their lifetime to fill the physical memory avail-

able to them. Once the memory limits have been reached,

further expansion of the program is difficult and error

prone, usually requiring hard to manage overlays. The ide-

al solution to this problem is to give the program a virtually

infinite (limitless) memory. A program in an infinite memo-
ry can be enlarged without bumping into any barriers.

Unfortunately, memory costs usually preclude enormous
physical memories. Virtual memory, however, gives the

programmer the Illusion of a gigantic memory at minimal

cost.

With virtual memory, the user regards the combination of

main and peripheral storage as a single large storage. The
user can write large programs without worrying alx)ut the

physical memory limitations of the system. To accomplish

this, the operating system places some of the user pro-

grams and data in peripheral storage and brings them into

main memory only as they are needed.

Series 32000 makes virtual memory operating systems
easy to implement by means of its page based mapping
mechanism. Programs and data are swapped between
main memory and secondary storage units of a page, as

was described in Chapter 1 . In addition, the architecture

provides several other mechanisms which support virtual

memory.

Three bits in the page entry are important for virtual

memory systems. These bits were discussed briefly in

Section 3.2.1 . In the following three subsections we will

cover in much greater detail the use of these three bits in

virtual memory systems. Also covered will be the instruc-

tion abort and re-execution facility, the other Series 32000
feature specifically designed to support virtual memory.

3.3.

1

Page Faults and the Valid Bit

The Valid Bit in a page or pointer table entry indicates

whether the corresponding page is present in main memo-
ry or not. Whenever an address is generated by the CPU
and passed to the MMU for translation into a physical ad-

dress, the MMU checks the valid bit of the table entry

specified by the incoming logical address. If the valid bit is

1 , the page is assumed to be present in main memory and
address translation proceeds in the normal fashion.

If, however, the valid bit is 0, then the page is assumed not

to be in main memory and a page fault occurs. A page
fault is a hardware generated trap that is used to tell the

operating system to bring the missing page in from sec-

ondary storage. The page fault occurs in the MMU, which
generates an ABORT signal to the CPU. The ABORT
signal causes the CPU to immediately halt execution of

the current instruction,

3.3.2 Instruction Abort and Re-execution

When a page fault occurs, for whatever reason, the MMU
sends the ABORT signal to the CPU. At this point the CPU

will stop executing the instruction and return any register

that was altered by the instruction to its condition before

the instruction started. The operating system will then be
called to initiate a page swap. Once the appropriate page
is in memory, the CPU and MMU also must insure that the

aborted instruction can be re-executed.

One of the problems in implementing virtual memory sys-

tems is that an instruction may generate a page fault at

any time during the course of its execution. If the instruc-

tion itself occupies several bytes, it may overlap a page
boundary, and the act of fetching an instruction may itself

cause a page fault. Or the process of fetching the source
or destination operand may cause a page fault.

In order to permit the instruction to be restarted, the

ABORT signal usually causes the CPU to be returned to

its state before the aborted instruction happened. The pro-

gram counter is automatically saved as are the processor

status register, the stack pointer and several other regis-

ters. When the operating system has completed the page
swap, it executes a RETURN FROM TRAP instruction and
execution resumes with the aborted instruction, all regis-

ters being restored to their old values.

String handling instructions require special treatment dur-

ing an abort. Obviously it is not desirable to have a long

string instruction repeated from the beginning if an abort

occurs somewhere in the string. Series 32000 provides for

the aborted instruction to be re-executed from the point

where the problem occurred.

3.3.3 Support for Page Swapping Algorithms

To facilitate virtual memory implementation, two other bits

in the page and pointer table entries are used: the Refer-

enced Bit (R) and the Modified Bit (M).

It has been tacitly assumed that there is a vacant page
frame in which to put the newly loaded page. In general

such will not be the case, and it will be necessary to re-

move some page (i.e., copy it back into the secondary
memory) in order to make room for the new page. Thus an
algorithm that decides which page to remove is needed.

Choosing a page to remove at random is certainly not a
good idea. If the page containing the instruction is the one
chosen, another page fault will occur as soon as an at-

tempt is made to fetch the next instruction. Most operating

systems try to predict which of the pages in memory is the
least useful, in the sense that its absence would have the
smallest adverse effect on the running program. One way
of doing so is to make a prediction when the next ref-

erence to each page will occur and remove the page
whose next reference lies farthest in the future. In other

words, to try to select the page that will not be needed for a
long time.

One popular algorithm evicts the page least recently used
because that page has a high a priori probability of not be-
ing in the wording set. This algorithm is called the Least

Recently Used algorithm. The Referenced bit can be used
to implement a version of this algorithm.
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The Referenced bit is set by the hardware when the page

is referenced (read or written) by an instruction. By period-

icaliy chectving and clearing this bit in all page and pointer

table entries, the operating system can gain insight into

the frequency with which pages are being usedJ This in-

formation can be used to select pages to be swapped out;

for example, on a least recently used basis.

It a page about to be evicted has not been modified since it

was read in ^a likel" occurrence If the nronram contains

program rather than data) then it is not necessary to write

it back into secondary memory, because an accurate copy

already exists there. If, however, it has been modified

since it was read in, the copy in secondary storage is no

longer accurate and the page must be rewritten. The

Modified bit is set by the hardware whenever a page is

written to during the time it is resident in main memory.

When the time comes to swap this page the operating sys-

tem can check this bit to see if there is a need for updating

the copy on disc. If the bit is 1 (i.e., the page has been

modified) then the page must be swapped out to sec-

ondary storage. If, however, this bit is 0, then the page has

not been modified since it was last read in and it can sim-

ply be discarded.

3.4 Memory Protection Mechanisms
with Series 32000

The page mechanism can also provide the basis for memo-

ry protection within a logical address space. Each page can

have attributes associated with it that indicate how the page

can be accessed. These attributes can allow reads only,

reads and writes, or they can prevent any access at all. En-

tries in the page and pointer tables contain protection bits

(the PL field) along with physical addresses (see Section

3.2.1). These protection bits define the attribute of that page

(e.g., read only).

The interpretation of the protection bits depends on the

operating mode of the CPU. A given setting of the PL field

will be interpreted differently when the CPU is in Supervisor

mode than when the CPU is in User mode. The bits have the

following interpretation.

PL Supervisor Mode User Mode

00 read only no access

01 read and write no access

10 read and write read only

11 read and write read and write

The operating system can treat a collection of pages

with the same attributes as a segment in the sense of

Section 1 .3.1 . For example, a constants segment might

be a set of pages containing data with the read-only at-

tribute set, so users could not modify the data. Thus,

page-based mapping provides a mechanism for imple-

menting segmentation.

Intertask protection is accomplished by giving each task its

own set of page tables. Thus each task has its own address

space, providing maximum flexibility and virtuaj memory for

each task. By changing the single register that points to the

page table, one can switch to the new task's address space.

3.5 Virtual Machines

If the virtual memory hardware allows application software

to execute in a different address space from the operating

system, then it is possible to implement virtual machines.

Software running on a virtual machine believes that it is

running on a processorwhose hardware provides the

functions that are in fact provided by the operating system.

In fact, the virtual memory hardware and I/O devices are

simulated by the operating system with the aid of the real

memory management hardware and I/O devices. Thus

software which normally must be run alone (e.g., an

operating system) can be run under the control of another

operating system. This can be very useful for debugging a

new operating system or running several Incompatible

operating systems on the same machine.

Figure 3-6 shows a simplified diagram of such a virtual ma-

chine.

Operating system A and operating system B run in differ-

ent address spaces. System A manipulates the actual

Series 32000 hardware, whereas system B manipulates

an illusory machine consisting of Series 32000 hardware

and virtual peripherals simulated by system A. The actual

mechanisms employed to create such a virtual machine

are somewhat technical and are covered in detail in the

Series 32000 Instruction Set Reference Manual. Basically,

system A constructs a simulated table onto the real page

table. Virtual I/O devices are simulated similarly.

VIRTUAL MACHINE
FORB

O
a.
co
o3
#^
O
U)
a
»
(0

Cm
roooo
>

o

(D

Figure 3-6. Virtual Machines

^ Peter J. Denning. "Working Sets Past and Present," IEEE Transactions on Software

Engineering, (SE-6, No. 1 , 1980)
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Chapter 4

Other Features of

Series 32000 Architecture

4.1 Introduction

This chapter will discuss additional architectural features

of Series 32000 that reduce the traditional gap between

the semantics of high level programming languages and

microprocessor architectures. Specifically, these are fea-

tures which support good software design and program-

ming practices. The topics covered include support for

modular software design, Input/output implementation,

extension of the instruction set by the means of slave

processors, and software debugging support.

4.2 Modular Software

Modular programming is one of the principle techniques

for the systematic design of well-structured software.

Large programs are among the most complex creations of

human Intellect. This complexity has been a major factor

contributing to software unreliability. The concept of

modularity In software design provides a means of over-

coming natural human limitations for dealing with pro-

gramming complexity by specifying the subdivision of

large and complex programming tasks into smaller and

simpler subtasks, or modules, each of which performs

some well-defined portion of the complete processing

task. Such modules may then be independently designed,

written, tested, and compiled, perhaps by different pro-

grammers working in parallel.

Programs which are written as a set of modules are more
likely to be correct. They are more easily understandable

and therefore more easily modified, maintained and docu-

mented. Also, because communication between modules

is permitted only through well-defined interfaces, the inner

workings of a module need not be known to other

modules. This protects a module's code and allows design

changes to be done locally to a module without side ef-

fects on other modules or on the use of the system.

Nearly all HLLs incorporate features to support modular

programming. For example, programs in Ada, the new De-

partment of Defense high-order language, are composed
of one or more program units—subprograms, packages or

tasks—which can be compiled separately. In Pascal,

separately compiled program modules may refer to vari-

ables, functions or procedures declared in another module
by using certain extensions to the language, e.g.. Import

and Export directives.

The ultimate extension of the concept of modularity, and
the ultimate simplicity in software design and implementa-
tion, is achieved when the modules are written to be used
in ROM form. Such software modules are simple

hardware-like components and require a minimal amount
of program design overhead.

Up to now, microprocessor architectures have provided

inadequate and cumbersome architecture support for a

modular programming methodology. The following section

will discuss the problems associated with the implementa-

tion of modularity by a microprocessor; the two subse-

quent sections will explain Series 3200O's architectural

solutions to these difficulties.

4.2.1 Overview

The major difficulty limiting the widespread use of libraries

of ROM modules has been the necessity of modifying a

module's addresses when it is linked with other separately

compiled modules and loaded into memory for execution.

Since addresses in ROM cannot be modified, it has been
difficult to devise a uniform method of employing ROM
modules in programs. Even when the module's code can

be modified, (e.g., modules on disk), this is a tedious and

often lengthy enterprise.

The problems result from the fact that when several mod-
ules are combined into a single memory Image, a

module's final position can vary widely. Consequently, all

addresses in jumps and calls or in data accesses that are

dependent on knowing the module's absolute address at

run time must be different according to where the module
is loaded. Similarly, when a module calls another module,

the address of the called module will be dependent on the

relative position of the two modules. Thus, a module's

code will not be identical for each position it occupies in

memory, and a linkage editor must be used to modify the

addresses in each module according to its assigned posi-

tion in memory.

4.2.2 Support IVIechanisms

Software modules which have been compiled and assem-
bled are known as Object Modules and are typically stored

in relocatable object code. The function of a linkage editor

is to merge the object modules into a single linear address

space which may then be loaded into memory for execu-
tion. This requires binding (converting to an absolute val-

ue) all unresolved addresses. Relocation refers to the bin-

ding of the non-sequential addresses within the module
(calls, returns, branches, and non-sequential data refer-

ences); linking is the process of binding the addresses of

subroutines or variables in other modules.

On Series 32000, no editing is required on non-sequential

addresses (jumps) within a module, since Series 32000
assembly language code is position independent (PIC).

This is achieved by the use of addressing modes which
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form an effective memory address relative to a base regis-

ter—PC, FP, SP or SB. Since the relative distance be-

tween two non-sequential addresses remains constant,

the same offset relative to the base register can be used in

all positions in memory. This means a program can be

loaded anywhere in memory and run correctly. In addition,

facilities provided by the t^MU allow a program to be

moved in memory after it has been linked and loaded. This

is especially important in time-sharing systems where pro-

grams must be swapped in and out of main memory to al-

low sharing of the processor. Also, because the base

register relative addressing mode allows 30-bit signed dis-

placements, which is 6 bits more than any logical address,

no code editing is ever necessary for branching, regard-

less of the amount of code in a module.

Position-independent code combined with the Series

32000 virtual memory mechanism allows a program to be

relocated in the virtual address space as well as the

physical address space. Machines that use paging or a

relocation register, but lack base register relative

addressing, allow programs to be moved in physical

memory but do not allow them to be moved to a different

virtual address after linking.

For references to variables and subroutines in other mod-

ules. Series 32000 provides a sophisticated linkage facility

such that no editing of a module's external addresses is

required.

To begin with, all programs for Series 32000 are organized

as modules. Each module consists of three components:

1

.

The Program Code component contains the code to be

executed by the processor and the module's constant

data (or "literals").

2. The Static Data component contains the module's glob-

al variables and data, i.e., data which may be accessed

by all procedures within the module. In a Pascal pro-

gram, for example, this component would contain the

data structures declared in the outermost block.

3. The Link Table contains two types of entries; External

Variable Descriptors and External Procedure Descrip-

tors. The External Variable Descriptor is the absolute

address of a variable located in the static data compo-

nent or program code area of another module. This val-

ue is used in the External Addressing mode, in conjunc-

tion with the current Mod Table address (see below), to

compute the effective address of the external variable.

The External Procedure Descriptor is used in the Call

External Procedure (CXP) instruction and will be dis-

cussed in Section 4.2.3 of this chapter. There is one en-

try in the Link Table for each external variable and pro-

cedure referenced by the module.

In a typical system, the linker program (in conjunction with

the loader) specifies the locations of the three components
of a module. The static data and Link Table typically reside

in RAM; the code component can be either RAM or ROM.
The three components can be mapped into noncontiguous

locations in memory, and each can be independently re-

located. Since the Link Table contains the absolute ad-

dresses of external variables, the linker need not assign

absolute memory addresses for these in the module itself;

they may be assigned at load time.

To allow the transfer of control from one module to

another. Series 32000 provides three structures: a Module
Table in memory and two dedicated registers on the CPU.

1

.

The Module Table is set up in random-access memory
starting at virtual address and contains a Module De-

scriptor for each module in the address space of the

program. A Module Descriptor has four 32-bit entries

corresponding to each component of a module: The

Static Base entry contains the base address of the be-

ginning of the module's static local data area. The Link

Base points to the beginning of the module's Link

Table. The Program Base is the address of the begin-

ning of the code and constant data for the module; since

a module may have multiple entry points, this pointer is

used with an offset from the Link Table to find them.

One entry is currently unused but has been allocated to

allow for future expansion.

2. The Mod Register on the CPU contains the address of

the Module Descriptor for the current module.

3. The Static Base Register contains a copy of the Static

Base component of the Module Descriptor of the cur-

rently executing module, i.e., it points to the beginning

of the current module's static data area.

See Figure 4-1 for a description of a module's environ-

ment.

With Series 32000, modules need not be linked together

prior to loading. As modules are loaded, a linking loader

simply updates the Module Table and fills the linkage table

entries with the appropriate values. No modification of a

module's code is required. Thus, modules may be stored

in read-only memory and may be added to a system inde-

pendently of each other, without regard to their individual

addressing. Also, since the pointers in the Module Table

reach any point within the address space, modules can be

located anywhere in memory.

STATIC BASE
REG|~^ STATIC DATA

MOD REG HOD TABLE

PROG. COUNTER

a

RESERVED

LINK TABLE

EXT. VAR.

DESCRIPTION

GLOBAL DATA

PROGRAM CODE

O3
O
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2_
(DW
roooo
>
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o

Figure 4-1 . Module Run-Time Environment
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4.2.3 Programming with Modules

The Call External Procedure (CXP) instruction is used to

execute a procedure residing in another module. Recall

that the Link Table contains two types of entries for each

module in the program's address space: External Variable

Descriptors and External Procedure Descriptors. The lat-

ter entries each consist of two 1 6-bit fields. The MODULE
field contains the address of the referenced procedure's

Module Table entry. The OFFSET field is an unsigned

number giving the position of the entry point relative to the

new module's Program Base pointer (in called module's

Mod Table). This allows a called procedure to be found

automatically, without requiring the calling routine to sup-

ply any addressing information.

Figure 4-2 depicts the execution of the CXP instruction

where Module #2 calls Module #3.

PROG CODE
#2

PC *2 ^ Y
r ^

—

J^ CXP "disp.«-|
—

MOD REG #2 MOD TABLE #2

SB

PB

©
LINK TABLE »2

MOD

f~IS-j^

3^r
MOD TABLE #3

SB #3

SB

LB

3^<±>^
STATIC DATA #3

PROG CODE #3 ^

Figure 4-2. CXP Instruction

This instruction automatically performs the following se-

quence of operations:

1 . The External Procedure Descriptor for Module #3 is

found by adding a displacement specified in the instruc-

tion to the Linl< Table address of Module #2. (In the as-

sembly language program this displacement is repre-

sented by a label name: the actual numerical value of

the displacement is assigned by the assembler).

2. The current status of Module #2 is saved by pushing the

contents of its PC and Mod registers onto the stack.

3. The Module field of the Link Table's External Procedure

Descriptor for Module #3 is moved into the MOD regis-

ter so that this register now points to the Module Table

for Module #3.

4. The Static Base value in the Module Table is placed in

the Static Base Register (this is done to speed up ac-

cesses to the module's static variables, which would

otherwise be referenced by indexing into the Module

Table).

5. The Offset field in the External Procedure Descriptor is

added to the contents of the Mod Table's Program Base

and this value is placed in the PC. The CPU is now in

the environment of Module #3.

The Call External Procedure With Descriptor (CXPD) in-

struction allows an External Procedure Descriptor to be

passed as a parameter to a called module. The External

Procedure Descriptor from the calling module's Link Table

is pushed onto the stack, and the called module may then

use this value to call the procedure.

The Enter and Exit instructions minimize the overhead in

procedure calls by automatically managing the resources

that must be allocated at the beginning of a procedure and

reclaimed at the end.

The Enter instruction saves the Frame Pointer (FP) of the

calling module on the stack and loads the Stack Pointer

value into the Frame Pointer register so that they now
point to the same location, i.e., the saved Frame Pointer

value on the stack. Space on the stack is allocated for the

procedure's local variables, and a specified number of

registers required for use by the procedure are pushed on

the stack. See Figure 4-3 for an example of one procedure

calling another.

Series 32000's use of the Frame Pointer allows the proce-

dure to allocate local variables on the stack and address

them as fixed offsets from the FP. Also, once the local

storage is allocated, the stack can still be used for tempo-

rary storage without affecting the addressing of the locals.

The programmer need not keep track of the changing off-

set between the SP and local storage, which is especially

advantageous for nested procedure calls and recursive

functions.

The Exit instruction automatically restores the registers

saved by the Enter instruction, loads the value of the

Frame Pointer into the Stack Pointer thus deallocating the

procedure variables, and restores the previous Frame

Pointer.

The Return from External Procedure (RXP) instruction re-

stores the Static Base, the Mod Register and the PC of the

calling procedure. In addition, this instruction can be used

to remove the parameters which were passed to the called

procedure.
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Figure 4-3. Stack Flow/ for Procedure Calls

Data accesses by modules are provided in the following

manner:

1

.

Parameters and local variables on the stack may be

stored and accessed with the Memory Space address-

ing mode or the Memory Relative addressing mode us-

ing the Frame Pointer register. Parameters are ad-

dressed with positive offsets from the Frame Pointer;

local variables are addressed with negative offsets from

the Frame Pointer.

2. A module's static data is accessed by using the Memory

Space addressing mode with the Static Base register.

Since displacement fields relative to SB register can be

1 , 2 or 4 bytes, no limit is imposed on the amount of stat-

ic data a module may have. Note that on other micropro-

cessors, which handle static data in the same way as

any other external references, no protection is provided

for accesses by other modules. Series 32000 provides

this protection at the hardware level. The Mod Table al-

lows each module to have its own static data area so

that a procedure being executed by a module will not

modify that module's data. In applications requiring two

or more tasks to be executing the same code concur-

rently, this protection is essential to insure re-entrancy.

3. For operands that are external to the currently execut-

ing module, the External addressing mode is used. This

addressing mode specifies two displacements. The first

is added to the Link Base entry in the Mod Table to

obtain the External Variable Descriptor entry in the Link

Table. The second displacement is added to the Ex-

ternal Variable Descriptor to compute the effective ad-

dress of the operand. Since both displacements may be

as large as the logical address space, there is no limit to

the size of the Link Table or to the size of the external

variable (which might be a structure rather than a single

data element).

Indexing by the contents of any one of the CPU's eight

general purpose registers is an option on all addressing

modes which generate an effective address to memory, so

that a static or external variable can also be an array. For

example, to access an array that has been passed by

reference, the starting address of the array may be found

by using the Memory Space Mode relative to the FP; this

value can then be loaded into a general purpose register

and used with the Scaled Index mode.

4.3 input/Output

The input/output structure defined by a computer's archi-

tecture provides the interface between the central proces-

sor and the outside world, as well as between the proces-

sor and its secondary storage devices, external support

circuits and slave processors.

The first two sections will discuss one aspect of Series

320OO's architectural support for I/O operations, specif-

ically, its sophisticated and efficient exception handling

mechanism.
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4.3.1 Overview

Program exceptions are conditions which alter the normal

sequence of instruction execution, causing the processor

to suspend the current process and call the operating sys-

tem for service. An exception resulting from the activity of

a source external to the processor is known as an

interrupt; an exception which is initiated by some action or

condition in the program itself is called a trap. Thus, an

interrupt need have no relationship to the executing pro-

gram, while a trap is caused by the executing program and

will recur each time the program is executed. Series

32000 recognizes twelve exceptions; nine traps and three

interrupts.

The exception handling technique employed by an inter-

rupt-driven processor determines how fast the processor

can perform input/output transfers, the speed with which

transfers between tasks and processes can be achieved,

and the software overhead required for txjth. Therefore, it

determines to a large extent the efficiency of a processor's

multiprogramming and multitasking (including real-time)

capabilities.

Exception handling on Series 32000 makes use of the

hardware structures provided for external procedure calls

(see Section 4.2.2) and, in addition, establishes a Dispatch

Table in memory whose base address is contained in the

CPU Interrupt Base register. This table contains an Ex-

ternal Procedure Descriptor for each interrupt service

procedure required. See Figure 4-4.

multiplied by 4, added to the contents of the Interrupt Base

register, and this value is used as an index into the Dis-

patch Table to obtain the External Procedure Descriptor of

the service routine to call.

When an exception occurs, the CPU automatically pre-

serves the complete machine state of the program imme-

diately prior to the occurrence of the exception. Depen-

ding on the kind of exception, it will restore and/or adjust

the contents of the Program Counter, the Processor Sta-

tus register, and the current Stack Pointer. A copy of the

PSR is made and pushed onto the Interrupt Stack. The

PSR is set to reflect Supervisor Mode and the selection of

the service routine's Interrupt Stack. The Interrupt excep-

tion number is then used to obtain the address of the Ex-

ternal Procedure Descriptor from the Dispatch Table, and

an External Procedure Call is made. As with any such call,

the Mod register and the Program Counter are pushed

onto the Interrupt Stack. See Figure 4-5.

To return control to the interrupted program, one of two in-

structions is used. The Return From Trap instruction

(RETT) is used for all traps and nonmaskable interrupts. It

restores the PSR, the Mod register, and the PC and SB
registers to their previous contents and, since traps are of-

ten used deliberately as a call mechanism for Supervisor

Mode procedures, it discards a specified number of pa-

rameters from the User's stack. See Figure 4-6.

INT BASE

NMI

ABT

ILL

SVC

DVZ

FLG

BPT

TRC

UNO

11-15iRESER»EDj

VECTORED

INTEfl-

RUPTS '

NON-VECTORED INTERRUPT

NON-MASKABLE INTERRUPT

ABORT

FPU TRAP

ILLEGAL OPERATION TRAP

SUPERVISOR CALL TRAP

DIVIDE BY ZERO TRAP

FLAG TRAP

BREAKPOINT TRAP

TRACE TRAP

UNDEFINED INSTRUCTION TRAP

Figure 4-4. Dispatch Table

For purposes of addressing the Dispatch Table, each of

the twelve exceptions has been assigned a number. This

exception number (or Interrupt vector) is used to compute
the starting address of the service procedure for the par-

ticular exception required, i.e., the exception number is

[
INT BASE REG

DISPATCH TABLE

EXCEPTION

«0

MOD REG

DESCRIPTOR

I
NEW SB REG. ^—1 A^

HOD TABLE

PC

1=13

SB

PB

PROGRAIVI CODE

SPo

[ZI3

EXCEPTION

HANDLING

ROUTINE

INTERRUPT STACK
ON ENTRY INTO

EXCEPTION

HANDLING

ROUTINE

RETURN

ADDRESS

PSR MOD

Figure 4-5. Non-Vectored Interrupts and Traps
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Figure 4-6. Return from Trap Instruction

For maskable interrupts, ttie Return from Interrupt (RETI)

instruction is used. It is basically the same as the Return

From Trap instruction except that any Interrupt Control

Units (see Section 4.3.3 below) are informed that interrupt

service has completed. Also, since Interrupts are generally

asynchronous external events, this Instruction does not

pop any parameters.

Series 32000 Implements a five level priority system for

scheduling exceptions which occur In the same

instruction. They are ordered as foiiows:

1

.

Traps other than trace (highest priority)

2. Abort trap

3. Non-masl<able interrupt

4. Maskable interrupts

5. Trace trap (lowest priority)

Maskable interrupts may individually be assigned sepa-

rate relative priorities (see below). Exceptions with the

same priority are serviced in the order received.

This, then, is the basic plan for exception handling on

Series 32000. The specifics of interrupt and traps are dis-

cussed in the following two sections of this chapter.

4.3.2 interrupts

Series 32000 provides three types of interrupts: Nonmask-

able, Vectored, and Non-vectored.

Non-maskable interrupts cannot be disabled and occur

when catastrophic events (such as imminent power

failure) require Immediate handling in order to preserve

system integrity. A non-maskable interrupt also occurs

when a breakpoint condition Is met. (See Chapter 4, Sec-

tion 4.5.2).

The Non-vectored interrupt mode may be used by smaller

systems in which an interrupt priority system is not re-

quired. In this case, no index into the Dispatch Table is

needed, and the CPU simply uses a default vector of zero.

For Vectored interrupts, prioritization of interrupt requests

is provided by the NS32202 Interrupt Control Unit. The ba-

sic idea in a priority interrupt mechanism Is that each de-

vice along with its interrupt handier is assigned a rank in-

Hinatinn itc nrirtfitu An tnie^m int )nanri\cr ran thpn ho intor.u.v»,..>g ..w f^..w. .., — »r.. ..».....«. „» — . .,», .. ..v.

rupted only by devices with a higher priority.

Each Interrupt Control Unit can prioritize up to sixteen inter-

rupt requests, eight of which can be from external peripher-

al devices. The ICU provides a vector used as an Index into

the Dispatch Table to obtain the address of the service rou-

tine required. In a system with only one ICU, the vectors pro-

vided must be in the range of through 1 27.

To further expand the interrupt handling capability of a

system, a single NS32202, acting as the Master ICU, can

be cascaded with up to sixteen additional NS32202s,

providing up to 256 levels of hardware or software inter-

rupt. To support the cascaded configuration, a Cascade

Table is established in memory, in a negative direction

from the Dispatch Table. The entries in the table are the

32-bit addresses pointing to the Vector Registers in each

ICU. To address the Cascade Table, the ICU provides a

negative vector number. The fact that it is a negative num-

ber indicates to the CPU that the interrupt vector Is from a

cascaded ICU. See Figure 4-7 for a detailed explanation of

cascaded interrupts.

The Interrupt Control Unit can function in either a fixed

priority or an auto-rotate mode. In auto-rotate mode, the

interrupt source, after being serviced. Is rotated automat-

ically to the lowest priority position.

Ail interrupts except the non-maskable interrupt may be

disabled by the program with the Bit Clear in PSR instruc-

tion; each of the ICU's 1 6 interrupt sources can be indi-

vidually masked by setting a bit in that device's Mask

Register.

Interrupt handling on Series 32000 provides a number of

features which contribute to efficiency and programming

flexibility. For example, rather than saving all registers

when an interrupt occurs. Series 32000 automatically

saves only the Program Counter, the Program Status

Register and the Mod Register; the other registers are un-

der program control. They may be saved and restored by

specifying the required ones in a single instruction, allow-

ing for extreme flexibility in adjusting interrupt response

speed. Fast context switching for interrupts is facilitated

by the treatment of ail memory locations as though they

are internal general purpose registers by virtue of memory

to memory operations. This allows a temporary variable to

be left in memory during a context switch. Also, the use of

an Interrupt Stack allows context switching In a multipro-

gramming or multitasking environment to be done without

having to disable interrupts.
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Figure 4-7. Cascaded Vectored Interrupts

4.3.3 Traps

Series 32000 recognizes nine traps. Three of the traps are

implemented by explicit instructions: the Flag Trap (FLAG)

allows overflow checl<ing in any arithmetic operation and

is enabled by setting the F bit in the PSR; the Supervisor

Call Trap (SVC) is used to transfer to system mode soft-

ware in a controlled way, typically to access facilities pro-

vided by the operating system. The Breakpoint Trap (BPT)

instruction is used for program debugging and is dis-

cussed in this chapter, Section 4.5.2.

The Abort Trap (ABT) occurs when an attempt is made to

access a protected page in memory or when page swap-

ping is required in the MMU. If the page fault occurs in a

string instruction, the processor state is set to reflect the

progress made by the instruction up to the time of the trap;

all other instructions are re-executed from the beginning.

The Illegal Trap (ILL) results when a privileged instruction

occurs while the processor is in the User mode. Traps are

also provided for undefined opcodes (UNO), for attempted

division by zero (DVZ), and for the occurrence of an

exceptional condition in an FPU or Custom Slave

instruction (FPU). The Trace Trap is enabled by setting the

T bit in the PSR and is used for program debugging (see

Section 4.5.2).

All traps except the Trace trap occur as an integral part of

the execution of an instruction, and are serviced before

interrupts. The return address pushed by any trap except

the Trace trap is the address of the first byte of the instruc-

tion during which the trap occurred; the return address of

a Trace trap is the address of the next instruction to be
traced. (See Section 4.5.3).

4.3.4 Memory-Mapped I/O

The architecture of Series 32000 implements a memory-

mapped //O system, in which peripheral devices are treat-

ed as a specified section of memory. The basic motivation

of a memory-mapped system Is to allow the use of the full

range of the microprocessor's instructions and addressing

modes for I/O operations.

Each device interface is organized as a set of registers (or

ports) that responds to read and write commands to loca-

tions in the normal address space of the microprocessor.

For example, a memory store becomes an I/O write if a pe-

ripheral device is addressed; a load from memory be-

comes an I/O read. A compare with memory is a very

powerful instruction that can take a group of input sou reed

data and successively compare their magnitude with a val-

ue in a register. Also, data in an external device register

can be tested or modified directly, without bringing it into

memory or disturbing the general registers.

H/lemory-mapped I/O allows I/O operations to be performed

directly in a high level language, i.e., an I/O device may be

declared as a data structure and then manipulated with the

use of pointers. In an isolated I/O system, assembly lan-

guage subroutines for I/O must be written and then called

by the HLL. Memory-mapped I/O also insures that the I/O

space is protected by the same memory management facili-

ties that are used to protect critical areas of memory.

4.4 Slave Processors

A slave processor is an auxiliary processing unit that oper-

ates in coordination with Series 32000 CPUs, allowing ar-

chitectural capabilities which, in view of the limitations in
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contemporary integration technology, could not otherwise

be provided. Communication between the master CPU
and the slave processors takes place by means of a very

fast, well defined, and self-contained protocol which is

transparent to the programmer.

Series 32000 includes two slave processors; the NS32081
Floating Point Unit (FPU) and the NS32082 Memory
Management Unit(MMU). In addition, the CPUs provide

the capability of communicatinQ with a user-defined,

generalized "Custom" Slave Processor.

4.4.1 Overview

Series 32000 CPUs recognize three groups of instructions

as being executable by external Slave Processors: 1)

Memory Management Instructions, 2) Floating Point In-

structions, and 3) Custom Instructions.

Slave Processor Instructions have a three-byte Basic In-

struction field, consisting of an ID byte followed by an

Operation Word. The ID Byte identifies the Instruction, as

being a Slave Processor instruction, specifies which Slave

Processor will execute it, and determines the format of the

following Operation Word of the instruction. The Operation

Word specifies the size and number of operands, the ad-

dressing modes used to access them, and the type of

operation to be performed.

In all slave operations, the CPU fetches the instruction,

performs any address calculation that may be needed,

and then routes the instruction with the appropriate data to

the slave processor for execution. The actual data ma-

nipulation is handled by the Slave Processor. If the neces-

sary slave processor chip is not in the system, the CPU
generates a software trap, allowing the instruction to be

emulated with software routines.

Though the slave processor is external to the host CPU, all

of the CPU's registers and facilities (such as effective ad-

dress calculation, memory bus interface, etc.) can be con-

sidered an integral part of the system.

A four-bit CFG register, located in the control section of all

Series 32000 CPUs, indicates to the CPU the presence of

Slave Processors in the system configuration (see Figure

2-4). The F, M, and C bits indicate the availability of the

FPU, the MMU and a Custom Slave Processor, The I bit in-

dicates the presence of the NS32202 Interrupt Control

Unit (see Section 4.3.2). These four bits must be set by the

user during system initialization with the Set Configuration

Instruction (SETCFG).

There are no restrictions on the number of slaves that can

be used in the system, so long as only one slave of each

kind is on the bus. Thus, four or five slave processors,

each with a different instruction set, could work alongside

the CPU on the same bus.

The slave processor concept has two main advantages for

software development. First, the slave processors are so

designed that when integration technology advances to

the point where slave processor hardware can be in-

corporated within the CPU chip, no software modifications

will be required—the same programs will simply execute

much faster. Secondly, the programmer has the option of

building an entry-level system without slaves by using soft-

ware emulators. Later, higher performance systems can
be built by simply adding the slave chips and removing the

emulators.

4.4.2 MMU
The MMU provides dynamic address translation, virtual

memory management, memory protection, and both hard-

wars and software uBbuQQing support.

The MMU address translation and virtual memory mecha-
nisms are described in Chapter 3; Section 4.5 of this chap-

ter covers the debugging facilities of the MMU. In addition,

six instructions are provided for manipulating the MMU's
status. The Read Address Validate (RDVAL) instruction

and the Write Address Validate (WRVAL) instruction pro-

vide read and write address translation validation for the

user mode. The Load MMU Register (LMR) instruction al-

lows the programmer to store data into any of the MMU
registers. The Store MMU Register (SMR) instruction

allows any register to be read.

The MOVSU and MOVUS instructions permit the

operating system to transfer data to and from user space.

Without these instructions, the operating system would

have no way of accessing data in the user's address

space. Many microprocessors that distinguish supervisor

mode from user mode lack this instruction, and the design

of operating systems for these machines is adversely

affected.

4.4.3 FPU

The FPU extends the Series 32000 instruction set with

very high-speed floating-point operations for both single-

and double-precision operands, as well as 8, 16 and 32-bit

fixed-point calculations.

The FPU contains eight 32-bit data registers and a 32-bit

Floating Point Status Register (FSR) which contains mode
control information, the floating point error bits and trap

enables. The data registers contain 32-bit single precision

operands; for 64-bit double precision operands, two regis-

ters are concatenated.

Unlike other microprocessors which support floating point

operations, the architecture of Series 32000 makes avail-

able to the FPU all Series 32000 addressing modes. For

example, the Scaled Index mode permits an array of float-

ing point data elements to be addressed by its logical in-

dex, rather than its physical address. Also, any instruc-

tions can be register-to-register, register-to-memory, or

memory-to-memory.

The FPU executes 1 8 instructions which supplement the

integral arithmetic instructions and provide conversion

from one precision type to another. Three separate

processors in the chip manipulate the mantissa, sign, and

exponent, respectively, under the control of microcode

stored on the chip. See Chapter 2, Section 2.3.2 for more

about FPU operators.

Traps are provided for overflow, underflow, divide by zero,

reserved operand, invalid operations, illegal instructions

and inexact results. All traps can be individually enabled

or disabled by the programmer.
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4.4.4 Custom Slaves

The user-defined Custom Slave instruction set can be

used to control any generic external chip. This chip is as-

sumed to need some opcodes for arithmetic-like calcula-

tions, some opcodes for data moves, and some opcodes

for examining and modifying status registers. The instruc-

tion set defines the instruction formats, the operand class-

es and the communication protocol. Left to the user are

the interpretations of the Op Code fields, the programming

model of the Custom Slave, and the actual types of data

transferred. The protocol specifies only the size of an

operand, not its data type.

4.5 Debugging Facilities

Debugging is one of the most difficult stages in program

development. Though structured design techniques and

modular programming have helped to reduce program de-

bugging time, 20% of software development effort

remains committed to this enterprise. Clearly, any debug-

ging assistance provided by the hardware is of particular

value. The support provided by Series 32000 is unique for

microprocessors.

4.5.1 Overiew

Hardware support is provided for two operations that are

crucial to program debugging; (low tracing and break-

pointing. The implementation of these operations uses two

sets of registers on the MMU—the Breakpoint and Flow

Tracing registers—and the Breakpoint Trap instruction.

4.5.2 Breakpoint Trap and MMU Brealtpoint

Registers

Setting breakpoints is a technique for halting a program's

execution at a particular instruction or data access for pur-

poses of examining the program's state and thereby

determining the cause of improper program behavior.

With Series 32000, breakpoints may be set either when a

specified address is accessed or after a specified number

of such accesses have been made. Also, more than one

breakpoint address may be simultaneously selected, al-

lowing a halt to be implemented after either fork of a condi-

tional branch. These facilities are provided by the Break-

point Trap instruction (BPT) and three dedicated registers

located on the MMU.

The Breakpoint Trap instruction is a one byte instruction

which replaces the first byte of the opcode of the instruc-

tion that is to be breakpointed. To allow breakpoints to be

set in PROM, as well as RAM, two Breakpoint registers,

BPRq and BPRi are provided. These registers hold the

doubleword addresses of two selected breakpoints which

are compared with the contents of the address bus for ev-

ery memory cycle. When a breakpoint address appears in

the program, and when other conditions specified by the

contents of the register are met, a non-maskable interrupt

occurs.

Because these registers are located in the MMU, they may

be selected to look at either the virtual addresses from the

CPU or the physical addresses from the MMU. In addition,

the Breakpoint registers may be designated to operate

when the indicated address is either written to or read

from, or when there is an instruction fetch.

A third register on the MMU, the Breakpoint Count

register, specifies the number of matches of the BPRq

register breakpoint condition to pass over before a break-

point occurs. This is useful for selecting a particular itera-

tion in a loop instruction. See Figure 4-8 for a schematic

representation of the operation of the three Breakpoint

registers. In this example, the program contains a loop

which will be executed 1 00 times. For purposes of debug-

ging, the breakpoint is set to occur on the last time through

the loop. This is done by setting BPRq to the address of

the particular instruction, and setting the BC register to 99,

this being one less than the number of times the loop will

be executed in the program.

EXAMPLE PROGRAM

LJ
N = 100

'

N= N-1BPRo *

BPRi
i

BC = 99

.^<^N>M

YES

Figure 4-8. Breakpointing

In most other microprocessors, breakpointing is provided

by a trap or breakpoint instruction which single steps the

CPU. This can result in myriad problems for a virtual

memory system. First and foremost is the fact that all ad-

dresses emanating from the CPU are virtual addresses. It

is often necessary when debugging supervisor-mode soft-

ware to be able to set breakpoints as absolute addresses;

i.e., as addresses in physical memory. This is not possible

with CPU-based debugging techniques, since the CPU
has no concept of the distinction between the two types of

addresses. Also, the setting of breakpoints with special in-

structions that overlay existing code can cause much addi-

tional overhead for the memory manager. For these and

other reasons, the designers of Series 32000 have chosen

to implement debug support on the MMU.
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4.5.3 MMU Flow Tracing Registers

Flow tracing provides a chronicle of the actions and re-

sults of individual steps in a program during Its execution.

It allows the program's recent history to be examined at

specified instructions or breakpoints in order to determine

the reason for any undesired program behavior.

Series 32000 supports program flow tracing with four ded-

icated registers in the MMU and the Trace trap bit in the

CPU's PSR. if flow tracing is activated (by means of a bit

in the MSR), two 32-bit Program Flow registers (PFq and

PFf ) will always hold the addresses of the last two instruc-

tions which were executed out of sequence. The two 1 6-bit

Sequential Count registers (SCq and SCi) will keep a

record of the number of sequential instruction fetches be-

tween each change in program flow. All four of these regis-

ters may be cleared by the Load Memory Register (LMR)

instruction. Figure 4-9 shows an example of the use of the

Flow Tracing registers to determine which of two paths

through a program were taken prior to the execution of the

instruction pointed to by Breakpoint Register 0.

The user can select an instruction or series of instructions

to trace by means of the Trace trap, which is enabled by

setting a bit in the PSR. When the Trace trap is enabled at

the beginning of an instruction, a trace trap will occur at

the end of that instruction, and user software may then be

employed to investigate the contents of the CPU registers.

The trap will occur after each instruction, so long as the bit

is set.

This trap is implemented in such a way that one and only

one trace trap has the lowest priority of any exception, any

other trap or interrupt request which occurs during a

traced instruction is allowed to complete its entire service

procedure before the Trace trap occurs. Also, unlike other

traps, where the address of the first byte of the instruction

during which the trap occurred is pushed onto the stack,

the Trace trap insures that the return address to be

pushed is that of the next instruction to be traced.
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Figure 4-9. Flow Tracing
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Chapter 1

An overview of the

past, present, and future.

Microprocessors were originally designed as general-

purpose, software-programmable devices that would pro-

vide an alternative to prohibitively expensive special-pur-

pose chips. The limitations of early technology, while equal

to the modest performance requirements of original appli-

cations, generally limited the size of memory to 16K bytes.

1.1 Microprocessor memory architecture was
primitive at first. The address on the micro-

processor's address bus went directly to

main memory'—an address was an address.

Even today, most microprocessor systems based on this

architecture are either limited to 64K bytes of total memory,

or stuck with a small number of 64K byte segments (typi-

cally, fewer than 128).

In a segmented address space, the address space neces-

sarily consists of a small number of distinct uniform ad-

dress spaces. Since an address pointer can only be incre-

mented from the top of one segment to the bottom of

another segment, all data structures larger than the maxi-

mum segment size must be broken down to fit into two or

more segments. Consequently, a program that needs

100,000 bytes of data in main memory requires the user to

split the total data into two segments, neither of which can

be larger than 65,536 bytes. And, to allow the system to ac-

cess the data, the user must create complex instructions

that enable the system to figure out where in the two seg-

ments the data it needs actually resides, and how to effi-

ciently access that data when it overlaps both segments.

Altogether, the complications inherent in segmentation

(usually requiring hard-to-manage overlays) present pitfalls

to the user. The development of the 8086 from the 8080,

though a heroic attempt to expand address space while

preserving some measure of software compatibility,

resulted in the most striking example of the problems

of segmented architecture.

1 .2 Programs share many traits in common with

human t>eings. For one thing, they follow

Parlcinson's Lem.

Just as work expands to fill the time available in which to do
it, programs tend to expand, over their lifetime, to fill the

memory available to them. The memory requirements of

typical applications today commonly strain the capacity of

minis and even mainframes. Programs such as high-level

language compilers, or the recently enhanced version of

VisiCalc "
, need over 250K bytes of main memory alone;

graphics programs can require over a million bytes of sec-

ondary storage.^

With the advent of extremely fast VLSI (very-large-scale-

integration) technology, it is now possible to close the

performance and capacity gap between a mainframe and

a microprocessor-based system. But for a small micro-

processor-based system to expand to the full capability

of a mini or a mainframe, its architecture must optimize

performance without compromising user protection. It must

accommodate the largest applications, yet remain cost-

effective. Also, to put off obsolescence and minimize

development costs, it must be able to utilize the enormous

software inventory available on minis and mainframes.

1 .3 Increasingly, systems designers and pro-

grammers are coming to the conclusion that

Series 32000 will be the foundation for the

next generation of high-performance, low-

cost computers.

Why? Because, among its virtues, Series 32000 features a

totally new, totally practical microprocessor architec-

ture—not simply an enhancement of an existing one.

Unlike any other commercial processor (micro, mini, or

mainframe) it is designed to fully support the use of high-

level languages and modular-software programming.

It introduces a powerful, highly symmetrical, instruction set

that includes over 100 genuine two-operand instruction

types, but avoids special-case instructions that compilers

cannot use.

It is the first commercial microprocessor capable of imple-

menting Demand Paged Virtual Memory as a means of

solving large-memory-management problems. Its architec-

ture also supports uniform addressing—addresses start at

location zero and proceed uniformly until the entire virtual

address space^ is filled. As a consequence, the memory
configuration of a Series 32000-based system is com-
pletely flexible. A designer can maximize the use of the

system's main and virtual memory resources, and achieve

a heretofore-unrealizable level of performance at a min-

imal cost (Figure 1).

' Also called semiconductor, o< real memory.

^ Also called peripheral, or mass storage.

^ Also called the logical address space.
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Chapter 2

With virtual memory, a system

appears to have more memory
than it actually does.

^

Although memory hardware is becoming less expensive,

few systems can afford to have megabytes of main

memory. A megabyte of secondary disk storage is likely to

remain considerably less expensive than a megabyte of

RAM for some time. To circumvent this practical limitation

on the size of main memory, Series 32000's sophisticated

architecture was deliberately designed to support the

implementation of virtual memory. This memory strategy

uses a secondary storage device, such as the usually

standard hard disk, as an adjunct to the main memory

under the control of an operating system.

2.1 In a virtual-memory system, every address

used by the CPU is called a virtual address

and each virtual address is subject to

dynamic address translation'—a mapping
function that translates a virtual address in

virtual memory into a physical address in

main memory.

All virtual addresses are translated into physical addresses

by a common formula, and are all given access protection.

If a datum is not in main memory when an instruction calls

for it, the address translation subsystem must so inform the

CPU by requesting an instruction abort. The CPU then

aborts the current instruction, and transfers control to an

operating system routine that interprets the cause of the

abort. If the abort was caused by a reference to a location

available only in secondary storage, the CPU first transfers

the contents of the page containing the location from sec-

ondary storage to main memory, and then retries the

aborted instruction. This translation process is called

swapping.

If this process can be done automatically, then as far as the

user is concerned the combination of main memory and

secondary storage becomes one immense, contiguous

memory resource. Consequently, the user is able to take

full advantage of extremely large operating-system soft-

ware and applications programs without worrying about the

actual hardware limitations of the system.

2.2 From the standpoint of system designs and
manufacturing, the price/performance trade-

offs that virtual memory eiffords are particu-

larly important, and readily apparent.

For example, a small business system may need several

million bytes of memory in order to run word processing,

financial planning, and data-base management programs

efficiently Yet a manufacturer may wish to ship only 1

Mbyte of main memory in order to keep the price of the

system competitive. Since this hypothetical system proba-

bly includes a hard disk as standard equipment, imple-

menting virtual memory is a viable technique for

expanding the address space. The result is that the user

sees a system which performs like one with, say 5 Mbytes

of main memory, yet pays for only 1 Mbyte.

It must be emphasized that for a memory management

strategy to truly implement virtual memory, the user must

be presented with the illusion that all of the addressable

memory is available for use at any given time. To the extent

that the user is aware of the memory-management strat-

egy, the benefit of "virtual-ness" disappears.

2.3 The first wave of 16-bit microprocessors were
not designed with virtual memory in mind.

As a result, designers must overcome a great many obsta-

cles, to adapt earlier designs for use in virtual memory

systems.

Early 68000-based virtual memory-management systems,

for example, required two 68000s. One executed the pro-

grams, but any time it needed to access a new virtual ad-

dress, the other had to stop the first and repair the "page

fault".

The designers of the 68010, which attempts to support vir-

tual memory with a single CPU, were forced to interrupt the

internal microcode machine between two microcycles of

the executing instruction, and to save 26 words of "invisi-

ble" internal state on the external stack before freeing the

CPU to perform the memory-management tasks.

Series 32000 eliminates the need for any such "kludges."

^ Also called memory mapping, or address relocation.
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The two predominant approaches
to virtual memory-management:
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Virtual memory works because programs, instead of ad-

dressing locations in memory at random, tend to stay local-

ized for long periods. If a system fias enough main memory
to hold these "locales," a program will run smoothly. . .for a

while.

Eventually, though, a program will call for data not present

in main memory. The CPU must then obtain that data by

swapping one of the current physical-memory regions of

data with the desired externally stored region. This swap-
ping task must be accomplished as quickly as possible

—

preferably "on demand"—to carry out a program instruc-

tion. However, the swapped region should contain as little

unusable data as possible.

3.1 In a uniform memory space, the size of the

swap is based on a fixed-sized unit called a

page, which can be any size the system
designer specifies. In a segmented memory
system, the size of the swap is determined
by the size of the segment, which varies.

Segmentation is a comparatively simple form of memory
management. Most segmented systems have few seg-

ments. Each segment must therefore cover a large portion

of the virtual address space. As large segments get

swapped in and out of main memory, the available memory
space tends to become "fragmented" into many small

pieces, until not enough contiguous main memory is avail-

able to contain one large segment. To avoid this problem,

and eliminate the wasteful allocation of large portions of

main memory to unused virtual addresses, segments are

generally allowed to be of variable size.

Specific segments of virtual address space are generally

associated with specific aspects of a running task. In an

80286, the four segments are "hard-wired" to be a code
segment, a stack segment, a data segment, and an alter-

nate data segment. This approach allows swapping and
access protection in minimal hardware, but creates havoc
in a virtual memory-management system because the seg-

ments coincide with the pages.

Because of the variable size of segments and their associ-

ation with a running task, the implementation of segmented
virtual-memory management systems is difficult. No matter

how much, or how little, of each segment is needed, all of it

must be swapped; a part of a segment cannot be swapped
independently (Figure 2).

3.2 In a Demand Paged Virtual Memory system,
on the other hand, there Is no need for the
virtual memory-management strategy to deal

with large, odd-sized bloclcs of main
memory, or to take into account any
information about how any memory will be
used by the running task.

Series 32000 does provide the protection advantages of

segmentation, without the segment-size disadvantages,

by permitting "segments" to be constructed out of an arbi-

trary number of fixed-size pages that can be indepen-

dently swapped. But Series 32000 does not require

segmentation as a built-in feature of its architecture.

The formidable advantage of demand paging over seg-

mentation, in general, is the simplicity with which pages

can be swapped in and out of main memory. The result is a
particularly low-overhead memory allocation algorithm

that improves system performance (Figure 3).
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Chapter 4 OT
In Series 32000, dynamic address translation^'^

is performed automatically by the NS32082
Memory Management Unit (MMU).

The NS32082 MMU is an auxiliary (slave) processing unit

that operates in coordination with the master Series 32000

CPUs. Communication between the two units takes place

by means of a very fast, well-defined, self-contained proto-

col that is transparent to the user.* Together, the CPU and

MMU allow architectural capabilities that otherwise, be-

cause of the limitations of contemporary integration tech-

nology, would be impossible on a single chip (Figure 4).

The MMU provides a Series 32000-based system with

dynamic address translation^, memory management,
memory protection, and both hardware and software

debugging support.

4.1 Series 32000 has a virtual address space of 16
Mbytes divided into 32,768 pages, each with
a fixed size of 512 bytes. The physical
address space is the same size, and is also
divided into similarly-sized pages.

This scheme is an ideal one for managing a virtual-memory

system because the fixed-sized pages are easy to swap
via disk; page numbers can map directly to disk sectors,

and paging is transparent to the user-program. Studies

have also shown that pages of approximately this size ex-

hibit a good tradeoff between "locality" and "graininess."

4.2 In dynamic address translation, the MMU
keeps tracl< of each virtual address
requested by the CPU and its corresponding
value in main memory at all times.

To do this, it uses two levels of page tables containing

pointers that indicate where to go in main memory.

Among its set of registers, the MMU contains two Page Ta-

ble Base registers: PTBo in System mode, and PTB, in

User mode. (A system program can force the MMU to use
PTBo in both modes, if desired.) Either register's contents

points to a location In main memory that holds a page table.

(It is the job of the operating system to load the PTB regis-

ters and build the corresponding table.)

The total size of the page table that each PTB register

points to is 1 ,024 bytes, divided into 256 entries, each 32
bits VKide. Each one of the 256 entries in each page table

points to a pointer table.

^ Because the operation of ttte NS32062 t^MU is controHed by tfiese in-line

instructions, integrating ttie MMU's memory management capat)ilities with
any future CPU in Series 32000 will email only a few, localized software
modificatkjns.

^See section 2.1.

Each pointer table is divided into 128 entries, each 32 bits

wide: thus, each pointer table fits on a 512-byte page. Each
of the 128 entries in a pointer table points to a 512-byle

page in virtual memory.

4.3 Surprisingly, the page and pointer tables do
not require large amounts of memory. Practi-

cally speaking, each program or task can
have its own page table.

An entire 16-Mbyte virtual memory map will use only one
1024-byte page table (resident in main memory) to point to

256 pointer tables, of 512 bytes each, tor a maximum of

132,096 bytes devoted to mapping. (The pointer tables

need not be in main memory—they can be brought in from

secondary storage on demand.)

Changing the page table is simply a matter of changing the

MMU register that points to the location in memory that

holds the current page table. Therefore, each program or

task can have its own map from virtual memory to main

memory, and its own virtual address space of 16 Mbytes
(Figure 5).

4.4 Each entry in a page table, or one of the
pointer tables, has the same basic format.

Bits 9 through 23 specify the starting physical address of

the specified page. Bits zero through four contain the fol-

lowing status bits:

The Valid bit (V)—indicates whether the entry may be
used for address translation.

1-2 The Protection Level field (PL)—indicates the level of

protection provided for the page.

3 The Referenced bit (R)—indicates whether the page
has been accessed. (It is automatically set when the

corresponding page has been accessed for reading

or writing.)

4 The Modified bit (M)—indicates whether the page has
been modified during Its residence in main memory.
(It is automatically set when the corresponding page
is written to.)

4.5 To implement dynamic address translation,
the page selector field of an address is used
to index the page and pointer tables.

The 24 bits of a virtual address may be thought of as
consisting of two fields: the page selector field (the high-

order fifteen bits), and the offset field (the lower nine bits).
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The fifteen-bit page selector field is again divided into

subfields: tfie upper eight bits, which index an entry in the

page table, and the lower seven bits, which index an entry

in the appropriate pointer table.

The lower nine bits of the virtual address become the lower

nine bits of the physical address, and index the location of

a byte within a page.

The result? The 24-bit virtual address becomes a 24-bit

physical address, which is the address actually used to

refer to memory.

4.6 Because the mapping tables are too large to

store In the MMU, they must be stored in main

memory. Reading a table entry from memory
would normally take at least two memory ac-

cesses per memory access generated by a

program—a clearly unacceptable delay.

To speed up the process of dynamic address translation,

the NS32082 MMU utilizes an associative on-chip transla-

tion cache.

The cache contains the 32 most recently accessed virtual

addresses and their translated physical addresses

(Figure 6).

VIRTUAL ADDRESS PHYSICAL ADDRESS PflOTECTION

BITS

Figures: Associate cache

When the CPU passes a virtual address to the MMU, the

MMU first attempts to match the virtual address with an

entry in the cache. If the address requested by the CPU
matches one of the 32 cache entries, the MMU will then

check the protection level and, if access is permitted, im-

mediately make the physical address available for memory
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reference. This virtual-to-physical address translation can

occur in just one clock cycle (100 nanoseconds with a 10-

IMHz microprocessor clock).

If, however, the requested address is not present in the

cache, the MMU must fetch both page and pointer table

entries from memory before address translation can be
performed—a process that may take an average of twenty

clock cycles (2 microseconds with a lO-IVIHz microproces-
sor clock) (Figure 7).
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4.7 The NS32082 MMU's net performance de-

pends directly on the frequency with which

the cache contains the necessary table

entries: observations show that In typical

programs the cache contains the entries

over 98 percent of the time

Therefore, the operation of the MMU is transparent to the

user-program.

When the MMU's cache is full, room must be made for a

newly translated page address. To do this efficiently,

however, requires an algorithm that decides which is the

best page address to remove, in the sense that its

absence will have the smallest adverse effect on the

running program. The NS32082 MMU uses what is called

the Least Recently Used (LRU) algorithm: it evicts the

least recently accessed page address In the cache on the

basis of that page having a high a priori probability of not

being in the running program's working set.

The MMU's ability to achieve a 98 percent "hit rate" (com-

parable to that of the VAX-11 '" ) is directly related to its use

of this very fast algorithm.

4.8 The powerful Referenced bit (R), in

conjunction with the Modified bit (M) in the

table entries, also directly influence the

MMU's net performance.

The Referenced bit is set by the hardware when the page

is referenced (read or written) by an instruction. By periodi-

cally checking and clearing this bit in all page and pointer

table entries, the operating system can monitor the fre-

quency with which pages are being used, and select pages

to be swapped out according to the LRU algorithm. If a

page about to be swapped out has not been modified since

it was read in (a likely occurrence if the page contains code

rather than data), it is unnecessary to write It back into sec-

ondary memory, since an accurate copy already exists

there. If, however, the page has been modified since being

read in, the copy in secondary storage is no longer accu-

rate and must be rewritten.

The Modified bit is set to "1
" by the hardware whenever a

page is written to while resident in main memory When the

page is to be released, the operating system can check this

bit to see if the copy on disk must be updated. If the bit is

"1 ," the page must be written to secondary storage; if it is

"0," then the page has not been modified since it was read

in, and can simply be overlaid.

4.9 Two other MMU registers facilitate the interac-

tion of the MMU, CPU, and operating system.

The Error!Invalidate Address (EIA) register provides a

"window" between the MMU cache and the CPU that al-

lows the software to remove an entry from the cache. (If it

were changed in memory alone, the MMU would continue

to use the old value stored in the cache.) The EIA register

also returns the address that caused an MMU exception,

for use in case of error or a required virtual-memory swap.

' Motorola's 68451 MMU. for example, which also has 32 on-chip traiislatiorp

registers, must interrupt the 68010 CPU if the required informationis not in one ot its

registers— a procedure that can easily take 50 to 100 times the iess-than-2(is

required by the NS32082 MI^U.

The ElA's high-order bit indicates which PTB is being used

for translation. Changing a PTB value automatically re-

moves all cache entries based on that PTB.

The Memory Status Register (MSR) holds the many indica-

tors that allow software to monitor and control the MMU's
actions. It is accessible only in the Supervisor mode.

4.10 The NS32082 MMU can abort an instruction

during execution by the CPU—to load a page
from secondary storage into main
memory—and immediately retry the

Instruction.

This feature is unique to Series 32000 and is fully imple-

mented in hardware. No complex restart routine or

externally saved internal state is required'.

After fetching and decoding an instruction, the CPU sends

the virtual address of the operand to the MMU. The Valid

bit (V) in a page or pointer table entry indicates whether or

not the corresponding page is present in main memory.

Whenever an address is generated by the CPU, and

passed to the MMU for translation into a physical address,

the MMU checks the Valid bit of the table entry specified by

the incoming virtual address. If the Valid bit is "1 ," the page

is assumed to be present in main memory, and address

translation proceeds directly.

If the Valid bit is "0,
" the page is assumed not to be in main

memory, and a page fault occurs. A page fault is a hard-

ware-generated trap that is used to tell the operating sys-

tem to read the missing page in from secondary storage.

The page fault occurs in the MMU, which generates an

ABORT signal to the CPU that immediately halts execution

of the current instruction. (A memory-access abort will also

occur if the CPU tries to access a protected section of

memory.)

One of the problems in implementing virtual memory sys-

tems is that an instruction may generate a page fault at any

time during the course of its execution. If the instruction oc-

cupies several bytes, it may overlap a page boundary, and

the act of fetching an instruction may itself cause a page

fault. The process of fetching the source or destination

operand may cause a page fault as well.

In Series 32000, when a page fault occurs, for any reason,

the MMU sends the ABORT signal to the CPU. 'i o permit

the instruction to be restarted, the CPU not only halts the

execution of the instruction, it also returns any register

that was altered by the instruction to the state it was in

before the aborted instruction began. At the same time,

the program counter is automatically saved, as are the

processor-status register and the stack pointer, among
other registers, so that, as soon as the operating system

completes the page swap, the CPU automatically retries

the aborted instruction.

4.11 The exception to this process is in the case
of string instructions, which get special

treatment during an abort.

Since it would be extremely undesirable to have a long

string instruction repeated from the beginning if an abort

occurred in the middle of the string. Series 32000 CPUs
allow an aborted string instruction to be re-executed from

the point at which the page fault occurred.
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^Chapter 5

In a Series 32000-based system,

each page can have protection attributes to limit

thp wflx/.Q in whinh thp nanp nan hp arrp.QQpH_____ ^_ .^^ 111 WVIII -^^ I % N^ M^«^-«M ^-

This provides the basis for memory protection

within the virtual address space.

The protection features actually implemented in Series

32000 architecture can be divided into three groups:

1

.

5. 7 Supervisor/User mode. The CPU has two operating

modes: Supervisor mode, in which the entire instruction

set is available, and User mode, in which only a re-

stricted subset of instructions are available. Supervisor

mode is intended for operating systems and other

trusted programs, User mode for programs that are not

trusted.

2. 5.2 Separate address spaces for each task.Each task

running on a Series 32000-based system has a unique

collection of pages that constitutes its address space:

access to another task's address space Is impossible.

3. 5.3 Protection t>its along with the physical addresses in

the page- and pointer-table entries.

To keep order in today's multi-tasking, multi-user, and multi-

processor systems, the protection bits define whether a

page can be read, but not written into; read and written

into; or, neither read nor written. How the protection bits are

interpreted depends on the operating mode of the CPU: a

given setting of the Protection Level (PL) field will be inter-

i
o

preted differently in Supervisor mode than in User mode,

as shown below.

PL SUPERVISOR MODE USER MODE

00 read only no access

01 read/write no access

10 read/write readonly

1 1 read/write read/write

As a result, the operating system can treat a collection of

pages with the same protection level as a segment. For

example, a constants segment might be a set of pages

containing data with the read-only protection level, so

users could not modify the data. In this way, page-based

dynamic address translation provides a mechanism for

implementing segmentation.

Inter-task protection is accomplished by giving each task Its

own set of page tatjies, so that each task has its own
address space, which provides flexibility and virtual

memory for each task. By changing the single register that

points to the page table, the user can switch to the new
task's address space.
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Chapter 6

At best, debugging is one of the most
difficult stages of program development.

In a virtual memory system,

it could be a nightmare.

^

The debugging facility provided by the NS32082 MMU is

unique and unsurpassed among microprocessor families.

It would prove Invaluable even If the MMU did nothing else

but provide for the two crucial, program-debugging opera-

tions: breakpointing, and flow tracing.

6.1 In most other microprocessors, breakpoint-
ing is provided by a trap, or breakpoint
instruction.

This can result In a myriad of problems for a virtual memory
system. It Is often necessary, when debugging Supervisor-

mode software, to be able to set breakpoints as absolute

addresses, i.e., as addresses in physical memory. This

is not possible with CPU-based debugging techniques,

since all addresses emanating from the CPU are virtual

addresses—the CPU has no concept of the distinction be-

tween the two types of addresses. Moreover, the setting of

breakpoints with special Instructions that overlay existing

code can cause a great deal of additional overhead for the

memory manager.

6.2 For these reasons, among others, the
designers of Series 32000 chose to imple-
ment debugging support on the MMU.

To implement breakpointing and flow tracing, the

NS32082 MMU uses two sets of registers—the Breakpoint

and Flow Tracing registers—and one instruction, the

Breakpoint Trap instruction.

6.3 Setting breakpoints is a technique for halting

a program's execution at a particular instruc-

tion or data access for the purpose of examin-
ing the program's state, and thereby deter-

mining the cause of improper program
behavior.

With Series 32000, breakpoints may be set either when a
specified address Is accessed, after a specified address

ns accessed, or after a specified number of such accesses
have been made. Also, more than one breakpoint address

may be selected simultaneously, allowing a halt to be
Implemented after either fork of a conditional branch.

These facilities are provided by the Breakpoint Trap
Instruction (BPT) and three dedicated registers located on
the MMU.

The Breakpoint Trap instruction is a one-byte Instruction

that replaces the first byte of the opcode of the Instruction

that Is to be breakpointed. To allow breakpoints to be set In

PROM, as well as RAM, two breakpoint registers, BPRq
and BPR, are provided. These registers hold the double

word addresses of two selected breakpoints, which are

compared with the contents of the address bus at every

memory cycle. When a breakpoint address appears in the

program, and when other conditions specified by the con-

tents of the register are met, a non-maskable interrupt

occurs.

Because these registers are located in the MMU, they may
be set to look at either the virtual addresses from the CPU
or the physical addresses from the MMU. They may also

be set to operate when the Indicated address is either writ-

ten to or read from, or when there is an instruction fetch.

A third register on the MMU, the Breakpoint Count register,

specifies the number of matches of the BPR^ register

breakpoint condition to be passed over before a breakpoint

occurs. This Is useful for selecting a particular interaction In

a loop instruction.

The breakpointing process occurs parallel to the execution

of the running program, and exacts a negligible perfor-

mance penalty. Consider how a programmer might want to

use software breakpointing or tracing to debug a virtual-

memory system in which the memory area where the

Breakpoint Trap instruction Is located might have been
swapped out onto disk. This task would be all but impossi-

ble without hardware support such as that provided in the

NS32082 MMU (Figure 8).

N = 1D0

NO

N = N-1flPRp •-

<

BPfl, ^BC =»

Figures: Breakpointing
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6.4 Flow tracing provides a chronicle of the

actions and results of individual steps in a

program during its execution.

It allows the program's recent history to be examined at

specified Instructions or breakpoints in order to determine

the cause of any undesired program behavior.

Series 32000 supports program flow tracing with four

dedicated registers in the MMU, and the Trace trap bit in

the CPU's PSR. If flow tracing is activated (by means of a

bit in the MSR), two Program Flow registers (PFq and PF,)

will always hold the addresses of the last two Instructions

which were executed out of sequence. The two 1 6-blt

Sequence Count registers (SCq and SCi) will keep a

record of the number of sequential instructions executed

between each change In program flow.

The MMU thus performs the following steps every time a

branch, call, return, interrupt, or other non-sequential in-

struction is executed;

—Store PFo into PF,

—Store new program-counter value into PFq

—Store SCo into SC,

—Clear SCq

6.5 The user can also select an instruction, or

series of instructions, to trace by means of

the Trace trap, which is enabled by setting a

bit in the PSR.

When the Trace trap Is enabled at the beginning of an in-

struction, a trace trap will occur at the end of that instruc-

tion, and user software may then be employed to investi-

gate the contents of the CPU registers. The trap will occur

after each instruction, so long as the bit is set.

In Series 32000, the Trace trap is implemented in such a

way that one and only one Trace trap will be taken tor each

instruction. The Trace trap always has the lowest priority

of any exception. Any other trap, or any interrupt request

that occurs during a traced Instruction, Is allowed to com-

plete Its entire service procedure before the Trace trap oc-

curs. Also, unlike other traps, where the address of the

first byte of the instruction during which the trap occurred

Is pushed on the stack, the Trace trap insures that the re-

turn address to be pushed is that of the next Instruction to

be traced (Figure 9).
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ftDDfl OF C
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Figure 9: Flow tracing
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Chapter 7

Conclusion.

The simplicity and efficiency of Demand Paged Virtual

Memory, as implemented in Series 32000, offers features
formerly available only in much larger systems—but in a
combination not available on any one system, nor any-
where near microprocessor prices (Figure 10).

SYSTEM
COST IDOK -

IDOLLAflS)

IBM «<1 ^^\
«M-n/7SC y^'^V / \

(mi«iJ \™«/ \Z/

ii-r"" "" , " s

TUEE/86e6'10

Figure 10: Comparison, Series 32000 to

minis and mainframes
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1.0 Product Introduction

The Series 32000 Microprocessor family is a new genera-

tion of devices using National's XMOS and CMOS technolo-

gies. By combining state-of-the-art MOS technology with a

very advanced architectural design philosophy, this family

brings mainframe computer processing power to VLSI proc-

essors.

The Series 32000 family supports a variety of system con-

figurations, extending from a minimum low-cost system to a

powerful 4 gigabyte system. The architecture provides com-

plete upward"compatibility from one family member to an-

other. The family consists of a selection of CPUs supported

by a set of peripherals and slave processors that provide

sophisticated internjpt and memory management facilities

as well as high-speed floating-point operations. The archi-

tectural features of the Series 32000 family are described

briefly below:

Powerful Addressing Modes. Nine addressing modes

available to all instructions are included to access data

stmctures efficiently.

Data Types. The architecture provides for numerous data

types, such as byte, word, doubleword, and BCD, which may

be arranged into a wide variety of data structures.

Symmetric Instruction Set While avoiding special case

instructions that compilers can't use, the Series 32000 fami-

ly Incorporates powerful instructions for control operations,

such as array indexing and external procedure calls, which

save considerable space and time for compiled code.

Memory-to-Memory Operations. The Series 32000 CPUs

represent two-operand machines with each operand ad-

dressable by all addressing modes. This powerful memory-

to-memory architecture permits memory locations to be

treated as registers for all useful operations. This is impor-

tant for temporary operands as well as for context switch-

Memory Management. Either the NS32382 or the

NS32082 Memory Management Unit may be added to the

system to provide advanced operating system support func-

tions, including dynamic address translation, virtual memory

management, and memory protection.

Large, Uniform Addressing. The NS32332 has 32-bit ad-

dress pointers that can address up to 4 gigabytes without

requiring any segmentation; this addressing scheme pro-

vides flexible memory management without added-on ex-

pense.

Modular Software Support. Any software package for the

Series 32000 family can be developed independent of all

other packages, without regard to individual addressing. In

addition, ROM code is totally relocatable and easy to ac-

cess, which allows a significant reduction in hardware and

software cost.

Software Processor Concept. The Series 32000 architec-

ture allows future expansions of the instruction set that can

be executed by special slave processors, acting as exten-

sions to the CPU. This concept of slave processors is

unique to the Series 32000 family. It allows software com-

patibility even for future components because the slave

hardware is transparent to the software. With future ad-

vances in semiconductor technology, the slaves can be

physically integrated on the CPU chip itself.

To summarize, the architectural features cited above pro-

vide three primary performance advantages and character-

istics:

• High-Level Language Support

• Easy Future Growth Path

• Application Flexibility

1.1 NS32332 KEY FEATURES

The NS32332 is a 32-bit CPU in the Series 32000 family. It

is totally software compatible with the NS32032, NS32016,

and NS32008 CPUs but with an enhanced internal imple-

mentation.

The NS32332 design goals were to achieve two to three

times the throughput of the NS32032 and to provide the full

32-bit addressing inherent in the architecture.

The basic approaches to higher throughput were: fewer

clock cycles per instruction, better bus use, and higher

clock frequency.

An examination of the block diagram of the NS32332 shows

it to be identical to that of the NS32032, except for en-

hanced bus interface control, a 20-byte (rather than 8-byte)

instruction prefetch queue, and special hardware in the ad-

dress unit. The new addressing hardware consists of a high-

speed ALU, a barrel shifter on one of its inputs, and an

address register. Of the throughput improvement not due to

increased clock frequency, about half is derived from the

new address unit hardware, about 30% from the bus en-

hancements, about 15% from the larger prefetch queue,

and the rest from microcode improvements.

Other important aspects of the enhanced bus interface cir-

cuitry of the NS32332 are a burst access mode, designed to

work with nibble and static column RAMs, read and write

timing designed to support caches, and support for bus er-

ror processing.

An enhanced slave processor communication protocol Is

designed to achieve improved performance with the

NS32382 MMU and NS32310 FPC, while still working di-

rectly with the existing NS32082 MMU and NS32081 FPU.

2.0 Architectural Description

2.1 PROGRAMMING MODEL

The Series 32000 architecture has 8 general purpose and 8

dedicated registers. All registers are 32 bits wide except the

STATUS and MODULE register. These two registers are

each 1 6 bits wide.

2.1.1 General Purpose Registers

There are eight registers for meeting high speed general

storage requirements, such as holding temporary variables

and addresses. The general purpose registers are free for

any use by the programmer. They are thirty-two bits in

length. If a general register is specified for an operand that

is eight or sixteen bits long, only the low part of the register

is used; the high part is not referenced or modified.

2.1.2 Dedicated Registers

The eight dedicated registers of the processor are assigned

specific functions.

PC: The PROGRAM COUNTER register is a pointer to the

first byte of the instnjction currently being executed. The PC

is used to reference memory in the program section.

SPO, SP1: The SPO register points to the lowest address of

the last item stored on the INTERRUPT STACK. This stack

is normally used only by the operating system. It is used
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2.0 Architectural Description (continued)

DEDICATED

32

GENERAL

32

PROGRAM COUNTER

STATIC BASE

FRAME POINTER

USER STACK PTR.

PC

SB

FP

5P1

INTERRUPT STACK PTR.
|
SPO I

INTBASEINTERRUPT BASE

PSR MOD

MODULE 3

RO

R1

R2

R3

R4
i 1

RS
: 1

RS
:

1

R7
:

1

FIGURE 2-1. The General and Dedicated Registers

primarily for storing temporary data, and holding return infor-

mation for operating system subroutines and inten-upt and
trap service routines. The SP1 register points to the lowest
address of the last item stored on the USER STACK. Ttils

stack is used by normal user programs to hold temporary
data and subroutine return information.

In this document, reference is made to the SP register. The
terms "SP register" or "SP" refer to either SPO or SP1,
depending on the setting of the S bit in the PSR register. If

the S bit In the PSR is the SP refers to SPO. If the S bit in

the PSR Is 1 then SP refers to SP1.

Stacks in the Series 32000 family grow downward in memo-
ry. A Push operation pre-decrements the Stack Pointer by
the operand length. A Pop operation post-increments the
Stack Pointer by the operand length.

FP: The FRAME POINTER register is used by a procedure
to access parameters and local variables on the stack. The
FP register is set up on procedure entry with the ENTER
instruction and restored on procedure termination with the
EXIT instruction.

The frame pointer holds the address in memory occupied by
the old contents of the frame pointer.

SB: The STATIC BASE register points to the global vari-

ables of a software module. This register is used to support
relocatable global variables for software modules. The SB
register holds the lowest address in memory occupied by
the global variables of a module.

iNTBASE: The INTERRUPT BASE register holds the ad-
dress of the dispatch table for interrupts and traps (Sec.
3.8). The INTBASE register holds the lowest address in

memory occupied by the dispatch table.

MOD: The MODULE register holds the address of the mod-
ule descriptor of the currently executing software module.
The MOD register is sixteen bits long, therefore the module
table must be contained within the first 64K bytes of memo-
fy-

PSR: The PROCESSOR STATUS REGISTER (PSR) holds
the status codes for the microprocessor.

The PSR is sixteen bits long, divided into two eight-bit
halves. The low order eight bits are accessible to all pro-

's 8|7

tXlXlXlXlilplslulNlzlFrxVfTTTpq
TL/E6/8673-3

FIGURE 2-2. Processor Status Register

grams, but the high order eight bits are accessible only to
programs executing in Supervisor Mode.

C: The C bit indicates that a carry or borrow occurred
after an addition or subtraction Instruction. It can be
used with the ADDG and SUBC instmctions to perform
multiple-precision integer arithmetic calculations. It may
have a setting of (no can7 or bon-ow) or 1 (carry or
bon-ow).

T: The T bit causes program tracing. If this bit is a 1 , a
TRC trap is executed after every instruction (Sec. 3.8.5).

U The L bit is altered by comparison instructions. In a
comparison instruction the L bit is set to "1"

if the sec-
ond operand is less than the first operand, when both
operands are interpreted as unsigned integers. Other-
wise, it is set to "0". In Boating Point comparisons, this

bit is always cleared.

F: The F bit is a general condition flag, which is altered
by many instmctions (e.g., integer arithmetic instructions

use it to indicate overflow).

Z: The Z bit is altered by comparison instructtons. In a
comparison instruction the Z bit is set to "1"

if the sec-
ond operand is equal to the first operand; othenwise it is

set to "0".

N: The N bit is altered by comparison instructions. In a
comparison instruction the N bit is set to "1"

if the sec-
ond operand is less than the first operand, when both
operands are interpreted as signed Integers. Othenwise,
it is set to "0".

U: If the U bit is "1" no privileged instructions may be
executed. If the U bit Is "0" then all instructions may be
executed. When U = the processor is said to be in

Supen/isor Mode; when U = 1 the processor is said to
be in User Mode. A User Mode program is restricted

from executing certain instructions and accessing cer-
tain registers which could interfere with the operating
system. For example, a User Mode program is prevent-
ed from changing the setting of the flag used to indicate

its own privilege mode. A Supervisor Mode program is

assumed to be a trusted part of the operating system,
hence it has no such restrictions.

S: The S bit specifies whether the SPO register or SP1
register is used as the stack pointer. The bit is automati-
cally cleared on intermpts and traps. It may have a set-

ting of (use the SPO register) or 1 (use the SP1 regis-
ter).

2-8



2.0 Architectual Description (continued)

P: The P bit prevents a TRC trap from occurring more

than once for an instruction (Sec. 3.8.5.). It may have a

setting of (no trace pending) or 1 (trace pending).

I: If I
= 1 , then all Interrupts will be accepted (Sec. 3.8.).

If I
= 0, only the NMI inten-upt is accepted. Trap en-

ables are not affected by this bit

2.1.3 The Configuration Register (CFG)*

Within the Control section of the CPU Is the CFG Register,

which declares the presence and type of external devices. It

is referenced by only one instruction, SETCFG, which is in-

tended to be executed only as part of system initialization

after reset. The format of the CFG Register is shown in

Figure 2-3.

•The NS32332 CPU has four new bits in the CFG Register, namely P, FC,

7

P FC FM FF C M F 1

FIGURE 2-3. CFG Register

The CFG I bit declares the presence of external intemjpt

vectoring circuitry (specifically, the Interrupt Control Unit). If

the CFG I bit is set, interrupts requested through the INT pin

are "Vectored." If it is clear, these inten-upts are "Non-Vec-

tored." See Sec. 3.8.

The F, M and C bits declare the presence of the FPU, IWIVIU

and Custom Slave Processors. If these bits are not set, the

corresponding instructions are trapped as being undefined.

The FF, FM, FC bits define the Slave Communication Proto-

col to be used in FPU, MMU and Custom Slave instructions

(Sec. 3.4.9). If these bits are not set, the corresponding in-

structions will use the 16-bit protocol (32032 compatible). If

these bits are set, the corresponding instructions will use

the new (fast) 32-bit protocol.

The P bit improves the efficiency of the Write Validation

Buffer in the CPU. It is set if the Virtual Memory has page

size(s) larger than or equal to 4 Kbytes. It is reset othenwise.

In Systems where the MMU is not present, the P bit is not

used.

2.1.4 Memory Organization

The main memory is a uniform linear address space. Memo-
ry locations Eire numbered sequentially starting at zero and

ending at 232 . -i . xhe number specifying a memory location

is called an address. The contents of each memory location

is a byte consisting of eight bits. Unless othenvise noted,

diagrams in this document show data stored in memory with

the lowest address on the right and the highest address on

the left. Also, when data is shown vertically, the lowest ad-

dress Is at the top of a diagram and the highest address at

the bottom of the diagram. When bits are numbered in a

diagram, the least significant bit is given the number zero,

and is shown at the right of the diagram. Bits are numbered

in increasing significance and toward the left.

Byte at Address A

Two contiguous bytes are called a word. Except where not-

ed (Sec. 2.2.1), the least significant byte of a word is stored

at the lower address, and the most significant byte of the

word is stored at the next higher address. In memory, the

address of a word is the address of its least significant byte,

and a word may start at any address.

15 MSB's 8 7 LSB's

A-1-1 A
Word at Address A

Two contiguous words are called a double word. Except

where noted (Sec. 2.2.1), the least significant word of a dou-

ble word is stored at the lowest address and the most signif-

icant word of the double word is stored at the address two

greater. In memory, the address of a double word is the

address of its least significant byte, and a double word may
start at any address.

31 MSB's 24 23 16 15 8 7 LSB's

A+3 A+2 A+1 A
Double Word at Address A

Although memory is addressed as bytes, it is actually orga-

nized as double-words. Note that access time to a word or a

double-word depends upon its address, e.g. double-words

that are aligned to start at addresses that are mulfiples of

four will be accessed more quickly than those not so

aligned. This also applies to words that cross a double-word

boundary.

2.1.5 Dedicated Tables

Two of the dedicated registers (MOD and INTBASE) serve

as pointers to dedicated tables In memory.

The INTBASE register points to the Interrupt Dispatch and

Cascade tables.

The MOD register contains a pointer into the Module Table,

whose entries are called Module Descriptors. A Module De-

scriptor contains four pointers. The MOD register contains

the address of the Module Descriptor for the currently run-

ning module. It is automatically up-dated by the Call Exter-

nal Procedure Instructions (CXP and CXPD).

UNK TABLE AOOflESS

PROGRAM BASE

TL/EE/8673-4

FIGURE 2-4. Module Descriptor Format

The format of a Module Descriptor is shown In Figure 2-4.

The Static Base entry contains the address of static data

assigned to the running module. It is loaded into the CPU
Static Base register by the CXP and CXPD instructions. The

Program Base entry contains the address of the first byte of

instruction code in the module. Since a module may have

multiple entry points, the Program Base pointer serves only

as a reference to find them.
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2.0 Architectual Description (continued)

The Link Table Address points to the Link Table for the

currently running module. The Link Table provides the infor-

mation needed for:

1) Sharing variables between modules. Such variables are

accessed through the Link Table via the External ad-

dressing mode.

2) Transferring control from one module to another. This is

done via the Call External Procedure (CXP) instruction.

The format of a Link Table is given in Figure 2-5. A Link

Table Entry for an external variable contains the 32-bit ad-

dress of that variable. An entry for an external procedure

contains two 16-bit fields: Module and Offset. The Module

field contains the new MOD register contents for the mod-

ule being entered. The Offset field is an unsigned number

giving the position of the entry point relative to the new
module's Program Base pointer.

For further details of the functions of these tables, see the

Series 32000 Instruction Set Reference Manual.

(VARIABLE)

(VARIABLE)

(PROCEDURE)

TL/EE/8673-5

FIGURE 2-5. A Sample Link Table

2.2 INSTRUCTION SET

2.2.1 General Instruction Format

Hgure 2-6 shows the general format of a Series 32000 in-

struction. The Basic Instruction is one to three bytes long

and contains the Opcode and up to two 5-bit General Ad-

dressing Mode ("Gen") fields. Following the Basic Instruc-

fion field is a set of optional extensions, which may appear

depending on the instruction and the addressing modes se-

lected.

Index Bytes appear when either or both Gen fields specify

Scaled Index. In this case, the Gen field specifies only the

Scale Factor (1, 2, 4 or 8), and the Index Byte specifies

which General Purpose Register to use as the index, and

which addressing mode calculation to perform before index-

ing. See Figure 2-7.

Following Index Bytes come any displacements (addressing

constants) or immediate values associated with the select-

7 3 2

GEN. ADDR. MODE REQ. NO.

ENTRY [31 -1

ABSOLUTE ADDRESS

1 ABSOLUTE ADDRESS

2 OFFSET MODULE

^L _L

TL/EE/8673-7

FIGURE 2-7. Index Byte Format

ed address modes. Each Disp/Imm field may contain one or

two displacements, or one immediate value. The size of a

Displacement field is encoded with the top bits of that field,

as shown in Figure 2-8, with the remaining bits interpreted

as a signed (two's complement) value. The size of an imme-

diate value is determined from the Opcode field. Both Dis-

placement and Immediate fields are stored most significant

byte first. Note that this is different from the memory repre-

sentation of data (Sec. 2.1.4).

Some instructions require additional, "implied" immediates

and/or displacements, apart from those associated with ad-

dressing modes. Any such extensions appear at the end of

the instruction, in the order that they appear within the list of

operands in the instruction definition (Sec. 2.2.3).

2.2.2 Addressing Modes

The CPU generally accesses an operand by calculating its

Effective Address based on information available when the

operand is to be accessed. The method to be used in per-

forming this calculation is specified by the programmer as

an "addressing mode."

Addressing modes are designed to optimally support high-

level language accesses to variables, in nearly all cases, a

variable access requires only one addressing mode, within

the instruction that acts upon that variable. Extraneous data

movement is therefore minimized.

Addressing M(xles fall into nine basic types:

Register The operand is available in one of the eight Gen-

eral Purpose Registers. In certain Slave Processor instruc-

tions, an auxiliary set of eight registers may be referenced

instead.

Register Relative: A General Purpose Register contains an

address to which is added a displacement value from the

instruction, yielding the Effective Address of the operand in

memory.

Memory Space. Identical to Register Relative above, ex-

cept that the register used is one of the deciicated registers

PC, SP, SB or FP. These registers point to data areas gen-

erally needed by high-level languages.

OPTIONAL
EXTENSIONS

^\r

BASIC
INSTRUCTION

A.

IMPLIED
IMMEDIATE
OPERAN0(S)

DISP2 DISPl DISP2 DISPl

INDEX
BYTE

GEN
ADOn
MODE
A

OPCODEDISP DISP
INDEX
BYTE

GEN
ADDR
MODE
B

IMM IMM

V

K )

)

V

J
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2.0 Architectual Description (continued)

BYTE DISPLACEMENT: RANGE -64 TO +63

SIGNEO DISPLACEMENT

WORD DISPLACEMENT: RANGE -8192 TO +8191

7

.^-^

DOUBLE WORD DISPLACEMENT:
RANGE -(2M-22'»)tO +(229-1)*

1 1

I

^*5>

TL/EE/8673-8

FIGURE 2-8. Displacement Encodings

'Note: Ttie pattern "11100000" for the most significant byte of the dis-

placement is reserved by National for future enhancements.

Therefore, It should never be used by the user program. This

causes the lower limit of the displacement range to be
-(229-224) Instead of -229.

Memory Relative: A pointer variable is found within the

memory space pointed to by the SP, SB or FP register. A
displacement is added to that pointer to generate the Effec-

tive Address of the operand.

Immediate: The operand is encoded within the instruction.

This addressing mode is not allowed if the operand is to be

written.

Absolute: The address of the operand is specified by a
displacement field in the instruction.

External: A pointer value is read from a specified entry of

the current Unit Table. To this pointer value is added a dis-

placement, yielding the Effective Address of the operand.

Top of Stack: The currently-selected Stack Pointer (SPO or

SP1) specifies the location of the operand. The operand is

pushed or popped, depending on whether it is written or

read.

Scaled Index: Although encoded as an addressing mode.
Scaled Indexing Is an option on any addressing mode ex-

cept Immediate or another Scaled Index. It has the effect of

calculating an Effective Address, then multiplying any Gen-
eral i-urpcse naQister uy 1, 2, 4 or 3 and adding it into the

total, yielding the final Effective Address of the operand.

Table 2-1 is a brief summary of the addressing modes. For a
complete description of their actions, see the Instruction Set

Reference Manual.

2.2.3 Instruction Set Summary

Table 2-2 presents a brief description of the Series 32000
instruction set. The Format column refers to the Instruction

Format tables (Appendix A). The Instruction column gives

the instruction as coded in assembly language, and the De-

scription column provides a short description of the function

provided by that instnjction. Further details of the exact op-
erations performed by each instruction may be found in the

Instruction Set Reference Manual.

Notations:

i = Integer length suffix: B = Byte

W = Word

D = Double Word

f = Floating Point length suffix: F = Standard Floating

L = Long Floating

gen = General operand. Any addressing mode can be

specified.

short = A 4-bit value encoded within the Basic Instruction

(see Appendix A for encodings).

imm = Implied immediate operand. An 8-blt value append-

ed after any addressing extensions,

disp = Displacement (addressing constant): 8, 16 or 32
bits. All three lengths legal,

reg = Any General Purpose Register: R0-R7.

areg = Any Dedicated/Address Register: SP, SB, FP,

MOD, INTBASE, PSR, US (bottom 8 PSR bits),

mreg = Any Memory Management Status/Control Regis-

ter.

creg = A Custom Slave Processor Register (Implementa-

tion Dependent).

cond = Any conditkin code, encoded as a 4-bit field within

the Basic Instruction (see Appendix A for encodings).
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2.0 Architectual Description (continued)

TABLE 2-1

tliZ NS32332 Addressing Modes

CM

CM ENCODING MODE ASSEMBLER SYNTAX EFFECTIVE ADDRESS

53 Register

S 00000 Register RO or FO None: Operand Is in the specified

CO 00001 Register 1 R1 or F1 register

5 00010 Register 2 R2orF2
o 00011 Register 3 R3 or F3

CM 00100 Register 4 R4 or F4

53 00101 Registers R5 or F5
CM
CO 00110 Register 6 R6orF6
COz 00111

Register Reiative

Register 7 R7orF7

010OO Register relative dlsp(RO) Disp + Register.

01001 Register 1 relative dlsp(RI)

01010 Register 2 relative disp(R2)

01011 Register 3 relative dlsp(R3)

01100 Register 4 relative disp(R4)

01101 Register 5 relative disp(R5)

01110 Register 6 relative dlsp(R6)

01111 Register 7 relative disp(R7)

Memory Relative

10000 Frame memory relative dlsp2(dlsp1(FP)) Disp2 + Pointer; Pointer found at

10001 Stack memory relative dlsp2(dlsp1(SP)) address Displ + Register. "SP"

10010 Static memory relative dl5p2(dlsp1(SB)) Is either SPO or SP1 , as selected

in PSR.

Reserved

10011 (Reserved for Future Use)

Immediate

10100 Immediate value None: Operand is Input from

instruction queue.

Absolute

10101 Absolute @dlsp Disp.

External

10110 External EXT(displ) + disp2 Disp2 + Pointer; Pointer is found

at Unk Table Entry number Displ

.

Top Of Stack

10111 Top of stack TOS Top of current stack, using either

Memory Space

11000 Frame memory disp(FP)

11001 Stack memory disp(SP)

11010 Static memory disp(SB)

11011 Program memory * + disp

Scaled Index

11100 Index, bytes mode[Rn:B]

11101 Index, words mode[Rn:W]

11110 Index, double words mode[Rn:D]

11111 Index, quad words mode[Rn:Q]

User or Inten-upt Stack Pointer,

as selected in PSR. Automatic

Push/Pop Included.

Disp + Register; "SP" Is either

SPO or SP1 , as selected In PSR.

EA (mode) + Rn.

EA(mode) + 2X Rn.

EA(mode) + 4X Rn.

EA (mode) + 8 x Rn.

'Mode' and 'n' are contained

within the Index Byte.

EA (mode) denotes the effective

address generated using mode.
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2.0 Architectural Description (continued)

MOVES

Format Operation Operands

4 MOVi gen.gen

2 MOVQi short.gen

7 MOVMi gen,gen,dJsp

7 MOVZBW gen.gen

7 MOVZiD gen.gen

7 MOVXBW gen.gen

7 MOVXiD gen.gen

4 ADDR gen.gen

INTEGER ARITHMETIC

Format Operation Operands

4 ADDI gen.gen

2 ADDQI short.gen

4 ADDQ gen.gen

4 SUB! gen.gen

4 SUBCi gen.gen

6 NEGI gen.gen

6 ASS! gen.gen

7 MUU gen.gen

7 QUOi gen.gen

7 REMi gen.gen

, 7 DIVi gen.gen

7 MODi gen.gen

7 MEIi gen.gen

7 DEIi gen.gen

PACKED DECIMAL (BCD) ARITHMETIC

Forniat Operation Operands

6 ADDPi gen.gen

6 SUBPi gen.gen

IKTEGER COMPARISON

Format Operation Operands

4 CMPi gen.gen

2 CMPQi short,gen

7 CMPMi gen.gen.disp

LOGICAL AND BOOLEAN

Format Operation Operands

4 ANDi gen.gen

4 ORi gen.gen

4 BICi gen.gen

4 XORi gen.gen

6 COMi gen.gen

6 NOTi gen.gen

2 Scondi gen

TABLE 2-2

Series 32000 Instruction Set Summary

Description

Move a value.

Extend and move a signed 4-blt constant.

Move Multiple: disp bytes (1 to 16).

Move with zero extension.

Move with zero extension.

Move with sign extension.

Move with sign extension.

Move Effective Address.

Description

Add.

Add signed 4-bit constant.

Add with carry.

Subtract.

Subtract with carry (bon-ow).

Negate (2's complement).

Take absolute value.

Multiply

Divide, rounding toward zero.

Remainder from QUO.

Divide, rounding down.

Remainder from DIV (Modulus).

Multiply to Extended Integer.

Divide Extended Integer.

Description

Add Packed.

Subtract Packed.

Description

Compare.

Compare to signed 4-blt constant.

Compare Multiple: disp bytes (1 to 16).

Description

Logical AND.

Logical OR.

Clear selected bits.

Logical Exclusive OR.

Complement all bits.

Boolean complement: LSB only.

Save condition code (cond) as a Boolean variable of size I.

CO
b>
lOWWM

z
(AW
lOWw

w
roww

en
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2.0 Architectural Description (continued)

SHIFTS

Format Operation Operands

6 LSHi gen.gen

6 ASHi gen.gen

6 ROTI gen.gen

BITS

Format Operation Operands

4 TBITI gen.gen

6 SBITI gen.gen

6 SSITIi gen.gen

6 CBITi gen.gen

6 CBlTIi gen.gen

6 IBITi gen.gen

8 FFSi gen.gen

BIT FIELDS

Bit fields are values in memory that are not aligned to byte boundaries. Examples are PACKED anays and records

used in Pascal. "Extract" instructions read and align a bit field. "Insert" instnictions write a bit field from an aligned

source.

Description

Logical Shift, left or right.

Arithmetic Shift, left or right.

Rotate, left or right.

Description

Test bit

Test and set bit.

Test and set bit. interlocl<ed

Test and clear bit.

Test and clear bit. interloci^ed.

Test and invert bit.

Find first set bit

Format Operation Operands Description

8

8

7

7

8

EXTi

INSi

EXTSi

INSSi

CVTP

reg.gen.gen.disp

reg.gen.gen.disp

gen.gen.imm.imm

gen.gen.imm.imm

reg.gen.gen

Extract bit field (array oriented).

Insert bit field (array oriented).

Extract bit field (short form).

Insert bit field (short form).

Convert to Bit Field Pointer.

ARRAYS

Format Operation 0|>erands Description

8

8

CHECKi

INDEXi

reg.gen.gen

reg.gen.gen

Index bounds check.

Recursive indexing step for multiple-dimensional anays

STRINGS

String instructions assign specific functions to the Gen-
eral Purpose Registers:

R4 - Comparison Value

R3 - Translation Table Pointer

R2 - String 2 Pointer

R1 - String 1 Pointer

RO - Limit Count

Options on all string instructions are:

8 (Baclward): Decrement string pointers after each step

rather than inaementing.

U (Until match): End instruction if String 1 entry matches

R4.

W (While match): End instruction if String 1 entry does not

match R4.

All string instructions end when RO decrements to zero.

Format

5

Operation

MOVSi

MOVST

Operands

options

options

Descriptions

Move Sbing 1 to String 2.

Move string, translating bytes.

5 CMPSi

CMPST
options

options

Compare String 1 to String 2.

Compare translating, Stiing 1 bytes.

5 SKPSi

SKPST
options

options

Skip over String 1 entries

Skip, translating bytes for Until/While
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2.0 Architectural Description (continued)

JUMPS AND LINKAGE

Format Operation Operands Description

3 JUMP gen Jump.

BR disp Branch (PC Relative).

Bcond disp Conditional brancii.

3 CASEi gen Multiway branch.

2 ACBi short,gen,dlsp Add 4-bit constant and branch if non-zero.

3 JSR gen Jump to subroutine.

BSR disp Branch to subroutine.

CXP disp Call external procedure.

CXPD gen Call external procedure using descriptor.

SVC Supervisor Call.

FLAG Flag Trap.

BPT Breakpoint Trap.

ENTER [reg list],disp Save registers and allocate stack frame (Enter Procedure).

EXIT [reg list] Restore registers and reclaim stack frame (Exit Procedure).

RET disp Return from subroutine.

RXP disp Return from external procedure call.

RETT disp Return from trap. (Privileged)

RET! Return from intermpt. (Privileged)

CPU REGISTER MANIPUUTION
Format Operation Operands Description

1 SAVE [reg list] Save General Purpose Registers.

1 RESTORE [reg list] Restore General Purpose Registers.

2 LPRI areg.gen Load Dedteated Register. (Privileged if PSR or INTBASE)

2 SPRi areg.gen Store Dedicated Register. (Privileged if PSR or INTBASE)

3 ADJSPi gen Adjust Stack Pointer.

3 BISPSRi gen Set selected bits in PSR. (Privileged if not Byte length)

3 BICPSRi gen Clear selected bits in PSR. (Privileged if not Byte length)

5 SETCFG [option list] Set Configuration Register. (Privileged)

FLOATING POINT

Format Operation Operands Description

11 MOVf gen.gen Move a Floating Point value.

9 MOVLF gen.gen Move and shorten a Long value to Standarel.

9 MOVFL gen.gen Move and lengthen a Standard value to Long.

9 MOVif gen,gen Convert any integer to Standard or Long Floating.

9 ROUNDfl gen.gen Convert to integer by rounding.

9 TRUNCfi gen.gen Convert to integer by tnjncating, toward zero.

9 FLOORfi gen.gen Convert to largest integer less than or equal to value.

11 ADDf gen.gen Add.

11 SUBf gen.gen Subtract

11 MULf gen.gen Multiply.

11 DIVf gen.gen Divide.

11 CMPf gen.gen Compare.

11 NEGf gen.gen Negate.

11 ABSf gen.gen Take absolute value.

12 REMf gen,gen Remainder.

12 SQRTf gen,gen Square Root.

12 POLYf gen,gen Polynomial Step.

12 DOTf gen,gen Dot Product.

12 SCALBf gen.gen Binary Scale.

12 LOGBf gen.gen Binary Log.

12 ATAN2f gen,gen Arctangent.

12 SICOSf gen,gen Sine and Cosine.

9 LFSR gen Load FSR.

9 SFSR gen Store FSR.

COu
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2.0 Architectural Description (continued)

MEMORY MANAGEMENT
Format Operation Description

14 LMR mreg.gen Load Memory Management Register. (Privileged)

14 SMR mreg.gen Store Memory Management Register. (Privileged)

14 RDVAL gen Validate address for reading. (Privileged)

14 WRVAL gen Validate address for writing. (Privileged)

8 MOVSUi gen.gen Move a value from Supervisor

Space to User Space. (Privileged)

8 MOVUSi gen.gen Move a value from User Space

to Supen/isor Space. (Privileged)

MISCELLANEOUS

Format Operation Operands bescription

1 NOP No Operation.

1 WAIT Wait for interrupt.

1 DIA Diagnose. Single-byte "Branch to Self" for hardware

breakpointing. Not for use in programming.

CUSTOM SLAVE

Format Operation Operands Description

15.5 CCALOc gen.gen Custom Calculate.

15.5 CCALIc gen.gen

15.5 CCAL2C gen.gen

15.5 CCAL3C gen.gen

15.7 CCAL4C gen.gen

15.7 CCAL5C gen.gen

15.7 CCAL6C gefi.gen

15.7 CCAL7C gen.gen

15.7 CCAL8C gen.gen

15.7 CCAL9C gen.gen

15.5 CMOVOc gen.gen Custom Move.

1S.5 CMOVIc gen.gen

15.5 CM0V2C gen,gen

15.5 CM0V3C gen.gen

15.7 CM0V4C gen.gen

15.7 CMOVSc gen.gen

15.7 CMOVBc gen.gen

15.7 CM0V7C gen.gen

15.5 CCMPc gen.gen Custom Compare.

15.5 CCMPIc gen.gen

15.1 CCVOcI gen.gen Custom Convert.

15.1 CCVIcl gen.gen

15.1 CCV2ci gen.gen

15.1 CCV3ic gen.gen

15.1 CCV4DQ gen.gen

15.1 CCV5QD gen.gen

15.1 LCSR gen Load Custom Status Register.

15.1 SCSR gen Store Custom Status Register.

15.0 CATSTO gen Custom Address/Test. (Privileged)

15.0 CATST1 gen (Privileged)

15.0 LCR creg.gen Load Custom Register. (Privileged)

15.0 SCR creg,gen Store Custom Register. (Privileged)
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3.0 Functional Description
The following is a functional description of the NS32332
CPU.

3.1 POWER AND GROUNDING
The NS32332 requires a single 5-volt power supply, applied

on 7 pins. The Logic Voltage pins (VccLI and Vccl-2) sup-

ply the power to the on-chip logic. The Buffer Voltage pins

(VccBi to VccBs) supply the power to the output drivers of

the chip. The Logic Voltage pins and the Buffer Voltage pins

should be connected together by a power (Vcc) plane on
the printed circuit board.

The NS32332 grounding connections are made on 8 pins.

The Logic Ground pins (GNDL1 and GN0L2) are the ground
pins for the on-chip logic. The Buffer Ground pins (GNDB1
to GNDB6) are the ground pins for the output drivers of the

chip. The Logic Ground pins and the Buffer Ground pins

should be connected together by a ground plane on the

printed circuit board.

In addition to Vqc and Ground, the NS32332 CPU uses an
internally-generated negative voltage. It is necessary to filter

this voltage externally by attaching a pair of capacitors {Fig-

ure 3. 1) from the BBG pin to Ground.

TL/EE/8673-11

FIGURE 3-1. Recommended Supply Connections

3.2 CLOCKING

The NS32332 Inputs clocking signals from the Timing Con-
trol Unit (TCU), which presents two non-overlapping phases
of a single clock frequency. These phases are called PHI1

(pin 22) and PHI2 (pin 23). Their relationship to each other is

shown in Figure 3-2.

Each rising edge of PHI1 defines a transition in the timing

state ("T-State") ol the CPU. One T-State represents the

execution of one microinstruction within the CPU, and/or
one step of an external bus transfer. See Sec. 4 for com-
plete specifications of PHI1 and PHI2.

:;iK H
;

nuT
NOWOVERLAPPING

TL/EE/B873-9

FIGURE 3-2. Clock Timing Relationships

As the TCU presents signals with very fast transitions, it Is

recommended that the conductors carrying PHI1 and PHI2
be kept as short as possible, and that they not be connect-

ed anywhere except from the TCU to the CPU and, if pres-

ent, the MMU. A TTL Qock signal (CTTL) is provided by the

TCU for all other clocking.

3.3 RESETTING

The RST/ABT pin serves both as a Reset for on-chip logic

and as the Abort input for Memory-Managed systems. For

its use as the Abort Command, see Sec. 3.5.2.

The DT/SDONE pin is sampled on the rising edge of the

reset signal to select the data timing during write cycles. If

DT/SDONE is sampled high, AD0-AD31 are floated during

state T2 and the data is output during state T3. This mode
must be selected if an MMU is used (Section 3.5). If

DT/SDONE is sampled low, the data is output during state

T2. See Figure 3-7.

The CPU may be reset at any time by pulling the RST/ABT
pin low for at least 64 clock cycles. Upon detecting a reset,

the CPU terminates instnjction processing, resets its inter-

nal logic, and clears the Program Counter (PC) and Proces-

sor Status Register (PSR) to all zeroes.

On application of power, RST/ABT must be held low for at

least 50 fisec after Vqc is stable. This is to ensure that all

COw
W
ro

u
w
I

w
WM

vcc

7'

kSxiubx

-ff-

v\s\J\J^_
B 64 CLOCK
CYCLES

-fj-

-ESOMSac -

TL/EE/8673-10

FIGURE 3-3. Power-on Reset Requirements
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3.0 Functional Description (continued)

on-chip voltages are completely stable before operation.

Whenever a Reset is applied, it must also remain active for

not less than 64 clock cycles. The rising edge must occur

while PHI1 is high. See Figures 3-3 and 3-4.

The Timing Control Unit (TCU) provides circuitry to meet the

Reset requirements of the NS32332 CPU. Figure 3-5a

shows the recommended connections for a non-Memory-

Managed system. Figure 3-5b shows the connections for a

Memory-Managed system.

vcc

Q

1 ..... R
RiSET^, f>>J

1"

, 1 X-LRESET>_ ^^
EXTERNAL RESET

(OPTIONAL)
1

RST/iff

TCU

-B64CLOCK-
CYCLES

TUEE/8673-12

FIGURE 3-4. General Reset Timing

RSn RSTO

I J

RESET SWITCH
(OPTIONAL)

RST/ABT

SYSTEM RESET

TL/EE/a873-13

FIGURE 3-5a. Recommended Reset Connections, Non-Memory-Managed System

EXTERNAL RESET
(OPTIONAL)

I I

RESET SWITCH
(OPTIONAL)

TL/EE/8673-14

FIGURE 3-Sb. Recommended Reset Connections, Memory-Managed System

3.4 BUS CYCLES

The NS32332 CPU will perform Bus cycles for one of the

following reasons:

1)To write or read data to or from memory or peripheral

interface device. Peripheral input and output are memory

mapped in the Series 32000 family.

2) To fetch instructions into the 20-byte instruction queue.

This happens whenever the bus would otherwise be idle

and the queue is not already full.

3) To acknowledge an intemjpt and allow external circuitry

to provide a vector number, or to acknowledge comple-

tion of an intenrupt service routine.

4) To transfer information to or from a Slave Processor.

In terms of bus timing, cases 1 through 3 above are identi-

cal. For timing specifications, see Sec. 4. The only external

difference between them is the 4-bit code placed on the Bus

Status pins (ST0-ST3). Slave Processor cycles differ in that

separate control signals are applied (Sec. 3.4.6).

For case 1 (only Read) and case 2, 3, the NS32332 sup-

ports Burst cycles which are suitable for memories that can

handle "nibble mode" accesses. (Sec. 3.4.2).

The sequence of events in a non-Slave, non-Burst Bus cy-

cle is shown in Figure 3-6 for a Read cycle, and Figure 3-7

for a Write cycle. The cases shown assume that the select-

ed memory or interface device is capable of communicating

with the CPU at full speed. If it is not, then cycle extension

may be requested through the RDY line (Sec. 3.4.1).

A full speed Bus cycle is performed in four cycles of the

PHI1 clock, labeled T1 through T4. Clock cycles not associ-

ated with a Bus cycle are designated Ti (for idle).
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3.0 Functional Description (continued)

A0a-A031

ADS

ST0-ST3

SOIN

BE0-li3

BW0-BW1

:)c

NS32332 CPU BUS SIGNALS

T2 T3

X
ADDRESS \
VALID /

\J
STATUS VALID

i

(

T4 T1 OR Ti

/ DATA \

VALID

Y7

n_

[NEXTADDR

K NEXT STATUS

X

f NEXT

w.

ii
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z
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FIGURE 3-6. Read Cycle Timing
TL/EE/8S73-15
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3.0 Functional Description (continued)

PHI1

PHI 2

T4 0RTi

NS32332 CPU E

T1 T!

lUSSIGNALS

T3

J L

T4 TlORTi

-

A00-AD31 V ADDRESS

A ""-"^lX--\
DATA OUT Ynext AODR

STS \J \ /

A^ \/ \/

ST0-ST3

X
STATl S VALID X

" XT STATUS

ODIN

/
\ NEXT

u.

beo-bb y^M VALID
"k^

BW0-BW1
I

-
' X

ROV ^W/A W//Ay/Mr W/A W/A. I
TL/EE/8673-ie

FIGURE 3-7. Write Cycle Timing
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3.0 Functional Description (continued)

During T4 or Ti which preoeed T1 of the current Bus oycis,

the CPU applies a Status Code on pins ST0-ST3. It also

provides a low-going pulse on the STS pin to Indicate that

the status code Is valid.

The ADS signal has the dual purpose of informing the exter-

nal circuitry that a Bus cycle is starting and of providing

control to an external latch for demultiplexing address bits

0-31 from AD0-AD31 pins. (See Figure 3-8.)

During this time, the control signal DDIN, which indicates

the direction of the transfer, and BE0-BE3 which indicate

which of the four bus bytes to be referenced, become valid.

Note that during Instruction Fetch cycles BE0-BE3 are all

active, but in operand Read or Write cycles they indicate the

byte(s) to be referenced.

Note: If a burst cycle occurs during an operand read, all the memory banks
should be enabled, during the burst cycle, regardless of BEn. The
CPU BEn lines, in this ease, are valid in the middle of T3 of the burst

cycle—thus, there may not be enough time to selectively enable the

different memory banl<s, unless a WAIT state is added. See F^ure
4-6.

During T2 the CPU floats AD0-AD31 lines unless

DT/SDONE is sampled low on the rising edge of reset and
the bus cycle is a write cycle. 12 is a time window to be
used for virtual to physical address translation by the IMemo-

ry Management Unit, if virtual memory is used in the system.

The T3 state provides for access time requirements and it

occurs at least once in a bus cycle. In the middle of T3 on
the falling edge of PHI1, the RDY line is sampled to deter-

mine whether the bus cycle will be extended (Sec. 3.4.1).

ODIN

If the CPU is performing a Read cycle, the Data Bus (ADO-
AD31) is sampled on the falling edge of PHI2 of the last T3
state. See Sec. 4. Data must, however, be held at least until

the beginning of T4. The T4 state finishes the Bus cycle.

Data from the CPU during Write cycles remains valid

throughout T4. Note that the Bus Status lines (ST0-ST3)
change at the beginning of T4, anticipating the following bus
cycle (if any).

3.4.1 Cycle Extension

To allow sufficient strobe widths and access times for any
speed of memory or peripheral device, the NS32332 pro-

vides for extension of a bus cycle. Any type of bus cycle

except a Slave Processor cycle can be extended.

In Figures 3-7 and 3-8, note that during T3 all bus control

signals from the CPU and TCU are flat. Therefore, a bus
cycle can be cleanly extended by causing the T3 state to be
repeated. This is the purpose of the RDY (Ready) pin.

In the middle of T3 on the falling edge of PHI1 , the RDY line

is sampled by the CPU. If RDY is high, the next T-state will

be T4, ending the bus cycle. If RDY is low, then another T3
state will be inserted and the RDY line will again be sampled
on the falling edge of PHI1. Each additional T3 state after

the first is referred to as a "WAIT STATE". See Figure 3-9.

Figure 3-10 illustrates a typical Read cycle, with two WAIT
states requested through the RDY pin.

BUFFER

00-031

4 BEa-BE3
-1^

LATCH

AO

FIGURE 3-8. Bus Connections
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3.0 Functional Description (continued)

T1 T! T3
T3

(WAIT) T4

PH11

1

PHI 2

1

'-W////////Mk\ / w/A
NEXT
STATE;
T3

NEXT
STATE:

T4
TL/EE/8673-18

FIGURE 3-9. RDY Pin Timing

PREV. CYCLE

T4 0RTi T1

~\J

BE0-8E3

^DATAIN \ /l

:x

NS32332 CPU BUS SIGNALS

T3
(WAIT)

\J

\

tw.

STATUS VALID

V

T3
(WAIT)

NEXT CYCLE

TlORTi

r

u

x.

NEXTAODR

u
NEXT STATUS

^

x^:

FIGURE 3-10. Extended Cyde Example
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3.0 Functional Description (continued)

3.4.2 Burst Cycles

The NS32332 is capable of performing Burst cycles in order

to increase the bus throughput. Burst is available in instruc-

tion Fetch cycles and operand Read cycles only. Burst is

not supported in operand Write cycles or Slave cycles.

The sequence of events for Burst cycles is shown in Figure
3-11. The cases shown assume that the selected memory is

capable of communicating with the CPU at full speed. If it is

not, then cycle extension may be requested through the
RDY line (Sec. 3.4.1).

A Burst cycle is composed of two parts. The first part is a
regular cycle (i.e. T1 through T4), in which the CPU outputs
the new status and asserts all the other relevant control
signals discussed in Sec. 3.4. In addition, the Burst Out Sig-

nal (BOUT) is activated by the CPU indicating that the CPU
can perform Burst cycles. If the selected memory allows

ran
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(a) Normal Termination of Burst
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(b) External Termination of Burst

FIGURE 3-11. Burst Cycles (For Read Only)
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3.0 Functional Description (continued)

Burst cycles,jt^ll notify the CPU by activating the burst In

signal (BiN). BIN Is sampled by the CPU In the middle of T3

on the falling edge of PHIL If the memory does not allow

burst (BiN high), the cycle will terminate through T4 and

BOUT will go Inactive Immediately. If the memory allows

burst (BIN low), and the CPU has not deasserted BOUT, the

second part of the Burst cycle will be performed (see Figure

3-11) and BOUT will remain active until termination of the

Burst.

The second part consists of up to 3 nibbles. In each nibble,

a data item Is read by the CPU. The duration of each nibble

is 2 clock cycles labeled T3 and T4.

The Burst chain will be terminated in the following cases:

1. The CPU has reached a 16 byte boundary I.e. the byte

address of the cun-ent nibble Is x...x1111 (binary).

Note: In 16-bit bus systems (see Sec. 3.4.7) the Burst chain wiil be terminat-

ed by the CPU on an 8-byte boundary i.e. address x..x1 1 1 (binary) and

in 8-bit tius system on a 4-byte boundary i.e. address x...x1 1 (binary).

2. BIN, sampled in the current nibble's last T3, is not active

any more. (See Figure 3.11b).

3. Bus En-or or Bus Retry occurs (see Sec. 3.4.8).

Case 2 enables the Burst termination externally.

Any nibble's T3 may be extended with WAIT states using

the RDY line as described in Sec. 3.4.2.

The control signals BOOT, ST0-ST3, DDIN and BE0-BE3

remain stable during the Burst chain.

BOUT is initially set by the CPU according to the known bus

width. Its state may change In a subsequent T3 as a result

of a change in the bus wkJth. Figure 3-12 shows the result-

ing BOUT timing.

Note: If the selected memory is capable of handling burst transfers, it

should activate BIN regardless of the state of BOUT.

The reason is thiat BOUT may be activated by the CPU after the BIN

sampling time. The BOUT signal indicates vjhen the CPU is going to

burst, and should not be interpreted as a 'Burst Requesf signal.

BWO-1

(1) BOUT

(2) BOUT

Note 1; CPU deasserts BOUT.

Note fc CPU asserts BOUT.

FIGURE 3-12. BOUT Timing Resulting from a Bus Width Change

TUEE/8673-88
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3.0 Functional Description (continued)

3.4.3 Bus Status

The NS32332 CPU presents four bits of Bus Status informa-

tion on pins ST0-ST3. Tlie various combinations on these

pins indicate why the CPU is performing a bus cycle, or, if it

is idle on the bus, then why is it idle.

Refen-ing to Figures 3-6 and 3-7, note that Bus Status leads

the corresponding Bus Cycle, going valid one clock cycle

before T1, and changing to the next state at T4. This allows

the system designer to fully decode the Bus Status and, if

desired, latch the decoded signals before ADS initiates the

Bus Cycle.

The Bus Status pins are interpreted as a four-bit value, with

STO the least significant bit. Their values decode as follows:

0000 - The bus is idle because the CPU does not yet

need to perform a bus access.

0001 - The bus is idle because the CPU is executing the

WAIT instruction.

0010- (Reserved for future use.)

0011 - The bus is idle because the CPU is waiting for a

Slave Processor to complete an instruction.

0100- Intenxipt Acknowledge, Master.

The CPU is performing a Read cycle. To ac-

knowledge receipt of a Non-Maskable Interrupt

(on tM\) it will read from address FFFFFFOOie.

but will ignore any data provided.

To acknowledge receipt of a Maskable Interrupt

(on iNT) it will read from address FFFFFFOOie,

expecting a vector number to be provided from

the Master Internjpt Control Unit. If the vectoring

mode selected by the last SETCFG instruction

was Non-Vectored, then the CPU will ignore the

value it has read and will use a default vector

instead. See Sec. 3.4.5.

0101 - Internjpt Acknowledge, Cascaded.

The CPU is reading a vector number from a Cas-

caded Internjpt Control Unit. The address provid-

ed is the address of ICU's Hardware Vector regis-

ter. See Sec. 3.4.6.

0110- End of Internjpt, Master.

The CPU is performing a Read cycle to indicate

that it is executing a Return from Interrupt (RETI)

instruction. See Sec. 3.4.6.

0111 - End of Interrupt, Cascaded.

The CPU is reading from a Cascaded Inten'upt

Control Unit to indicate that it is returning

(through RETI) from an interrupt service routine

requested by that unit. See Sec. 3.4.6.

1000 - Sequential instruction Fetch.

The CPU is reading the next sequential word

from the instruction stream into the Instruction

Queue. It will do so whenever the bus would oth-

envise be idle and the queue is not already full.

1001 - Non-Sequential Instruction Fetch.

The CPU is performing the first fetch of instruc-

tion code after the Instruction Queue is purged.

This will occur as a result of any jump or branch,

or any interrupt or trap, or execution of certain

instructions.

1010 - Data Transfer.

The CPU is reading or writing an operand of an

instruction.

1011 - Read RMW Operand.

The CPU is reading an operand which will subse-

quently be modified and rewritten. If memory pro-

tection circuitry would not allow the following

Write cycle, it must abort this cycle.

1100 - Read for Effective Address Calculation.

The CPU is reading information from memory in

order to determine the Effective Address of an

operand. This will occur whenever an instruction

uses the Memory Relative or External addressing

mode.

1101 - Transfer Slave Processor Operand.

The CPU is either transfen-ing an instnjction op-

erand to or from a Slave Processor, or it is issu-

ing the Operation Word of a Slave Processor in-

struction. See Sec. 3.9.1.

1 1 10 - Read Slave Processor Status.

The CPU is reading a Status Word from a Slave

Processor. This occurs after the Slave Processor

has signalled completion of an instruction. The

transferred word tells the CPU whether a trap

should be taken, and in some instructions it pre-

sents new values for the CPU Processor Status

Register bits N, Z, L or F. See Sec. 3.9.1.

1111 - Broadcast Slave ID.

The CPU is initiating the execution of a Slave

Processor instruction. The ID Byte (first byte of

the instruction) is sent to all Slave Processors,

one of which will recognize it. From this point the

CPU is communicating with only one Slave Proc-

essor. See Sec. 3.9.1.
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3.0 Functional Description (continued)

3.4.4 Data Access Sequences

The 32-bit address provided by the NS32332 is a byte ad-
dress; that is, it uniquely identifies one of up to 4 billion

eight-bit memory locations. An important feature of the
NS32332 is that the presence of a 32-bit data bus imposes
no restrictions on data alignment; any data item, regardless
of size, may be placed starting at any memory address. The
NS32332 provides special controi signals. Byte Enable
(BE0-BE3) which facilitate individual byte accessing on a
32-bit bus.

Memory is organized as four eight-bit banks, each bank re-

ceiving the double-word address (A2-A31) in parallel. One
bank, connected to Data Bus pins AD0-AD7 is enabled
when BEO is low. The second bank, connected to data bus
pins AD8-AD15 is enabled when BE1 is low. The third and
fourth banks are enabled by BE2 and BE3, respectively.

See Figure 3-13.

o 1 n A
8 BITS 8 BITS 8 BITS 8 BITS

A2-A31

^^A
: : ; ;

L i

D0-D31 1MMM^
TL/EE/8673-22

FIGURE 3-13. Memory Interface

Since operands do not need to be aligned with respect to
the double-word bus accessed performed by the CPU, a
given double-word access can contain one, two, three, or
four bytes of the operand being addressed, and these bytes
can begin at various positions, as determined by A1, AO.
Table 3-1 lists the 10 resulting access types.

TABLE 3-1

Bus Access Types
Type Bytes Accessed A1,A0 BE3 BE2 BET BEO

10

00 1 1 1

01 1 1 1

10 1 1 1

11 1 1 1

00 1 1

01 1 1

10 1 1

00 1

01 1

00

Accesses of operands requiring more than one bus cycle
are perfonried sequentially, with no idle T-States separating
them. The number of bus cycles required to transfer an op-
erand depends on its size and its alignment Table 3-2 lists

the bus cycles performed for each situation.

3.4.4.1 Bit Accesses

The Bit Instnjctions perform byte accesses to the byte con-
taining the designated bit. The Test and Set Bit instruction

(SBIT), for example, reads a byte, alters it, and rewrites it,

having changed the contents of one bit.

3.4.4.2 Bit Field Accesses

An access to a Bit Field in memory always generates a Dou-
ble-Word transfer at the address containing the least signifi-

cant bit of the field. The Double Word Is read by an Extract

instruction; an Insert instruction reads a Double Word, modi-
fies it, and rewrites it.

3.4.4.3 Extending Multiply Accesses

The Extending Multiply Instruction (MEI) will return a result

which is twice the size in bytes of the operand it reads. If the
multiplicand is in memory, the most-significant half of the
result Is written first (at the higher address), then the least-

significant half. This is done in order to support retry if this

instruction is aborted.

3.4.5 Instruction Fetches

Instnjctions for the NS32332 CPU are "prefetched"; that is,

they are input before being needed into the next available
entry of the twenty-byte Instruction Queue. The CPU per-

forms two types of Instniction Fetch cycles: Sequential and
Non-Sequential. These can be distinguished from each oth-

er by their differing status combinations on pins ST0-ST3
(Sec. 3.4.3).

A Sequential Fetch will be performed by the CPU whenever
the Data Bus would othenwise be idle and the Instruction

Queue is not currently full. Sequential Fetches are always
type 10 Read cycles (Table 3-1).

A Non-Sequential Fetch occurs as a result of any break in

the nomially sequential flow of a program. Any jump or
branch instruction, a trap or an intermpt will cause the next
Instruction Fetch cycle to be Non-Sequential. In addition,

certain instructions flush the instruction queue, causing the
next instruction fetch to display Non-Sequential status. Qnly
the first bus cycle after a break displays Non-Sequential
status, and that cycle depends on the destination address.

If a non-sequential fetch is followed by additional sequential
fetches which are burst continuation of the non-sequential
fetch, then the Status Bus {ST0-ST3) remains the same.
Note: During instruction fetch cycles, BK-BS are all active regardless of

the alignment

3.4.6 Interrupt Control Cycles

Activating the iNT or fJMl pin on the CPU will initiate one or
more bus cycles whose purpose is interrupt control rather
than the transfer of instructions or data. Execution of the
Return from Internjpt instruction (RETI) will also cause Inter-

rupt Control bus cycles. These differ from instruction or data
transfers only in the status presented on pins ST0-ST3. All

Interrupt Control cycles are single-byte Read cycles.

This section describes only the Interrupt Control sequences
associated with each internjpt and with the return from its

service routine.

2-26



3.0 Functional Description (continued)

TABLE 3-2

Access Sequences
Data Bus

Cycle Type Address

A. Wordat address ending with 11

1.

2.

A
A + 1

BE3

B. Doul)le wordat address ending witit 01

1

A
A + 3

C. Double wordat address ending with 10

1. 7 A

2. 5 A + 2 1

D. Double word at address ending with 11

1.

2.

A
A+ 1

BE2 BE1 BED
f
Byte 3

ByteO

X

Byte 2

X

Byte1

X

ByteO

X

Byte 2 Byte1

BYTE1 BYTEO

BYTE 3 BYTE 2 BYTE 1 BYTEO

Bytel

X

ByteO

X

BYTE 3 BYTE 2 BYTE 1 BYTEO

ByteO

X

X

Byte 3

BYTE 3 BYTE 2 BYTE 1 BYTEO

X

Byte 3

X

Byte 2

^
ByteO

X
Bytel

X

Byte 3

X

Byte 2

X
Bytel

Z
O)w
wM
lO

WMW
CO
IS>

CAw
ls>ww
ro

E. Quad wordat address ending with 00 BYTE 7 BYTE 6 BYTES BYTE 4 BYTE 3 BYTE 2 BYTE1 BYTEO

1 10 A Bytes Byte2 Bytel ByteO

Other bus cycles (instruction prefetch or slave) can occur here.

2 10 A + 4 Byte 7 Byte 6 Byte 5 Byte 4

F. Quad wordat address ending Yrith 01 BYTE 7 BYTES BYTES BYTE 4 BYTE 3 BYTE 2 BYTE1 BYTEi^

1. 9 A

2. 1 A + 3 1 1 1

Other bus cycles (instruction prefetch or slave) can occur here.

3. 9 A + 4

4. 1 A + 7 1 1 1

Byte 2

X

ByteO

X

Bytel

X

Byte 5

X

ByteO

X

X

Byte 3

Byte 4

X

BYTE 7 BYTE 6 BYTES BYTE 4 BYTE 3 BYTE 2 BYTE1
G. Quad wordataddress ending with 10

1 7 A 11 Bytel ByteO X

2. 5 A + 2 1 1 X X Byte3

Other bus cycles (instruction prefetch or slave) can occur here.

3 7 A + 4 1 1 Byte 5 Byte 4 X

4 5 A + 6 1 1 X X Byte7

H. Quad wordat address ending with 11

1 4 A 111 ByteO X X

2, 8 A+1 1 X Byte3 Byte2

Other bus cycles (instruction prefetch or slave) can occur here.

1 4 A + 4 1 1 1 Byte4 X X

2 B A + S 1 X Byte7 Byte6

X = Don't Care

X

Byte 7

BYTEO
I

-^ I

BYTE 7 BYTE 6 BYTES BYTE 4 BYTE 3 BYTE 2 BYTE 1 BYTEO

X

Byte 2

X

ByteO

X

Bytel

X
ByteS
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3.0 Functional Description (continued)

TABLE 3-3

Interrupt Sequences

Data Bus

r
Cycle Status Address DDIN BE3 BE2 BE1 BEO Byte 3 Byte 2 Byte 1

A. Non-Maskable Intenvpt ControlSequences

Interrupt Acknowledge

1 0100 FFFFFFOO16 1 1 1 X X X

Interrupt Return

None: Performed through Return from Trap (RETT) instruction.

B. Non-VectoredIntenvpt Control Sequences

Interrupt Acknowledge

1 0100 FFFFFEOO16

Interrupt Return

1 0110 FFFFFEOO16

N

ByteO

1 1 1

1110 X

C. Vectored IntenvptSequences: Non-Cascaded.

Interrupt Acknowledge

1 0100 FFFFFEOO16

Interrupt Return

1 0110 FFFFFEOO16

Interrupt Acknowledge

1 0100 FFFFFEOO16

1 1 1

D. VectoredIntenrupt Sequences: Cascaded

1 1 1

Vector:

Range: 0-127

Vector: Same as

in Previous Int.

Ack. Cycle

Cascade Index:

range -16 to -1

(The CPU here uses the Cascade Index to find the Cascade Address.)

2 0101 Cascade See Note

Address

Interrupt Return

1 0110 FFFFFEOO16 111

(The CPU here uses the Cascade Index to find the Cascade Address)

2 0111 Cascade See Note

Address

Vector, range 9-255; on appropriate byte of

data bus.

Cascade Index:

Same as in

previous Int.

Ack. Cycle

X= Don't Care

Note: BE0-BE3 signals will be activatBd according to the cascaded ICU address. Tlie cycle type can be 1 , 2, 3 or 4, when readng the intemipt vector The vector
value can be in the range 0-255.
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3.0 Functional Description (continued)

3.4.7 Dynamic Bus Configuration

The NS32332 interfaces to external data buses with 3 differ-

ent widths: 8-bit, 16-bit and 32-bit. The NS32332 can switch

from one bus width to another dynamically i.e. on a cycle by

cycle basis.

This feature allows the user to include in his system differ-

ent bus sizes for different purposes, like 8-bit bus for boot-

strap ROM and 32-blt bus for cache memory, etc.

In each memory cycle, the bus width Is determined by the

inputs BWO arid BW1.

Four combinations exist:

BW1 BWO

1

1

1

1

reserved

8-bit bus

16-bit bus

32-blt bus

The dynamic bus configuration is not applicable for slave

cycles (see Sec. 3.4.1).

The BW0-BW1 lines are sampled by the CPU in T3 with the

falling edge of PH11 (see Figure 3-14).

If the bus width didn't change from the previous memory

cycle, the CPU terminates the cycle normally.

If the bus width of the current cycle Is different from the bus

width of the previous cycle, then two WAIT states (see Sec.

3.4.1) must be inserted in order to let the CPU switch to the

new width.

The additional 2 WAIT states count from the moment BWO
BW1 chsmge. This can be overlapped with the wait states

due to slow memories.

In write cycles, the appropriate data will be present on the

appropriate data lines. The CPU presents the data during T3

in a way that would fit any bus width.

If the operand being written is a byte, it will be duplicated on

the 4 bytes AD0-AD31 depending on the operand address:

XX OP
OP OP
XX OP
OP OP

AddressAO- 1
= 00 XX XX

01 XX XX

10 XX OP
11 OP XX

CO
CO

w

COwMWW

V)
<•>

WM
U1

T2/TmiTUI

i_n_n_n

RDY

\1\J

\J

K

r

\j\

\j

1
TL/EE/8673-23

FIGURE 3-14. Bus width Changes. Two wait states are required after the signals BW0-BW1 change.
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3.0 Functional Description (continued)

If the operand t>eing written is a word, 4 cases exist. The
operand address can be x...xOO (binary) or x...x01 (binary) or

x...x10orx...x11 (binary).

See the duplications for each case:

OPERAND STARTS HERE -

OP

HIGH

OP

LOW

11 10 01 00

X
OP OP OP

HIGH LOW U)W

11 10 01 00

OP OP OP OP
HIGH LOW HIGH LOW

[ OP

I
HIGH

X

11 10 01 00

OP
X

OP OP
LOW LOW LOW

01 00

TL/EE/8673-25

OPERAND STARTS HERE 1

OP

HIGH 2

OP

HIGH1
OP

U)W2
OP

L0W1

i OP

I HIGH 2

OP

HIGH1

OP

LOW 2

DP

L0W1
OP

LOWI

T 7~ ~ ~

1
OP 1 OP

,
HIGH 2 1 HIGH1

J._- 1

OP

L0W2
OP

LOWI
OP

LOW 2

OP

LOWI

T r--T

—

I OP I OP
I

OP

I HIGH 2
I

HIGH1 | LOW 2

J. L I

A1A0

OP

LOWI
OP

LOWI
OP

LOWI

11 10 01 00

TL/EE/8673-26

If the operand being written is a double word 4 cases exist:

The operand address can be x...xOO (binary) or x...x01 (bina-

ry) or X...X10 (binary) or x...x11 (binary).

See the duplications for each case:

Note that the organization of the operand described applies
to the initial part of the operand cycle. For instance, if the

CPU writes a double word operand to a 16-bit bus and the

operand address is x...x1 1 (binary) it needs three memory
cycles.

The description above applies to the first cycle. In the other

2 memory cycles belonging to the same operand, the data
will be presented on the data bus lines to fit 16-bit bus width
and take into account the operand length.

Example:

The CPU has to write a double word DDGCBBAA to address
HEX 987653 which is in a 16-bit bus area. In the first cycle,

the CPU does not l<now the width until T3 so it generates a
cycle to address 987653 which activates the BE3 line and
puts on the data bus AA XX AA AA (X = don't care). After

this cycle, the CPU knows it has a 16-bit bus and it gener-
ates a cycle to address 987654 which activates the BED,
BE1 and BE2 lines and puts on the data bus XX XX CC BB.
The last cycle will address 987656, activate BE2, and put on
the data bus XX XX XX DD. The BE0-BE3 lines are always
activated as if the bus is 32-bit wide, regardless of BWO-
BW1 state.

The CPU does not support a change of the bus width during

a sequence of several memory references belonging to the
same operand e.g. nonaligned double word. In other words,
any operand should not be split between two memory
spaces having different bus widths.

Instruction Fetches do not fall in this category and an In-

struction Fetch can have its own bus width regardless of the
bus width In the previous cycle.

3.4.8 Bus Exceptions

Any bus cycle may have a bus error during its execution.

The en-or may be con-ected during the cun-ent cycle or may
be incorrectable. The NS32332 can handle both types of

errors by means of BUS RETRY and BUS ERROR.

3.4.8.1 Bus Retry

If a bus error can be corrected, the CPU may be requested
to repeat the erronous bus cycle. The request is done by
asserting the BRT (Bus Retry) signal.

The CPU response to Bus Retry depends on the cycle type:

Instruction Fetch Cycle—If the RETRY occurs during an
instnjction fetch, the fetch cycle will be retried as soon as
possible. If the RETRY is requested during a burst chain,

the burst is stopped and the fetch is retried. The only delay
in retrying the instruction fetch may result from pending op-
erand requests (and, of course, from hold or wait requests).

Operand Read Cyde—If the RETRY occurs on an operand
read, the bus cycle is immediately repeated. If the data read
is "multiple" e.g. non-aligned, only the problematic part will

be repeated. For instance, if the cycle is a non-aligned dou-
ble word and the second half failed, only the second part

will be repeated. The same applies for a RETRY occumng
during a burst chain. The repeated cycle will begin where
the read operand failed (rather than the first address of the
burst) and will finish the original burst.
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3.0 Functional Description (continued)

Operand Write Cycle—If the RETRY occurs on a write, the

bus cycle Is immediately repeated. If the operand write is

"multiple" e.g. non-aligned, only the problematic part will be

repeated. For Instance, if the cycle Is a non-aligned double

word and the second half failed, only the second part will be

repeated.

A Bus Retry is requested by activating the BRT line (see

Figure 3-15). BRT is sampled by the CPU during T3 on the

falling edge of PHM. If BRT Is not active, the cycle will be

terminated in a regular way. If BRT is active, BRT wi ll be

sampled again during T4 on the falling edge of PHM . If BRT

is not active, the cycle will be terminated in a regular way. If

BRT is active, T4 will be followed by an idle state and

the cycle will be repeated, i.e. a new T4 for setting the

Status Bus and issuing STS and then T1 through T4 will be

performed.

Although the decision about Retry is taken by the CPU on

T4, BRT must have an early activation in T3 as descritied

above In order to prevent the internal pipeline to advance.

Holding the pipeline allows the repeated cycle to override

the original one. If BRT is activated only in T3 and not in T4,

there might be one cycle penalty in the performance of the

execution unit in operand read cycles.

Retry is applicable for regular memory cycles and burst cy-

cles, but not for Slave cycles.

lO

Z

COMw
ro

STS

ADS

"V
iMiLnjTjruijn.

V

T2/Tmmu

\I

\u
X7

TL/EE/8673-27

PHI1

(a) Bus Cycle Not Retried

T3 T4 Ti

\7

T4 T1 T2/Tmmu

riUiiji_rjriri-
lETRIED CYCLE I

V
TL/EE/8673-28

(b) Bus Cycle Retried

FIGURE 3-15. Bus Cycle Retry
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3.0 Functional Description (continued)

3.4.8.2 Bus Error

If a Bus Error is Incorrectable the CPU may be requested to

abort the current process and branch to an appropriate rou-

tine to handle the en-or. The request Is perfomned by activat-

ing the BER signal.

BER is sampled by the CPU during T4 on the falling edge of

PHII. If BER is active the bus will go to Tidle after T4 and

the CPU will jump to the Bus En-or handler (see Sec. 3.8).

The CPU response to Bus Error depends on the cycle type:

Instruction Fetch Cycles—If the bus error occurs on an
instruction fetch, additional fetches are inhibited including

the one which failed. If, after inhibiting instruction fetches,

some operand cycles are still pending within the CPU, they

are executed normally, delaying the access to the bus error

exception. If and when the internal instruction queue be-

comes empty, the CPU will enter the BUS ERROR excep-

tion. This arrangement enables the CPU to ignore bus errors

which belong to fetch ahead cycles if these fetches are not

to be used as a result of a jump.

Operand Read Cycles—If the bus enor occurs on an oper-

and read, the bus enx)r is immediately accepted, and the

GPU enters the BUS ERROR exception.

Operand Write Cycles—If the bus error occurs on an oper-

and write, the exception is immediately accepted.

Note 1; When a bus error occurs, the instruction that caused the en^r is

generally not re-executable.

The process that was being executed should either be aborted or

should be restarted from the last checkpoint.

Note 2: Bus error has top priority ajid is accepted even during the acknowl-

edge sequence of another CPU exception (i.e. Abort, interrupt, etc.).

It is the responsibility of the user software to detect such an occur-

ence and to take the appropnate corrective actions.

3.4.8.3 Fatal Bus Error

As previously mentioned, the CPU response to a bus en-or is

to interrupt the current activity and enter the error routine.

An exception to this rule occurs when a bus error is sig-

nalled to the CPU during the acknowledge of a previous bus

error. In this case the second error is interpreted by the CPU
as a fatal bus error.

The CPU will respond to this event by halting execution and
floating ADS, BE0-BE3, DDIN, STS and AD0-AD31.

The Halt condition is indicated by the setting of ST0-ST3 to

zero and by the assertion of MC/EXS.

The CPU can exit this condition only through a hardware

reset.

mil

PHIZ 1

T4

"L

Jl

V

T1

ru
T2/Tl1imu

"L

_n

T3

"L"

_n.

T4

.n

TI

"L

_n

Ti

"L'

ADS

V
\

y
STS

\LHFI
}

y
TL/EE/8673-aO

FIGURE 3-16. Bus Error During Read or Write Cycle
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3.0 Functional Description (continued)

3.4.9 Slave Processor Communication

The SPC pin Is used as the data strolje for Slave Processor

transfers. In this role, it is referred to as Slave Processor

Control (SPC). In a Slave Processor bus cycle, data is trans-

ferred on the Data Bus and the status lines (ST0-ST3) are

monitored by each Slave Processor in order to determine

the type of transfer being performed. SPC is bidirectional,

but is driven by the CPU during all Slave Processor bus

cycles. See Sec. 3.9 for full protocol sequences.

PHEV CYCLE

T4orTi

AM-AD31

Af/SPC

NS32332
CPU

<:=^ D0-D31

SPC

SLAVE
PROCESSOR

ST0-ST3

TUEE/8673-31

FIGURE 3-17. Slave Processor Connections

PHI 2

STS

ADS

.7

'/^j-

T4

V /
(1)

—( DATA INy
(2)

X

NEXT CYCLE

noRTi

(Au
w
lO

COw
w
CO

COw
w

Y

<

NEXT STATUS

Y7

Y7

L
Notes

{1 ) CPU samples Data Bus here.

(2) Slave Processor samples CPU Status tiere.

TL/EE/8673-32

FIGURE 3-18. CPU Read from Slave Processor
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3.0 Functional Description (continued)

3.4.9.1 Slave Processor Bus Cycles

A Slave Processor bus cycle always takes exactly two clock

cycles, labeled T1 and T4 (see Figures 3- 18 and 3- 19). Dur-

ing a Read cycle, SPG Is activated at T1 , data Is sampled at

T4, and SPC Is removed. The Cycle Status pins lead the

cycle by one clock period, and are sampled at the leading

edge of SPC. During a Write cycle, the CPU applies data

and activates SPC at T1 , removing SPC at T4. The Slave
Processor latches status on the leading edge of SPC and

latches data on the trailing edge.

The CPU does not pulse the address (ADS) and status

(STS) strobes during a slave protocol. The direction of a

transfer is determined by the sequence ("protocol") estab-

lished by the instruction under execution; but the CPU indi-

cates the direction on the DDIN pin for hardware debugging

purposes.

3.4.9.2 Slave Operand Transfer Sequences

A Slave Processor operand is transfen-ed in one or more

slave operand cycles. The NS32332 supports two slave

protocols which can be selected by the configuration regis-

ter (CFG).

I.The regular Slave protocol is fully compatible with

NS32032, NS32016 and NS32008 slave protocols.

In this protocol the NS32332 uses only the two least sig-

nificant bytes of the data bus for slave cycles. This allows

the NS32332 CPU to work with the cun-ent slaves (like

NS32082, NS32081 etc.)

A byte operand is transferred on the least significant byte

of the data bus (AD0-AD15).

A double word is transferred in a consecutive pair of bus

cycles least significant word first. A quadword is trans-

ferred in two pairs of slave cycles.

2. The fast slave protocol is unique to the NS32332 CPU. In

this protocol the NS32332 uses the full width cf the data

bus (AD0-AD31) for slave cycles.

A byte operand is transferred on the least significant byte

of the data bus (AD0-AD7), a word operand is trans-

ferred on bits AD0-AD15 and a double word operand is

transfenred on bits AD0-AD31. A quad word is trans-

ferred in two pairs of slave cycles with other bus cycles

possibly occurring between them.

PREV. CYCLE

!
14 OR Ti

NEXT CYCLE

TIORTi
i

PHM

SPC

ST0-ST3

ADS

DDIN
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Note:

(1) Arrows indicate points at which the Slave Processor samples.

FIGURE 3-19. CPU Write to Slave Processor
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3.0 Functional Description (continued)

3.5 MEMORY MANAGEMENT OPTION
The NS32332 CPU, in conjunction with the IWemory Man-
agement Unit (MMU), provides full support for address

translation, memory protection, and memory allocation

techniques up to and including Virtual Memory.

When an MMU is used, the states T2 and TMMU are over-

lapped. During this time the CPU places AD0-AD31 Into the

TRI-STATE mode, allowing the MMU to assert the translate

ed address and Issue the physical address strotie PAV. Fig-

ure 3-20 shows the Bus Cycle timing with address transla-

tion.

Note 1: If an NS323e2 MMU is used, the bus lines AD0-AD31 can be used

during T2 by the CPU to output data during write cycles, since the

NS32382 uses a separate ptiysical address bus—this data timing

can be selected by forcing DT/SDONE low during reset as shown in

Figure B-2 in Appendix B.

DT/SDONE must be forced high during reset if an NS32082 MMU is

used since, in this case, no separate physical address bus is provid-

ed.

Note 2: If an NS32082 MMU is used, in order for it to operate properly, it

must be set to the 32-Bit mode by forcing a A24/HBF low during

reset In this mode the bus lines AD16-AD24 are floated after the

MMU address has been latched, since they are used by the CPU to

transfer data.

3.5.1 The FLT (Float) Pin

The FLT signal Is used by the CPU for address translation

support. Activating FLT during Tmmu causes the CPU to

wait longer than Tmmu for address translation and valida-

tion. This feature is used occasionally by the MMU in order

to update its Translation Lookaside Buffer (TLB) from page
tables in memory, or to update certain status bits within

them.

Figure 3-21 shows the effect of FLT. Upon sampling FLT
low, late In Tmmu, the CPU enters idle T-States (Tf) during

which It:

1) Sets AD0-AD31, and DDlN to the TRI-STATE condition

("floating").

2) Suspends further internal processing of the current in-

struction. This ensures that the current instruction re-

mains abortable with retry. (See RST/ABT description.)

The above conditions remain in effect until FLT again goes
high. See Sec. 4.

3.5.2 Aborting Bus Cycles

The RST/ABT pin, apart from its Reset function (Sec. 3.3),

also serves as the means to "abort", or cancel, a bus cycle

and the instruction, If any, which initiated It. An Atx>rt re-

quest is distinguished from a Reset in that the RST/ABT pin

is held active for only one clocl^ cycle.

If RST/ABT is pulled low during Tmmu or Tf, this signals

that the cycle must be aborted. Since It Is the MMU PAV
signal which triggers a physical cycle, the rest of the system
remains unaware that a cycle was started.

The MMU will abort a bus cycle for either of two reasons:

1) The CPU is attempting to access a virtual address which

is not currently resident In physical memory. The refer-

enced page must be brought into physical memory from

mass storage to mai<e It accessible to the CPU.

2) The CPU is attempting to perform an access which is not

allowed by the protection level assigned to that page.

When a bus cycle Is aborted by the MMU, the instruction

that caused It to occur Is also aborted In such a manner that

It Is guaranteed re-executable later.

Tl T2/TmnHl 13
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FIGURE 3-20. Read (Write) Cycle with

Address Translation

3.5.2.1 The Abort Interrupt

Upon aborting an Instruction, the CPU immediately performs

an interrupt through the AST vector In the Interrupt Table

(see Sec. 3.8). The Return Address pushed on the Interrupt

Stack is the address of the atxxled instruction, so that a

Return from Trap (RETT) instruction will automatically retry

it.

The one exception to this sequence occurs If the aborted

bus cycle was an instruction prefetch. If so. It is not yet

certain that the aborted prefetched code is to be executed.

Instead of causing an Intemipt, the CPU only aborts the bus
cycle, and stops prefetching. If the Information In the In-

struction Queue runs out, meaning that the Instruction will

actually be executed, the ABT Interrupt will occur. In effect

aborting the Instruction that was being fetched.

3.5.2.2 Hardware Considerations

In order to guarantee instruction retry, certain mles must be

followed in applying an Atiort to the CPU. These rules are

followed by the Memory Management Unit.

1) If FLT has not been applied to the CPU, the Abort pulse

must occur during Tmmu.

wM
W
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3.0 Functional Description (continued)

2) If FLT has been applied to the CPU, the Abort pulse must

be applied before the T-State in which FLT goes Inactive.

The CPU will not actually respond to the Abort command

until FLT is removed.

3) The Write half of a Read-Modify-Write operand access

may not be aborted. The CPU guarantees that this will

never be necessary for Memory Management functions

by applying a special RMW status (Status Code 1011)

during the Read half of the access. When the CPU pres-

ents RMW status, that cycle must be aborted if it would

be illegal to write to any of the accessed addresses.

If RST/ABT is pulsed at any time other than as Indicated

above, it will abort either the instruction currently under exe-

cution or the next instruction and will act as a very high-pri-

ority intenoipt. However, the program that was running at the

time is not guaranteed recoverable.

3.6 BUS ACCESS CONTROL
The NS32332 CPU has the capability of relinquishing its

access to the bus upon request from a DMA device or an-

other CPU. This capability is implemented on the HOLD
(Hold Request) and HLDA (Hold Acl«nowledge) pins. By as-

serting HOLD low, an external device requests access to

the bus. On receipt of HLDA from the GPU, the device may
pertomi bus cycles, as the CPU at this point has set the

[J1

T1 TZ/Tmmu It

PHI 2

STS [/
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ST0-ST3'

DDiN y

BE0-BE3

r\j

VALID

VALID
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If T3

/

'See MMU data sheet for details on physical address timing and MMU Initiated Bus cycles.

FIGURE 3-21. FLT Timing

TUEE/8e73-34
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3.0 Functional Description (continued)

AD0-AD31, ADS, DDJN and BE0-BE3 pins to tlie TRI-

STATE condition. To return control of the bus to the CPU,

the device sets HOLD inactive, and the CPU acknowledges

return of the bus by setting HLDA inactive.

How quickly the CPU releases the bus depends on whether

it is idle on the bus at the time the HOLD request is made,

as the CPU must always complete the current bus cycle.

Figure 3-22 shows the timing sequence when the CPU is

idle. In this case, the CPU grants the bus during the immedi-

ately following clock cycle. Figure 3-23 shows the sequence

if the CPU Is using the bus at the time that the HOLD re-

HOLD

HLDA

["V

ADS

ri

HH

\

\

quest is made. If the request is made during or before the

clock cycle shown {two clock cycles before T4), the CPU
will release the bus during the clock cycle following T4. If

the request occurs closer to T4, the CPU may already have

decided to initiate another bus cycle. In that case it will not

grant the bus until after the next T4 state. Note that this

situation will also occur if the CPU is idle on the bus but has
initiated a bus cycle internally.

In a Memory-Managed system, the HLDA signal is connect-

ed in a daisy-chain through the MMU, so that the MMU can
release the bus if it is using it.
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FIGURE 3-22. HOLD Timing, Bus Initially Idle
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3.0 Functional Description (Ckmimueci)

3.7 INSTRUCTION STATUS

In addition to the four bits of Bus Cycle status (ST0-ST3),

the NS32332 CPU also presents Instruction Status infornna-

tion on three separate pins. These pins differ from STO-

ST3 in that they are synchronous to the CPU's internal in-

struction execution section rather than to its bus Interface

section.

PFS (Program Flow Status) is pulsed low as each instruction

begins execution. It Is Intended for debugging purposes.

U/S originates from the U bit of the Processor Status Regis-

ter, and indicates whether the CPU Is currently running in

User or Supervisor mode. It is sampled by the MMU for

mapping, protection, and debugging purposes. U/S line is

updated every T4.

Tl5 (Interlocked Operation) is activated during an SBITI (Set

Bit, Interlocked) or CBITI (Clear Bit, Interlocked) Instruction.

It is made available to external bus arbitration circuitry in

order to allow these Instructions to implement the sema-

phore primitive operations for multi-processor communica-

tion and resource sharing.

While KS is active, the CPU Inhibits Instruction fetches. In

order to prevent MMU cycles during lEO, the CPU executes

a dummy Read cycle with status code 1011 (RMW) prior to

activating ILO. Thereafter, ILO is activated and the Read is

performed again but with status code 1010 (operand trans-

fer). Refer to Figure 3-24.
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FIGURE 3-23. HOLD Timing, Bus Initially Not Idle
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3.0 Functional Description (continued)

MC/EXS (Multiple Cycle/Exception Status) is activated dur-

ing the access of the first part of an operand that crosses a

double-word address boundary. The activation of this signal

is Independent of the selected bus width. Its timing is shown

in Figure 3-25. The IWMU or other external circuitry can use

it as an early indication of a CPU access to an operand that

crosses a page boundary.

MC/EXS is also activated during the first non-sequential in-

struction fetch (status code 1001) following an abort, and
when the CPU enters the Idle state (Status Code 0000) fol-

lowing a fatal bus error.
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FIGURE 3-24. ILO Timing
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3.0 Functional Description (continued)

3.8 NS32332 INTERRUPT STRUCTURE

InT, on which maskable Internjpts may be requested,

NMl, on which non-maskable Inten-upts may be request-

ed, and

RST/ABT, which may be used to abort a bus cycle and

any associated instruction. See Sec. 3.5.2.

In addition there is a set of internally-generated "traps"

which cause Interrupt service to be performed as a result

either of exceptional conditions (e.g., attempted division by

zero) or of specific instructions whose purpose is to cause a

trap to occur (e.g., the Supervisor Call instruction).

3.8.1 General Interrupt/Trap Sequence

Upon receipt of an Interrupt or trap request, the CPU goes

through four major steps:

1) Adjustment of Registers.

Depending on the source of the intenxipt or trap, the CPU
may restore and/or adjust the contents of the Program

Counter (PC), the Processor Status Register (PSR) and

the currently-selected Stack Pointer (SP). A copy of the

PSR is made, and the PSR Is then set to reflect Supervi-

sor Mode and selection of the Interrupt Stack.

2) Saving Processor Status.

The PSR copy Is pushed onto the Interrupt Stack as a 1 6-

blt quantity.

3) Vector Acquisition.

A Vector is either obtained from the Data Bus or is sup-

plied by default.

4) Service Call.

The Vector is used as an index Into the Interrupt Dispatch

Table, whose base address Is taken from the CPU Inter-

njpt Base (INTBASE) Register. See Figure 3-26. A 32-bit

External Procedure Descriptor Is read from the table en-

try, and an External Procedure Call is performed using it.

The H40D Register (16 bits) and Program Counter (32

bits) are pushed on the Interrupt Stack.
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FIGURE 3-26. Interrupt Dispatch Table
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3.0 Functional Description (continued)

This process is illustrated in Figure 3-27, from the viewpoint

of the programmer.

Full sequences of events In processing interrupts and traps

may be found as follows:

Interrupt on INT or NM! pin:

Atiort Interrupt:

Traps (except Trace):

Trace Trap:

RETURN ADDRESS (PUSH)

STATUS MODULE
IPUSH)

PSH MOD INTERRUPT

STACK

Sec. 3.8.7.1.

Sec. 3.8.7.4.

Sec. 3.8.7.2.

Sec. 3.8.7.3.

COw
lO
CO
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z
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w
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COM
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CASCADE TABLE

DISPATCH

TABLE

DESCRIPTOR (32 BITS)

-• 16 .- 16 «-

OFFSET MODULE

(t>-

t:
MOD REGISTER

MODULE TABLE ENTRY
32

STATIC BASE POINTER

LINK BASE POINTER

PROGRAM BASE POINTER

(RESERVED)

PROGRAM COUNTER

ENTBY POINT ADDRESS

MODULE TABLE

MODULE TABLE ENTRY

-^ NEW STATIC BASE
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FIGURE 3-27. Interrupt/Trap Service Routine Calling Sequence
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3.0 Functional Description (continued)

3.8.2 Interrupt/Trap Return

To return control to an interrupted program, one of two in-

structions is used. The RETT (Return from Trap) instruction

(Figure 3-28) restores the PSR, MOD, PC and SB registers

to their previous contents and, since traps are often used

deliberately as a call mechanism for Supervisor Mode pro-

cedures, It also discards a specified number of bytes from

the original sXacV. as surplus parameter space. RETT is used

to return from any trap or Interrupt except the Masloble

Interrupt. For this, the RETI (Return from Interrupt) instaic-

tion is used, which also informs any external Interrupt Con-

trol Units that inten-upt sen/ice has completed. Since inter-

rupts are generally asynchronous external events, RETI

does not pop parameters. See Figure 3-29.

3.8.3 Maskable Interrupts (The INT Pin)

The INT pin is a level-sensitive input. A continuous low level

is allowed for generating multiple Interrupt requests. The in-

put is maskable, and is therefore enabled to generate Inter-

rupt requests only while the Processor Status Register I bit

is set. The I bit is automatically cleared during service of an

INT, NMI or Atxjrt request, and is restored to its original

setting upon return from the intermpt service routine via the

RETT or RETI instruction.

The InT pin may be configured via the SETCFG instruction

as either Non-Vectored (CFG Register bit I = C) or Vec-

tored (bit I = 1).

3.8.3.1 Non-Vectored Mode

In the Non-Vectored mode, an Interrupt request on the iNT

pin will cause an Inten^pt Acltnowledge bus cycle, but the

CPU will ignore any value read from the bus and use instead

a default vector of zero. This mode is useful for small sys-

tems in which hardware interrupt prioritization is unneces-

sary.

PROGRAM COUNTER

RETURN ADDRESS
(POP)

(POP)

INTERRUPT

STACK

MODULE TABLE ENTRY

STATIC BASE POINTER

LINK BASE POINTER

PROGRAM BASE POINTER

(RESERVED)

MODULE
TABLE

MODULE TABLE ENTRY

PARAMETERS

STACK SELECTED

IN NEWLY-

POPPED PSR.

POP AND
DISCARD

TL/EE/8673-42

FIGURE 3-28. Return from Trap (RETT n) Instruction Flow
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3.0 Functional Description (continued)

'ENDOFIMTERHUPT'
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3.0 Functional Description (continued)

3.8.3.2 Vectored Mode: Non-Cascaded Case

In the Vectored mode, the CPU uses an Interrupt Control

Unit (ICU) to prioritize many interrupt requests. Upon receipt

of an interrupt request on the INT pin, the CPU performs an

"Intemjpt Acknowledge, Master" bus cycle (Sec. 3.4.3)

reading a vector value from the low-order byte of the Data

Bus. This vector is then used as an Index into the Dispatch

Table in order to find the External Procedure Descriptor for

the proper inten-upt sen/ice procedure. The service proce-

dure eventually returns via the Return from Interrupt (RETI)

instruction, which performs an End of Interrupt bus cycle,

informing the ICU that it may re-prioritize any interrupt re-

quests still pending. The ICU provides the vector number

again, which the CPU uses to determine whether it needs

also to inform a Cascaded ICU (see below).

In a system with only one ICU (16 levels of intemjpt), the

vectors provided must be in the range of through 1 27; that

is, they must be positive numbers in eight bits. By providing

a negative vector number, an ICU flags the inten-upt source

as being a Cascaded ICU (see below).

3.8.3.3 Vectored Mode: Cascaded Case

In order to allow more levels of interrupt, provision is made

in the CPU to transparently support cascading. Note that

the Inten-upt output from a Cascaded ICU goes to an Inter-

rupt Request input of the Master ICU, which is the only ICU

which drives the CPU INT pin. Refer to the ICU data sheet

for details.

In a system which uses cascading, two tasks must be per-

formed upon initialization:

1) For each Cascaded ICU in the system, the Master ICU

must be informed of the line number on which it receives

the cascaded requests.

2) A Cascade Table must be established in memory. The

Cascade Table is located in a NEGATIVE direction from

the location indicated by the CPU Interrupt Base (INT-

BASE) Register. Its entries are 32-bit addresses, pointing

to the Vector Registers of each of up to 16 Cascaded

ICUs.

Figure 3-26 illustrates the position of the Cascade Table. To

find the Cascade Table entry for a Cascaded ICU, take its

Master ICU line number (0 to 15) and subtract 16 from it,

giving an index in the range -16 to -1. Multiply this value

by 4, and add the resulting negative number to the contents

of the INTBASE Register. The 32-bit entry at this address

must be set to the address of the Hardware Vector Register

of the Cascaded ICU. This is refen-ed to as the "Cascade

Address."

Upon receipt of an interrupt request from a Cascaded ICU,

the Master ICU interrupts the CPU and provides the nega-

tive Cascade Table index instead of a (positive) vector num-

ber. The CPU, seeing the negative value, uses it as an index

into the Cascade Table and reads the Cascade Address

from the referenced entry. Applying this address, the CPU
performs an "Interrupt Acknowledge, Cascaded" bus cycle

(Sec. 3.4.3), reading the final vector value. This vector is

interpreted by the CPU as an unsigned byte, and can there-

fore be in the range of through 265.

In returning from a Cascaded interrupt, the service proce-

dure executes the Return from Interrupt (RETI) instruction,

as it would for any Maskable Interrupt. The CPU performs

an "End of Interrupt, Master" bus cycle (Sec. 3.4.3), where-

upon the Master ICU again provides the negative Cascade

Table index. The CPU, seeing a negative value, uses it to

find the corresponding Cascade Address from the Cascade

Table. Applying this address. It performs an "End of Inter-

njpt. Cascaded" bus cycle (Sec. 3.4.3), informing the Cas-

caded ICU of the completion of the sendee routine. The byte

read from the Cascaded ICU is discarded.

Note: If an interrupt must be masked off, the CPU can do so by setting the

corresponding bit in the intenupt mask register of the interrupt con-

troller.

However, if an interrupt is set pending during the CPU instruction that

masiis off that interrupt, the CPU may still perform an intemipt ac-

knowledge cycle following that instruction since it might have sampled

the iNT line before the ICU deasserted it. This could cause the ICU to

provide an invalid vector. To avoid this problem the above operatk)n

should be performed with the CPU interrupt disabled.

3.8.4 Non-Maskable Interrupt (The NMl Pin)

The Non-Maskable Inten-uptjs triggered whenever a falling

edge is detected on the NMl pin. The CPU performs an

"Intentipt Acknowledge, Master" bus cycle (Sec. 3.4.3)

when processing of this interrupt actually begins. The Inter-

rupt Acknowledge cycle differs from that provided for Mask-

able Internjpts in that the address presented is

FFFFFFOO16. The vector value used for the Non-Maskable

Interrupt Is taken as 1 , regardless of the value read from the

bus.

The service procedure returns from the Non-Maskable In-

terrupt using the Return from Trap (RETT) instruction. No

special bus cycles occur on return.

For the full sequence of events in processing the Non-

Maskable Interrupt, see Sec. 3.6.7.1.

3.8.5 Traps

A trap is an internally-generated intemjpt request caused as

a direct and immediate result of the execution of an instruc-

tion. The Return Address pushed by any trap except Trap

(TRC) is the address of the first byte of the instruction during

which the trap occurred. Traps do not disable interrupts, as

they are not associated with external events. Traps recog-

nized by the NS32332 CPU are:

Trap (SLAVE): An exceptional condition was detected by

the Floating Point Unit or another Slave Processor during

the execution of a Slave Instruction. This trap is requested

via the Status Word returned as part of the Slave Processor

Protocol (Sec. 3.9.1).

Trap (ILL): Illegal operation. A privileged operation was at-

tempted while the CPU was in User Mode (PSR bit U = 1).

Trap (SVC): The Supennsor Call (SVC) instruction was exe-

cuted.

Trap (DVZ): An attempt was made to divide an integer by

zero. (The FPU trap is used for Floating Point division by

zero.)

Trap (FLG): The FLAG instnjction detected a "1" in the

CPU PSR F bit.

Trap (BPT): The Breakpoint (BPT) instruction was execut-

ed.

Trap (TRC): The instruction just completed is being traced.

See below.

Trap (UND): An undefined opcode was encountered by the

CPU.

Trap (BER): A bus error condition was encountered.
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3.0 Functional Description (continued)

A special case is the Trace Trap (TRC), which is enabled by

setting the T bit in the Processor Status Register (PSR). At

the beginning of each instruction, the T bit is copied into the

PSR P (Trace "Pending") bit. If the P bit is set at the end of

an instruction, then the Trace Trap is activated. If any other

trap or interrupt request is made during a traced instruction,

its entire service procedure is allowed to complete before

the Trace Trap occurs. Each interrupt and trap sequence
handles the P bit for proper tracing, guaranteeing one and

only one Trace Trap per instruction, and guaranteeing that

the Return Address pushed during a Trace Trap is always

the address of the next instruction to be traced.

Note: A slight difference exists between tfie NS32332 and previous Series

32000 CPUs when tracing is enabled.

The NS32332 always clears the P bit in the PSR before pushing the

PSR on the stack. Previous CPUs do not clear it when a trap (ILL)

occurs.

The result Is that an instruction that causes a trap (ILL) exception is

traced by previous Series 32000 CPUs, but is never traced by the

NS32332.

3.8.6 Prioritization

The NS32332 CPU internally prioritizes simultaneous inter-

rupt and trap requests as follows:

1

)

Traps other than Trace (Highest priority)

2) Abort

3) Bus Error

4) Non-Maskable Interrupt

5) Maskable Interrupts

6) Trace Trap (Lowest priority)

3.8.7 Intemipt/Trap Sequences: Detailed Flow

For purposes of the following detailed discussion of inter-

rupt and trap service sequences, a single sequence called

"Service" is defined in Figure 3-30. Upon detecting any in-

temjpt request or trap condition, the CPU first performs a
sequence dependent upon the type of interrupt or trap. This

sequence will include pushing the Processor Status Regis-

ter and establishing a Vector and a Return Address. The
CPU then performs the Service sequence.

For the sequence followed in processing either Maskable or

Non-Maskable intenrupts (on the INT or NMI pins, respec-

tively), see Sec. 3.8.7.1 For Abort Intermpts, see Sec.

3.8.7.4. For the Trace Trap, see Sec. 3.8.7.3, and for ail

other traps see Sec. 3.8.7.2.

3.8.7.1 Maskable/Non-Maskable Interrupt Sequence

This sequence is performed by the CPU when the NMI pin

receives a falling edge, or the INT pin becomes active with

the PSR I bit set. The interrupt sequence tiegins either at

the next instruction boundary or, in the case of the String

instructions, at the next interruptible point during its execu-
tion.

1. If a String instruction was interrupted and not yet com-
pleted:

a. Clear the Processor Status Register P bit.

b. Set "Return Address" to the address of the first byte of

the interrupted instruction.

Otherwise, set "Return Address" to the address of the

next instruction,

2. Copy the Processor Status Register (PSR) into a tempo-

rary register, then clear PSR bits S, U, T, P and I.

3. if the intenrupt is Non-Maskable:

a. Read a byte from address FFFFFFOO-ie, applying

Status Code 0100 (Interrupt Acknowledge, Master,

Sec. 3.4.3). Discard the byte read.

b. Set "Vector" to 1.

c. Go to Step 8.

4. If the interrupt is Non-Vectored:

a. Read a byte from address FFFFFFOOie. applying

Status Code 0100 (Intemjpt Acknowledge, Master:

Sec. 3.4.3). Discard the byte read.

b. Set "Vector" to 0.

c. Go to Step 8.

5. Here the interrupt is Vectored. Read "Byte" from address
FFFFFEOO16, applying Status Code 0100 (Interrupt Ac-
knowledge, Master: Sec. 3.4.3).

6. If "Byte" > 0, then set "Vector" to "Byte" and go to Step
8.

7. If "Byte" is in the range -16 through -1, then the inter-

rupt source is Cascaded. (More negative values are re-

served for future use.) Perform the following:

a. Read the 32-bit Cascade Address from memory. The
address is calculated as INTBASE +4* Byte.

b. Read "Vector," applying the Cascade Address just

read and Status Code 0101 (Interrupt Acknowledge,

Cascaded: Sec. 3.4.3).

8. Push the PSR copy (from Step 2) onto the Intemjpt Stack

as a 16-bit value.

9. Perform Service (Vector, Return Address), Figure 3-30.

Service (Vector, Return Address):

1) Read the 32-bit Extemal Procedure Descriptor from the Interrupt

Dispatch Table: address Is Vector* 4 + INTBASE Register contents.

2) Move the Module field of the Descriptor Into tlie MOD Register.

3) Read the new Static Base pointer from the memory address con-

tained In MOD, placing It Into the SB Register.

4) Read the Program Base pointer from memory address MOD + 8,

and add to it the Offset field from the Descriptor, placing the result

In the Program Counter.

5) Flush queue: Non-sequentlally fetch first Instruction of Interrupt

routine.

6) Push MOD Register Into the Interrupt Stacl< as a 16-blt value. (The

PSR has already twen pushed as a 16-blt value.)

7) Push the Return Address onto the Interrupt Stack as a 32-blt quanti-

ty.

FIGURE 3-30. Service Sequence

Invoked during all interrupt/trap sequences.

3.8.7.2 Trap Sequence: Traps Other Than Trace

1) Restore the currently selected Stack Pointer and the

Processor Status Register to their original values at the

start of the trapped instruction.

2) Set "Vector" to the value corresponding to the trap type.

SLAVE: Vector = 3.

ILL: Vector = 4.

SVC: Vector = 5.

DVZ: Vector = 6.

FLG: Vector = 7.

BPT: Vector = 8.

UNO: Vector = 10
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3) Copy the Processor Status Register (PSR) into a tempo-

rary register, then clear PSR bits S, U, P and T.
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3.0 Functional Description (continued)

4) Push the PSR copy onto the Interrupt Stack as a 16-bit

value.

5) Set "Return Address" to the address of the first byte of

the trapped instruction.

6) Perform Sen/ice (Vector, Return Address), Figure 3-30.

3.8.7.3 Trace Trap Sequence

1) In the Processor Status Register (PSR), clear the P bit.

2) Copy the PSR into a temporary register, then clear PSR
bits S,U and T.

3) Push the PSR copy onto the Interrupt Stacl< as a 1 6-bit

value.

4) Set "Vector" to 9.

5) Set "Return Address" to the address of the next instruc-

tion.

6) Perform Service (Vector, Return Address), Figure 3-30.

3.8.7.4 Abort Sequence

1

)

Restore the cun-ently selected Stack Pointer to its original

contents at the beginning of the aborted instruction.

2) Clear the PSR P bit.

3) Copy the PSR into a temporary register, then clear PSR
bits S, U, T and I.

4) Push the PSR copy onto the Interrupt Stack as a 16-bit

value.

5) Set "Vector" to 2.

6) Set "Return Address" to the address of the first byte of

the aborted Instruction.

7) Perform Service (Vector, Return Address), Figure 3-30.

3.8.7.5 Bus Error Sequence

1 ) The same as Abort sequence above, but set vector to 1 2.

3.9 SLAVE PROCESSOR INSTRUCTIONS

The NS32332 CPU recognizes three groups of instructions

being executable by external Slave Processor:

Floating Point Instruction Set

Memory Management Instruction Set

Custom Instruction Set

Each Slave Instruction Set is validated by a bit in the Config-

uration Register (Sec. 2.1.3). Any Slave Instruction which

does not have its corresponding Configuration Register bit

set virill trap as undefined, without any Slave Processor com-

munication attempted by the CPU. This allows software sim-

ulation of a non-existent Slave Processor.

In addition, each slave instruction will be performed either

through the regular (32032 compatible) slave protocol or

through a fast slave protocol according to the relevent bit in

the configuration register (Sec. 2.1.3).

A combination of one slave communicating with an old pro-

tocol and another with a new protocol is allowed, e.g. 16-bit

FPU (32081) and 32-bit MMU (32382) or vice versa.

3.9.1 16-Bit Slave Processor Protocol

(32032 Compatible)

Slave Processor instructions have a three-byte Basic In-

stniction field, consisting of an ID Byte followed by an Oper-

ation Word. The ID Byte has three functions:

1) It identifies the instruction as being a Slave Processor

Instruction.

2) It specifies which Slave Processor will execute it.

3) It determines the format of the following Operation Word

of the instruction.

Upon receiving a Slave Processor instruction, the CPU initi-

ates the sequence outiined in Figure 3-31. While applying

Status Code 1111 (Broadcast ID, Sec. 3.4.3), the CPU
transfers the ID Byte on the least-significant byte of the

Data Bus (AD0-AD7). All Slave Processors input this byte

and decode it. The Slave Processor selected by the ID Byte

is activated, and from this point the CPU is communicating

only with it. If any other slave protocol was in progress (e.g.,

an aborted Slave instruction), this transfer cancels it.

The CPU next sends the Operation Word while applying

Status Code 1101 (Transfer Slave Operand, Sec. 3.4.3).

Upon receiving it, the Slave Processor decodes it, and at

this point both the CPU and the Slave Processor are aware

of the number of operands to be transferred and their sizes.

The operation Word is swapped on the Data Bus, that is,

bits 0-7 appear on pins AD8-AD15 and bits 8-15 appear

on pins AD0-AD7.

Using the Address Mode fields within the Operation Word,

the CPU starts fetching operand and issuing them to the

Slave Processor. To do so, it references any Addressing

Mode extensions which may be appended to the Slave

Processor instruction. Since the CPU is solely responsible

for memory accesses, these extensions are not sent to the

Slave processor. The Status Code applied is 1 101 (Transfer

Slave Processor Operand, Sec. 3.4.3).

After the CPU has issued the last operand, the Slave Proc-

essor starts the actual execution of the instruction. Upon

completion, it will signal the CPU by pulsing SPC low. To

allow for this SPC is normally held high only by an internal

pull-up device of approximately 5 kfl.

While the Slave Processor is executing the instruction, the

CPU is free to prefetch instructions into its queue. If it fills

the queue before the Slave Processor finishes, the CPU will

wait, applying Status Code 0011 (Waiting for Slave, Sec.

3.4.3).

Upon receiving the pulse on SPC, the GPU uses SPS to

read a Status Word from the Slave Processor, applying

Status Code 1110 (Read Slave Status, Sec. 3.4.3). This

word has the format shown in Figure 3-34. If the Q bit

("Quit", Bit 0) is set, this indicates that an error was detect-

ed by the Slave Processor. The CPU will not continue the

protocol, but will immediately trap through the SLAVE vector

in the Interrupt Table. Certain Slave Processor instructions

cause CPU PSR bits to be loaded from the Status Word.

The last step in the protocol is for the CPU to read a result,

if any, and tt-ansfer it to the destination. The Read cycles

from the Slave Processor are performed by the CPU while

applying Status Code 1101 (Transfer Slave Operand, Sec.

3.4.3).

An exception to the protocol above is the LMR (Load Mem-
ory Management Register) instiiiction, and a conesponding

Custom Slave instruction (LCR; Load Custom Register). In

executing these instructions, the protocol ends after the

CPU has issued the last operand. The CPU does not wait for

an acknowledgement from the Slave Processor, and It does

not read status.
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3.0 Functional Description (continuecQ

Send ID (ID): Code 1111

Xfer Operand (OP): Code 1 101

Read Status (ST): Code 1110

step Status Action

1 10 CPU Sand ID Byte.

2 OP CPU Sends Operaton Word.

3 OP CPU Sends Required Operands

4 - Slave Starts Execution. CPU Pre-fetches-

5 - Slave Pu/ses SPG Low.

6 ST CPU Reads Status Word. (Trap? Alter Flags?)

7 OP CPU Reads Results (If Any).

FIGURE 3-31. 16-Bit Slave Processor Protocol

3.9.2 32-Bit Fast Slave !>rotoeol

Upon receiving a Slave Processor instruction, the CPU Initi-

ates the sequence outlined in Figure 3-32. While applying

Status code 1111 (Broadcast ID Sec. 3.4.2), the CPU trans-

fers the ID Byte on bits AD24-AD31, the operation word on
bits AD8-AD23 in a swapped order of bytes and a non-used

byte xxxxOOOO (x = don't care) on bit AD0-AD7 (Figure

3-33).

Using the addressing mode fields within the Operation word,

the CPU fetches operands and sends them to the Slave

Processor. Since the CPU is solely responsible for memory
accesses, addressing mode extensions are not sent to tfte

Slave Processor. The Status Code applied is 1 101 (Transfer

Slave Processor Operand Sec. 3.4.2). After the GPU has
issued the last operand, the Slave Processor starts the ac-

tual execution of the instruction. Upon completion, it will sig-

nal the CPU by pulsing SDONE or SPC low for one clock

cycle.

Unlike the old protocol, the SLAVE may request the CPU to

read the status by activating the SDONE or SPC line for two
clock cycles instead of one. The CPU will then read the

slave status word and update the PSR Register, unless a
trap is signalled. If this happens, the CPU will immediately

abort the protocol and start a trap sequence using the

Sl^VE vector in the interrupt table.

While the Slave Processor is executing the instruction, the

CPU is free to prefetch instructions Into its queue. If It fills its

queue before the Slave Processor finishes, the CPU will

wait applying status code 0011 (waiting for Slave, Sec.

3.4.2).

Upon receiving the pulse on either SDONE or SPC, the CPU
uses SPC to read the result from the Slave Processor and
transfer it to the destination. The Read cycles from the
Slave Processor are performed by the CPU while applying

Status Code 1101 (Transfer Slave Operand, Sec. 3.4.2).

Status Combinations:

SendiD(IOD):Code1111

Xfer Operand (OP): Code 1 101

Read Status (ST): Code 11 10

step status Action

1 ID CPU sends ID and Operation Word.

2 OP CPU sends required operands (if any).

3

5 ST

Slave starts execution (CPU prefetches).*

Slave pulses SDONE or SPC low.

CPU Heads Status word (only if SDONE or SPC

pulse is two clocl< cycles wide).

6 OP CPU Reads Results (if any).

FIGURE 3-32. 32-Bit Fast Slave Protocol

Certain Slave Processor instructions affect CPU PSR. For

these instructions only the CPU will perform a Read Slave

status cycle as described in 3.9.1.1 before reading the re-

sult The relevent PSR bits will be loaded from the status

word.

bytes byte 2 bytel byteO

ID OPCXDDElow OPCODE high Don't Care

FIGURE 3-33. ID and Opcode Format
for Fast Slave Protocol

3.9.3 Floating Point Instructions

Table 3-4 gives the protocols followed for each Floating

Point instruction. The instructions are referenced by their

mnemonks. For the bit encodings of each instruction, see
Appendix A.

The Operand class columns give the Access Class for each

general operand, defining how the addressing modes are

interpreted (see Instruction Set Reference Manual).

Tfie Operand Issued columns show the sizes of the oper-

ands Issued to the Floating Point Unit by the CPU. "D" indi-

cates a 32-bit Double Word. "I" indicates that the instoiction

specifies an integer size for the operand (B = Byte, W =
Word, D = Double Word), "f" indfcates that the instruction

specifies a Floating Point size for the operand (F = 32-bit

Standard Floating, L = 64-bit Long Floating).

The Returned Value Type and Destination column gives the

size of any returned value and where the CPU places it. The
PSR Bits Affected column indicates which PSR bits, if any,

are updated from the Slave Processor Status Word (Figure

3-34).
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3.0 Functional Description (continued)

TABLE 3-4

Mnemonic

ADDf

SUBf

MULf

DIVf

MOVf

ABSf

NEGf

CMPf

FLOORfi

TRUNCfi

ROUNDfi

MOVFL
MOVLF

MOVif

REMf

SQRTf

POLYf

DOTf

SCALBf

LOGBf

ATAN2f

SICOSf

LFSR

SFSR

Floating Point Instruction Protocols.

>erand

1

Operand 2 Operand 1 Operand 2 Returned Value PSR Bits

Class Class Issued Issued Type and Dest. Affected

read.f rmw.f f ftoOp.2 none

read.f rmw.f f f to Op. 2 none

read.f nnnw.f f f to Op. 2 none

read.f rmw.f f f to Op. 2 none

read.f write.f N/A f to Op. 2 none

read.f write.f N/A f to Op. 2 none

read.f write.f N/A f to Op. 2 none

read.f read.f f N/A N,Z,L

read.f write.! N/A i to Op. 2 none

read.f write.) N/A i to Op. 2 none

read.f write.i N/A 1 to Op. 2 none

read.F write.L N/A L to Op. 2 none

read.L wtite.F N/A F to Op. 2 none

read.i write.f N/A f to Op. 2 none

read.f rmw.f f ftoOp.2 none

read.f write.f N/A f to Op.2 none

read.f read.f f ftoFO none

read.f read.f f ftoFO none

read.f rmw.f f f to Op.2 none

read.f write.f N/A f to Op.2 none

readf rmw.f f f to Op.2 none

read.f rmw.f N/A ftoOp.2&F0 none

read.D N/A D N/A N/A none

N/A write.D N/A N/A D to Op. 2 none

D = Double Word

i = Integer size (B,W,D) specified in mnemonic,

f = Floating Point type (F.L) specified in mnemonic

N/A = Not Applicable to this instruction.

00000000 NZFOOLOO

7NewPSRBitValue(s)<

"Quit" ; Terminate Protocol. 1Hp(FPU).

TL/EE/e673-44

FIGURE 3-34. Slave Processor Status Word Format

Any operand indicated as tjeing of type "f" will not cause a

transfer If the Register addressing mode is specified. Tliis is

because ttie Floating Point Registers are ptiysically on tfie

Floating Point Unit and are tinerefore available without CPU
assistance.

3.9.4 Memory Management Instructions

Table 3-5 gives the protocols for Memory Management in-

structions. Encodings for these instructions may be found in

Appendix A.

In executing the RDVAL and WRVAL instructions, the CPU
calculates and issues the 32-bit Effective Address of the

single operand. The CPU then performs a single-byte Read

cycle from that address, allowing the MMU to safely abort

the instruction if the necessary information is not currently in

physical memory. Upon seeing the memory cycle complete,

the MMU continues the protocol, and returns the validation

result in the F bit of the Slave Status Word.

The size of a Memory Management operand is always a 32-

bit Double Word. For further details of the Memory IVIanage-

ment Instruction set, see the Instruction Set Reference

Manual and the MMU Data Sheet.
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3.0 Functional Description (continued)

TABLE 3-5

Memory Management Instruction Protocols.

Operand 1 Operand 2 Operand 1 Operand 2 Returned Value
Mnemonic Class Class Issued Issued Type and Dest.

RDVAL* addr N/A D N/A N/A
WRVAL' addr N/A D N/A N/A

LMR* read.D N/A D N/A N/A
SMR' write.D N/A N/A N/A DtoOp. 1

PSR Bits

Affected

F

F

none

none

Note:

In the RDVAL and WRVAL instructions, ttie CPU issues the addi^ss as a Double Word, and perfomis a single-byte Read cycle from that memoiy
details, see the Instruction Set Reference Manual and the Memory Manageinerrt Unit Data Sheet

D = Double Word

* = PrMleged instnjction: will trap if CPU is in User Mode.

N/A = Not Applicable to this instnjction.

3.9.5 Custom Slave Instructions

Provided in the NS32332 is tine capability of communicating

with a user-defined, "Custom" Slave Processor. The in-

struction set provided for a Custom Slave Processor defines

the instnjction formats, the operand classes and the com-
munication protocol. Left to the user are the interpretations

of the Op Code fields, the programming model of the Cus-
tom Slave and the actual types of data transferred. The pro-

tocol specifies only the size of an operand, not its data type.

Table 3-6 lists the relevant information for the Custom Slave

instruction set. The designation "c" Is used to represent an

operand which can be a 32-bit ("D") or 64-bit ("Q") quantity

in any format; the size is detemnined by the suffix on the
mnemonic. Similarly, an "i" indicates an integer size (Byte,

Word, Double Word) selected by the con-esponding mne-
monic suffix.

Any operand indicated as t)eing of type "c" will not cause a
transfer If the register addressing mode is specified. It Is

assumed in this case that the slave processor is already

holding the operand internally.

For the Instruction encodings, see Appendix A.

COwMW
CO

Z
CO
CA
IS»
CO
CO

CO
CO
N>
CO
CO

2-49



C4m
CO
CM
CO

CM
CO
CO
CM
CO
CO

CM
CO
CO
CM
CO
(O

3.0 Functional Description (Continued)

TABLE 3-6

Custom Slave Instruction Protocols.

Operand 1 Operand 2 Operand 1 Operand 2 Returned Value PSR Bits

Mnemonic Class Class Issued Issued Type and Dest. Affected

CCALOc read.c rmw.c c c c to Op. 2 none

CCALIc read.c rmw.c c c c to Op. 2 none

CCAL2C read.c mw.c c c c to Op. 2 none

CCAL3C read.c rmw.c c c c to Op. 2 none

CCAL4C read.c rmw.c c c c to Op.2 none

CCAL5C read.c rmw.c c c c to Op.2 none

CCAL6C read.c rmw.c c c c to Op.2 none

CCAL7C read.c rmw.c c c c to Op.2 none

CGAL8C read.c read.c c c c to c.reg none

CCAL9C read.c read.c c c c to c.reg none

CMOVOc read.c write.c c N/A c to Op. 2 none

CMOVI0 read.c write.c c N/A c to Op. 2 none

CM0V2C read.c write.c c N/A c to Op. 2 none

CMOV3C read.c write.c c N/A to Op.2 none

CM0V4C read.c write.c c N/A c to Op.2 none

CM0V5C read.c write.c c N/A ctoOp2 none

CM0V6C read.c write.c c N/A c to Op.2 none

CM0V7C read.c write.c c N/A c to Op.2 none

CCMPOC read.c read.c c C N/A N,Z,L

CCMP1C read.c read.c c C N/A N,Z,L

CCVOci read.c write.! c N/A i to Op. 2 none

CCVIci read.c write.! c N/A ! to Op. 2 none

CGV2ci read.c write.! c N/A i to Op. 2 none

CCVSic read.i write.c ! N/A C to Op. 2 none

CCV4DQ read.D write.Q D N/A Q to Op. 2 none

CCV5QD read.Q write.D Q N/A to Op. 2 none

LCSR read.D N/A D N/A N/A none

SCSR N/A write.D N/A N/A D to OP. 2 none

CATSTO* addr N/A D N/A N/A F

CATST1* addr N/A D N/A N/A F

LCR* read.D N/A D N/A N/A none

SCR* write.D N/A N/A N/A to Op.1 none

Note:

D ^ Double Word

i = Integer size (B,W,D) specified in mnemonic.

c - Custom size {D:32 tiits or 0:64 bits) specified in mnemonic.

• = Privileged instnjction: will trap if CPU is in User Mods.

N/A = Not Applicable to this Instruction.
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4.0 Device Specifications

4.1 NS32332 PIN DESCRIPTIONS

The following is a brief description of all NS32332 pins. The
descriptions reference portions of the Functional Descrip-

tion, Section 3.

Unless otherwise indicated, reserved pins should be left

open.

4.1.1 Supplies

Logic Power Vccli, 2 +5V positive supply.

Buffers Power (Vccbi, 2, 3, 4, 5): +5V positive supply.

Logic Ground (GNDLI, GNDL2): Ground reference for on-

chip logic.

Buffer Grounds (GNDB1, GNDB2, GNDB3, GNDB4,
GNDB5, GNDB6): Ground references for on-chip drivers.

Back Bias Generator (BBG): Output of on-chip substrate

voltage generator.

4.1.2 Input Signals

Clocics (PHI1, PHi2): Two-phase clocl<ing signals.

Ready (RDY): Active high. While RDY is not active, the CPU
adds wait cycles to the cun-ent bus cycle. Not applicable for

slave cycles.

Hold Request (HOLD): Active low. Causes the CPU to re-

lease the bus for DMA or multiprocessing purposes.

Note: If the HOLD signal is generated asynchronously, it's sat up and hold

times may be violated. In this case it is recommended to synchronize

it with CTTL to minimize the possibility of metastabie states.

The CPU provides only one synchronization stage to minimize the

HLDA iatency. This is to avoid speed degradations in cases of heavy
HOLD activity (i.e. DMA controller cycles interleaved with CPU
cycles.)

Interrupt (iFTf): Active low. Maskable Intemipt request.

Non-IUaskable Interrupt (NiSi): Active low. Non-Maskable
Interrupt request.

Reset/Abort (RST/ABT): Active low. If held active for one
clock cycle and released, this pin causes an ABORT. If held

longer, it is interpreted as RESET.

Bus Error (BER): Active low. When active, indicates that an
error occurred during a bus cycle. It is treated by the CPU as
the highest priority exception after RESET. Not applicable

for slave cycles.

Bus Retry (BRT): Active low, when active, the CPU will re-

execute the last bus cycle. Not applicable for slave cycles.

Bus Width (BW1, BWO): Define the bus width (8, 16, 32) in

every bus cycle. 01-8 bits, 10-16 bits, 11-32 bits. 00 is a
reserved combination. Not applicable for slave cycles.

Burst in (BIN): Active low. When active, the CPU may per-

form burst cycles.

Float (FLT): Active low. Float command input. In non-
memory managed systems, this pin should be tied to Vqc
through a 10 kn resistor.

Data Timing/Slave Processor Control (DT/SDONE): Ac-
tive low. Used by a 32-bit slave processor to acknowledge
the completion of an instruction and/or indicate that the
slave status should be read (Section 3.9.2). Sampled on the
rising edge of reset to select the data timing during write

cycles (Section 3.3).

4.1.3 Output Signals

Address Strobe (ADS): Active low. Controls address latch-

es, indicates the start of a bus cycle.

Data Direction in (DDIN): Active low. Indicates the direc-

tions of data transfers.

Byte Enables (BE0-BE3): Active low. Enable the access of

bytes 0-3 in a 32 bit system.

Status (ST0-ST3): Bus cycle status code, STO least signifi-

cant. Encodings are:

0000 — Idle: CPU Inactive on Bus.

0001 — Idle: WAIT Instnjction.

0010 — (Reserved).

0011 — Idle: Waiting for Slave.

0100 — Interrupt Acknowledge, Master.

0101 — Interrupt Acknowledge, Cascaded.
01 10— End of Inten-upt, Master.

01 1 1 — End of Interaipt, Cascaded.
1000 — Sequential Instruction Fetch.

1001 — Non-Sequential Instruction Fetch.

1010— Data Transfer.

1011 — Read Read-Modify-Write Operand.

1 100— Read for Effective Address.

1 101 — Transfer Slave Operand.

1 1 1 — Read Slave Status Word.
1 1 1 1 — Broadcast Slave ID.

Status Strobe (STS): Active low. Indicates that a new
status (ST0-ST3) is valid. Not applteable for slave cycles.

Multiple Cycle/Exception Status (MC/lXS): Active low.

This signal is activated during the access of the first part of

an operand that crosses a double word address boundary.

It is also activated during Abort Acknowledge and when a
fatal bus error occurs.

Hold Acknowledge (HLDA): Active low. Activated by the

CPU in response to HOLD input. Indicates that the CPU has
released the bus.

User/Supervisor (U/S): User or Supervisor Mode status.

interlocked Operation (ICO): Active low. Indicates that an
interlocked cycle is being performed.

Program Flow Status (PFS): Active low. A pulse that indi-

cates the beginning of an instruction execution.

Burst Out (BOUT): Active low. When active, indicates that

the CPU will perform burst cycles.

4.1.4 Input Output Signals

Address/Data 0-31 (AD0-AD31): Multiplexed address
and data lines.

Slave Processor Control (SPC): Active low. Used by the

CPU as a data strobe output for slave processor transfers.

Used by a 16-bit slave processor to acknowledge the com-
pletion of an instruction.
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4.0 Device Specifications (continued)

Specifications for Military/Aerospace products are not

contained in this datasheet. Refer to the associated

reiiability electricai test specifications document.

4.2 ABSOLUTE MAXiMUM RATINGS

Temperature Under Bias 0°C to + 70°C

Storage Temperature - 65°C to + 1 50°C

All Input or Output Voltages with

Respect to GND - 0.5V to + 7V

Power Dissipation 3 Watt

Note: Absolute maximum ratings indicate limits beyond

which permanent damage may occur. Continuous operation

at these limits is not intended; operation should be limited to

those conditions specified under Electrical Characteristics.

4.3 ELECTRICAL CHARACTERiSTiCS Ta = 0° to + 70°C, Vqc = 5V ± 5%, GND = OV

Symbol

V|H

V|L

VCH

VCL

VCRT

VOH

Vol

l|LS

O(0Fi=)

Ice

Parameter

Logical 1 Input Voltage

Logical Input Voltage

Logical 1 Clock Voltage

Logical Clock Voltage

Clock Input Ringing Tolerance

Logical 1 Output Voltage

Logical Output Voltage

SPC Input Current (low)

Input Load Cun'ent

Output Leakage Current (Output

pins in TRI-STATE condition)

Active Supply Current

Conditions

PHI1,PH12 pins only

PHM,PHI2 pins only

PHI1,PHI2 pins only

Iqh = -400 (j^A

Iql = 2 mA

V|N = 0.4V, SPC in input mode

< V|N ^ Vcc, All inputs except

PHI1,PHI2,AT/SPC

0.4 £ VouT ^ Vcc

loUT = 0, Ta = 25°C

Min

2.0

-0.5

Vcc -0.5

-0.5

-0.5

2.4

0.05

-20

-20

Typ

320

Max

Vcc +0.5

0.8

Vcc +0.5

0.3

0.5

0.45

1.0

20

20

450

Connection Diagram'

N @®@@®®®@®@©
M @0@@@®©@@®@0@
L ® ® ® ®
K ® ® @®
J ® ® 0®
H ® ® ® ®
G ® ® NS32332 ® ®
F ® ® ® ®
E ® ® ® ®
D ® ® ® ®
C @ ® ® ® ®
B ®0®®®®®®®®®©®
A ®®®®@®@®@®®

NS32332 PInout Descriptions

84 Pin Grid Array

1 2 3 4 5 6 7 8 9 10 11 12 13

TL/EE/8673-45

Bottom View
FIGURE 4-1. Pin Grid Array Pacloge

AMP sockets are raoommended for use with NS32332 CPU. AMP sockets are manufactured by AMP INCORPORATED, Harrtsburg PA.

Units

mA

)iA

fiA

mA

Desc Pin Desc Pin Desc Pin

GNDB1 B1 AD29 N6 BOUT El 2

AD6 B2 AD30 M6 SPC D13

AD7 01 AD31 N7 MC/EXS D12

ADS C2 VCCL1 M7 VCCB5 C13

ADS D1 VCCL2 N8 ADS C12

AD10 D2 INT MB GNDB6 B13

A011 El NMI N9 DDIN A12

GNDB2 E2 'RESERVED M9 BEO B12

AD12 F1 •RESERVED N10 BET A11

AD13 F2 •RESERVED M10 EE2 B11

AD14 G1 •RESERVED Nil BE3 A10

AD15 Q2 ira M11 HLDA B10

VCCB2 HI VCCB4 N12 HOLD A9

AD16 H2
J1

ST3
ST2

M13
M12

RDY B9

AD17 dt/SdOnE A8

AD18 J2 ST1 L13 PHI 2 B8

AD19 K1 STO LI 2 PHI1 A7

GNDB3 K2 STS K13 BBG B7

AD20 LI GNDB5 K12 GNDL2 Ae

AD21 L2 PFS J13 GNDL1 B6

AD22 Ml U/S J12 VCCBI AS

AD23 N2 BW1 H13 ADO B6

VCCB3 M2 BWO H12 AD1 A4

AD24 N3 BIN Q13 AD2 B4

AD25 M3 FLT G12 AD3 A3

AD26 N4 RST/ABT F13 AD4 B3

AD27 M4 BRT F12 ADS A2

GNDB4 N5 BER El 3 POSITION PIN C3

AD26 MS
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4.0 Device Specifications (continued)

4.4 SWITCHING CHARACTERISTICS ABBREVIATIONS:

4.4.1 Definitions L.E. — leading edge R.E. — rising edge

All the timing specifications given in this section refer to T.E. — trailing edge F.E. — falling edge

2.0V on the rising or falling edges of tfie clock phases PHI1

and PHI2 and 0.8V or 2.0V on all other signals as Illustrated

Ijelow, unless specifically stated otherwise.

PWn 2.0V- . PHn

)
C 2.0V

2.4V2.4V

S, SK31

\.

siai

•SIGIl \
\— 0.45V

O.BV -^^ *
,„ 1

SKS2

tSIG2h /

SIG2

/
2.y -^ •S!G2h

4.4.2 T

4.4.2.1

TL/EE/8673-46 TL/EE/8673-47

FIGURE 4-2. Timing Spedflcatlon standard fiqure 4-3. Timing Specification Standard
(Signal Valid After Clock Edge)

(Sig„a, vaiid Before Clock Edge)

Iming Tables

Output Signals: Internal Propagation Delays, NS32332-10, NS32332-12, NS32332-15*

Maximum times assume capacitive loading of 100 pF.

*1S MHz Timing is Advance Information

Symbol Figure Description
Reference/

Conditions

NS32332-10 NS32332-12 NS32332-15*
Units

Min Max Min Max Min Max

tALv 4-5 Address bits 0-31 valid after R.E., PHI1 T1 60 35 ns

Ulu 4-5 Address bits 0-31 hold after R.E.,PHI1T2/Tmmu 5 5 ns

tDv 4-5 Data valid (write cycle) afterR.E., PHI1T3orT2 50 38 ns

tDh 4-5 Data hold (write cycle) after R.E.,

PHIInextTlorli
ns

'ALADSs 4-4 Address bits 0-31 setup before ADS reaches 2.0V 25 20 ns

tALADSh 4-17 Address bits 0-23 hold after ADS reaches 2.0V 10 10 ns

•ALf 4-4 Address bits 0-31

floating (no MMU)
after R.E.,PHI1T2/Tmmu 25 18 ns

'ALMf 4-17 Address bits 0-31

floating (by FLT line)

after R.E.,PHI1T2/Tmmu 25 23 ns

'STSa 4-3,4-5 STS signal active (low) afterR.E., PHI1T4 of

previous bus cycle or Ti

35 25 ns

tSTSia 4-3,4-5 STS signal Inactive afterR.E., PHI2T4 of

previous bus cycle or Ti

45 34 ns

nstSTSw 4-3 STS pulse width at 0.8V (both edges) 35 24

tBErv 4-4,4-6 BEn signals valid

(Operand Read Cycles Only)

after R.E.,PHI2,T4 or Ti
140 95 ns

tBEv 4-5,4-6 BEn signals valid afterR.E.,PHI2,T4orTi 85 58 ns

tBEh 4-4 BEn signals hold after R.E.,PHI2. 14 ns

tSTv 4-5 Status (ST0-ST3) valid afterR.E., PHI1T4
(before TI, see note)

50 35 ns

tSTh 4-5 Status (ST0-ST3) hold after R.E., PHI1T4 (after TI) ns

wM
(a
to

u
row
CO
lo

COw
roww
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4.0 Device Specifications (continued)

4.4.2.1 Output Signals: Internal Propagation Delays, NS32332-10, NS32332-12, NS32332-15' (Continued)

•15 MHz Timing Is Advance Information

Symbol Figure Description
Reference/

Conditions

NS32332-10
{
NS32332-12

|

NS32332-15'
| Units

Min Max MIn Max MIn Max

« tODINv 4-4 DDIN signal valid after R.E.. PHI1 T1 35 25 ns

^ tDDINh 4-4 DDIN signal hold afterR.E., PHIInextTlorTi ns

^ UoSa 4-5 ADS signal active (low) after R.E., PHI1 T1 35 26 ns

^ UoSia 4-5 ADS signal inactive after R.E.,PHI2T1 45 29 ns

2J tADSw 4-5 ADS pulse width at 0.8V (both edges) 35 24 ns

tMCa 4-1,4-2 mC signal active (low) after R.E.,PHI1T1 50 38 ns

s; tMCia 4-1,4-2 MC signal Inactive after R.E.,PHI1T1

orTSO^urst)

50 38 ns

tALf 4-14 AD0-AD31 floating

(caused by HOLD)
after R.E.,PHI1T1 25 18 ns

Uosf 4-14,

4-15

ADS floating

(caused by HOLD)
after R.E., PHI ITi 55 40 ns

tBEf 4-14,

4-15

BEn floating

(caused by HOLD)

after R.E.,PHI1Ti 55 40 ns

tODINf 4-14,

4-15

DDIN floating

(caused by HOLD)
after R.E.,PHI1TI 55 40 ns

tHLDAa 4-14,

4-15

HLDA signal active (low) after R.E.,PHI1T4 75 55 ns

tHLDAia 4-16 HLDA signal inactive after R.E.,PHI1Ti 75 55 ns

tADSr 4-16 ADS signal returns from

floating (caused by HOLD)
afterR.E., PHIITi 55 40 ns

tBEr 4-16 BEn signals return from

floating (caused by HOLD)
after R.E.,PHI1Ti 55 40 ns

tDDINr 4-16 DDIN signal returns from

floating (caused by HOLD)
after R.E., PHI1 T\ 55 40 ns

tDDlNf 4-17 DDIN signal floating

(caused by FLT)

after FLT F.E. 50 38 ns

tDDINr 4-18 DDIN signal returns from

floating (caused by FLT)

after FLT R.E. 40 28 ns

tSPCa 4-19 SPC output active (low) after R.E., PHI1 T1 30 21 ns

tsPGia 4-19 SPC output inactive after R.E., PHI1 T4 2 35 2 26 ns

tSPCnf 4-22 SPC output nonforcing after R.E.,PHI2T4 10 8 ns

tDv 4-19 Data valid (slave

processor write)

afterR.E., PHIITI 50 38 ns

tDh 4-19 Data hold (slave

processor write)

after R.E., PHI1

nextTI orTi

ns

tpFSw 4-24 PFS pulse width at 0.8V (both edges) 70 45 ns

tpFSa 4-24 PFS pulse active (low) after R.E.,PHI2 50 38 ns

tpFSia 4-24 PFS pulse Inactive after R.E.,PHI2 50 38 ns

kjSv 4-31 U/S signal valid after R.E.,PHI1T4 48 35 ns

tuSh 4-31 U/S signal hold after R.E.,PHI1T4 10 6 ns

tNSPF 4-26 Nonsequential fetch to

nextPR clock cycle

after R.E., PHI1 T1
4 3 «Cp

tpFNS 4-25 PFS clock cycle to next

non-sequential fetch

before R.E., PHI1 T1
4 3 «cp

tSTSf 4-14,

4-15

STS floating (HOLD) after R.E.,PHI1Ti 55 40 ns
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4.0 Device Specifications (continued)

4.4.2.1 Output Signals: Internal Propagation Delays, NS32332-10, NS32332-12, NS32332-15' (Continued)
*15 MHz Timing is Advance Information

Symbol Figure Description
Reference/

Conditions

NS32332-10 NS32332-12 NS32332-15'
Units

Min Max Min Max Min Max
tSTSr 4-16 STS not floating (HOLD) after R.E., PHI1 Ti, T4 55 40 ns

teOUTa 4-4,

4-6,

4-9

BOUT output active after R.E., PHI2 Tmmu
100 66 ns

tBOUTia 4-4,

4-6,

4-9

BOUT output inactive after R.E.,PHI2

T3orT4 75 50 ns

'iLOa 4-13 ILO signal active after R.E., PHI1 T4 50 38 ns

tiLOia 4-13 LO signal inactive after R.E., PHI1 Ti 50 38 ns
Note: Every memory cycle starts with T4, during which Cycle Status Is applied. If the CPU was idling, the sequence will be" Ti T4 T1 "

If the CPU was
not idling, the sequence will be: ".

. . T4, TI . .
.".

4.4.2.2 Input Signal Requirements: NS32332-10, NS32332-12, NS32332-15*

*15 MHz Timing is Advance Information

Symbol Figure Description
Reference/

Conditions

NS32332-10 NS32332-12 NS32332-15*
Units

Min Max Min Max Min Max
tpWH 4-29 Power stable to

RST R.E.

after Vcc
reaches 4.5V

50 33 liS

tois 4-4 Data in setup

(read cycle)

before F.E., PHI2 T3
10 7 ns

tolh 4-4 Data in hold

(read cycle)

after R.E., PHI1 T4
10 6 ns

'HLDa 4-14,

4-15

HOLD active (low) setup

time (see note)

before F.E., PHI2

T2/Tmmu or T3 or Ti
25 17 ns

tHLDia 4-16 HOLD inactive setup

time

before F.E.,PHI2Ti
25 17 ns

tHLDh 4-14,4-15,

4-16

HOLD tioid time after R.E.,PHI1

TiorT3 ns

tPLTa 4-17 FLT active (low)

setup time

before F.E., PHI2

Tmmu 25 17 ns

tPLTia 4-18 FLT inactive setup

time

before F.E.,PHI2T3
25 17 ns

tRDYs 4-4, 4-5,

4-6

RDY setup time before F.E., PHI1 T3
25 17 ns

tRDYh 4-4, 4-5,

4-6

RDY hold time after F.E., PHI2 T3
ns

Ubts 4-27 AST setup time

(l-LT inactive)

before F.E., PHI2

T2/Tmmu
20 13 ns

'abts 4-28 ABT setup time

(FLT active)

before F.E.,PHI2Tf
20 13 ns

'ABTh 4-27,

4-28

ABT hold time after R.E., PHI1 T3
ns

'RSTs 4-29, 4-30 RST setup time before F.E., PHI1 20 13 ns

tRSTw 4-29, 4-30 RST pulse width at 0.8V (both edges) 64 64 tCD

tiNTs 4-32 INT setup time before F.E., PHI1 20 13 ns

tNMIw 4-33 NMI pulse width at 0.8V (both edges) 40 27 ns

tois 4-22 Data setup (slave

read cycle)

before F.E., PHI2 TI
10 7 ns

tolh 4-22 Data hold (slave

read cycle)

after R.E., PHI1 T4
10 7 ns

COuMWW
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4.0 Device Specifications (continued)

4.4.3 Timing Diagrams

PHI 2

ISTSi

STS

n T2/Tmmu T3

tODIHv-

V

_rtn_n_rLnj
M_|-*^ ISTSij

-lALF

f ADDRESS \
VAUD

1

T3 T4 Tl OR Ti

X

DATA IN ]

iDIS

(2|SEa-3

(1)mc;e)S

BOUT

n_rL

— i^ NEXT A

.[
NEXT

(HIGH)

z
COwMWu
lO

z
CO
CO
lO
CO
COM
I

CO
CO
lO
CO
CO
IS>

TL/EE/S673-4S

Note 1; Asserted (low) when the bus transaction crosses a double-word boundary (address bits AO-1 wrap around during the transaction).

Note 2: BE0-BE3 are all active during Iristructlon fetch cycles.

FIGURE 4-4. NS32332 Read Cycle Timing
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4.0 Device Specifications (continued)

PHI 2

tSTSa

STS

STO-3

tST»

T4 Tl

j"LrLrL

.jirin

M

BVW-1

rLnj

STATUS VAUO

tif"
' ADDRESS ''

VALID

rrt

T
t»OYs-

i

\i

n_rL

NEXT STATUS

DATA OUT

4— iROTIl

/

" iDh

I NEXTADDR

^ tROVh

mmm

\ NEXT

MEfEXS

(HIGH)

FIGURE 4-5. NS32332 Write Cycle Timing

TL/EE/B673-49
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4.0 Device Specifications (Continued)

I
T4

I
T1 iTmilHl

I

T3
I

T4
I

T3
I

T4
I

T3
I

T3
I

T4
I

T3
I
H

I

T1 |
Tmmu

|

T3 | T4 |
T3

|
T4 |T1 OR Tlj

™m
IjijijijTnjTrLrLiijn_n_rL^^

IA/

BB0T

u
>

VIRT ADDR

VALID

:\.

f

DATA

IN

NIBBLE 1 NIBBLt Z niDDLE 3

DATA

IN

'BINl -H —

a

\y

DATA

IN

DATA VIRT ADDR

1^ 'Bourii

— I— IK*p

£
o

V

U"

CD—o-k::
DATA

IN

DATA NEXT ADDR

TL/6e/8e73-50

FIGURE 4-6. NS32332 Burst Cycle Timing

(instruction fetches followed by Operand Reads)

V)
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lO

w
roww
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w
loww
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4.0 Device Specifications (continued)

T4 T1 TZ/Tmniu T3 T4 Ti T4 T1 TZ/Tmmu

1

"'iiJiJiJiJrLn_riLn_n_rL
RETRIED CYCLE

ITS \J

V
\J w

ADS

iBBIs -» "- tBBTIl

w
BRT ^^

RETRY
_/

TL/EE/8673-61

FIGURE 4-7. Bus Retry During Kormal Bus Cycle

PHM

i_n_n_run_i
STS "V

V

T2/Tmmu

iBRTs

1

n_n_rL

/

\/

T1 T2/Tmmu

NEXT BUS CYCLE

w
- tBRTs

FIGURE 4-8. BRT Activated, but no Bus Retry

TL/EE/8673-52
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4.0 Device Specifications (continued)

"'•iJiJui_n_nji_n

"iiJijijiJTJTJriJ

A/
V

tsnTs

SBDT \

1

RETRIED CrCLE

(FOR NIBBLE 2)

\r~

— tBRTh

taOUTa

\

£
teOUTia

NIBBLE 1 NIBBLE 2

FIGURE 4-9. Bus Retry During Burst Bus Cycle

mil

PHI 2 1

T4

ru
T1

PL

_n

T2/1

n
nunu

n.

T3

n

T4

nj

_n

r3

1.

T4

.n

T1 T2/Tmmu

_ruT
*NEn BUS CYCLE

m \7
\

\j

m w
tBBTs—

*|

/ V

, ^ " tBRTs

1

bSt

\ /

BBuT V. t^mmJ
NIBBLf 1 NIBBU 2

'The next bus cycle is a normal bus cycle used to read data ottierwise read as nibble 3 of the burst cycle (if BRT not activated) or other data.

FIGURE 4-10. BRT Activated During Burst Bus Cycle, but no Bus Retry

a>
CO
to
Cd
CO
INS

CO
CO
lO
CO
CO
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CO
CO
IS»
I

U1

TVEE/aSTS-Sa

TL/EE/8673-54
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4.0 Device Specifications (continued)

PHIi

STS

i_n^iJT_rLn_n_n_rLrL

"V
\j

\7

LJ
- tBERh

TL/EE/8673-55

FIGURE 4-11. Bus Error During Normal Bus Cycle

ijxaj

BER

BOUT

"V
V

n-TLruT-njuT

V

-^tBERII

\^

NIBBLE 1 NIBBLE 2

FIGURE 4-12. Bus Error During Burst Bus Cycle

/
TL/EE/8673-56
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4.0 Device Specifications (continued)

T4* Tl nnmm T3 T4

ijiJiJi_rLrLri-n^-rLrLn-rLr

A/
V
V

-tius

/

u

Tl T2/Tmmi T3 T4

v/

f Dummy Read cycle with the address of the interlocked operand.

FIGURE 4-13. Timing of Interlocked Bus Transactions

CO

lowM

z
(/)w
ro
COw
to

Z
CO
COM
CO
CO

TL/EE/BS73-57

[
T2n'inmu OR

T3in

ADS
DDIN

'-
I

'HLDa ^5

c
AD0-AD23 r

STS[~T

itHLDh

\
'hL[ Aa

'BEf

n

>
'ADSf
'DDINf

%
< <ALf

n

(FLOATING)

"^LOATTNG)

-i-
(FLOATING)

'
(FLOATING)

TL/EE/8673-58

FIGURE 4-14. Floating by HOLD Timing (CPU Not Idle Initially)

Note that whenever the CPU is not idling (not in Ti), the HOLD request (HOLD low) must be active tHLDa before the falling edge

of PHI2 of the clock cycle that appears two clock cycles before T4 (TX1) and stay low until tHLDh after the rising edge of PHI1 of

the clock cycle that precedes T4 (1X2) for the request to be acknowledged.
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4.0 Device Specifications (continued)

Ti

™4_n

n
n

n
\

n
n

^.
tADSf

tDDINf

\ (FLOATING)

•—>^ll

n_

\| (FLOATING)

(FLOATING)

-ISTSI

^1 (FLOATING)

FIGURE 4-15. Floating by HOLD Timing (CPU initially idle)

Note that during Ti1 the CPU is already idling.

IJI

i

n
n
/

Aos, Soiii

r (FLOATING)

ADO-031 ——

(FLOATING)

(FLOATING)

n

/
-iHLMil

n ji_

tDDlHi

-trasr

<.

(FLOATING)

\7
JO

r (FLOATING) L
STS ——.— —^—— .— ^i——^\7

FIGURE 4-16. Release from HOLD

TL/EE/8673-59

TL/EE/8673-60
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4.0 Device Specifications (continued)

CPU STATES
MMU STATES

Tmmu
Tmmu

\
_/(FL0AT1NG)> '

Tf

T4

'ALAOSh

BE0-BE3

1
^ODINf

FIGURE 4-17. FLT Initiated Cycle Timing

Tf

Tl

n.

in

ww
lO

COw
lOwM

COW
lO
<>>w

TUEE/8e73-61

CPU STATES

MMU STATES

PHI1 —

Tf

Tmrnu

T3 T4 nORTI

PHI2

—FLT
(MMU) J <R Tla

AD0-AD31
(CPU)

—
<

lATA

ooiii Htc)DINr
(CPU)

(CPU) \ /

BES-6E3 X x

TL/EE/8673-62

FIGURE 4-18. Release from FLT Timing

Note that when FLT is deasserted the CPU restarts driving DDIN before the MMU releases it. This, however, does not cause any

conflict, since tsoth CPU and MMU force DDIN to the same logic level.
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4.0 Device Specifications (continued)

•[J

ADO-31
(ADO-IS) 1

STO-3

AOS

lOv

SPC \l___
"- —-f'SPCa

STATUS VALID

JT.

•SPCia

— <0h

XNEXT CYCLE
STATUS I
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FIGURE 4-19. Slave Processor Write Timing
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FIGURE 4-20. Slave Processor Read Timing

SPC

(FROM CPU)

SMNE
(FROM SUWE)

_n_n
* U tSPCil

At't/—^ •— tsDNil

't

n_n_rL_r

•" t5D«ST« '\

TL/EE/8673-e3

FIGURE 4-21. OT/SDONE Timing (32-Bit Slave Protocol)

SPC

(FROM CPU)

SPC

(FROM SLAVE)

__ri_n."LTUTJl-n-
* \* tSTCiif

r^-r—^--^—

TL/EE/8673-66

FIGURE 4-22. SPC Timing (16-Bit Slave Protocol)

After transfeiring last operand to a Slave Processor, CPU
turns OFF driver and holds SPC high with internal 5 kfl pullup.
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4.0 Device Specifications (continued)
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FIGURE 4-24. Relationship of PFS to Clock Cycles
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FIGURE 4-25. Guaranteed Delay, PFS to Non-Sequential Fetch
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FIGURE 4-26. Guaranteed Delay, Non-Sequential Fetch to PFS
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4.0 Device Specifications (continued)
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FIGURE 4-27. Abort Timing, FLT Not Applied
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FIGURE 4-28. Abort Timing, FLT Applied
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FIGURE 4-29. Powei^On Reset
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4.0 Device Specifications (continued)
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FIGURE 4-30. Non-Power-On Reset
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FIGURE 4-31. U/S Relationship to Any Bus Cycle— Guaranteed Valid Interval
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FIGURE 4-32. INT Interrupt Signal Detection
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FIGURE 4-33. NMl Interrupt Signal Timing



N
CO
CO
CM
CO
(Oz
CM

I

CM
CO
CO
CM
CO
(OZ

CM
CO
CO
CM
CO
COz

reg=

cond =

Appendix A: Instruction Formats

NOTATIONS

i= Integer Type Field

B = 00 (Byte)

W = 01 (Word)

D = 11 (Double Word)

i= Floating Point Type Field

F = 1 (Std. Floating; 32 bits)

L = (Long Floating: 64 bits)

0= Custom Type Field

D = 1 (Double Word)

Q = (Quad Word)

op= Operation Code

Valid encodings sliown with each format,

gen, gen 1, gen 2 = General Addressing Mode Field

See Sec. 2.2 for encodings.

General Purpose Register Number

Condition Code Field

0000 = EQual: Z = 1

0001 = Not Equal: Z =

0010 = Carry Set: C = 1

001

1

= Carry Clear: C =

0100 = Higher: L = 1

0101 = Lower or Same: L =

0110 = Greater Than: N = 1

0111 = Less or Equal: N =
1000 = Flag Set F = 1

1001 = Flag Clear: F =
1010 - LOwer L = and Z =

1011 = Higher or Same: L = 1 orZ = 1

1 100 = Less Than: N = and Z =

1 101 = Greater or Equal: N = 1 or Z = 1

1110 = (Unconditionally True)

1111= (Unconditionally False)

= Short Immediate value. May contain

quick: Signed 4-bit value, in IWOVQ, ADDQ,

CMPQ, ACB.

cond: Condition Code (above), in Soond.

areg: CPU Dedicated Register, in LPR, SPR.

0000 = US
0001 - 0111 = (Reserved)

1000 = FP

1001 = SP

1010 = SB

1011 = (Resented)

1100 = (Resewed)

1101 = PSR
1110 = INTBASE

1111 = MOD
Options: in String instmctions

Configuration bits, in SETCFG:

P FC FM FF C M F 1

mreg: MMU
0000

0001

0010

0011

0100

0101

0110

0111

1000

1001

1010

1011

1100

1101

1110

1111

Register number, in LMR, SMR.
= BPRO
= BPR1
= (Reserved)

= (Reserved)

= PFO
= PF1

= (Reserved)

= (Resenred)

= SC
= (Reserved)

= MSR
= BCNT
= PTBO
= PTB1

= (Reserved)

= EIA

7
T 1 1

1

1 1
1

—

cond 10 10

Format

Bcond (BR)

7

op 10

Format 1

short

=

BSR
RET

CXP
RXP
RETT
RETI

SAVE
RESTORE

15

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

ENTER
EXIT

NOP
WAIT

DIA

FLAG
SVC
BPT

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

T—I—I—

r

gen

1—I—

r

short op

—I—I—r-

1 1 i

u/w B T

T = Translated

B = Backward

U/W = 00: None

01: While Match

11: Until Match

ADDQ
CMPQ
SPR

Scond

Format 2

-000 ACB
-001 MOVQ
-010 LPR

-011

-100

-101

-110
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Appendix A: Instruction Formats (continued)

15 8 7 23 16 15 8 7
1 1 1 1

gen op 1

1 1

1 1 1 1

1

1

1

1 1 1 1

geni

1 J 1

gen 2

1 1 1

op i 110 1110

Format 3
Format 7

CXPD -0000 ADJSP
-]Z MOVM -0000 MUL -1000

BICPSR -0010 JSR -''°° CMPM -0001 MEI -1001
JUMP -0100 CASE -1110

BISPSR -0110
INSS

EXTS

-0010 Trap (UND) -1010

-0011 DEI -1011
Trap (UND) an XXXI, 1000 MOVXBW

MOVZBW
-0100 QUO -1100

-0101 REM -1101

15 8 7 MOVZID -0110 MOD -1110

-0111 DIV -1111
1 1 1 1 1 1 1 j 1 1 1

MOVXiD

ADD
CMP

geni gen 2 op i

Format 4

SUB
ADDR

23 16 15 8|7

-ooon

-0001

-1000
II II
gem

1 1 1

gen 2

1 I

reg

1 1 1 1 1 1

10 1110
-1001 ^op^

BIC -0010 AND -1010 TL/EE/8673-78

ADDC -0100 SUBC -1100 Format 8

MOV -0101 TBIT -1101
^^"^ -0 00 INDEX -1 00

OR -0110 XOR
1

-1110 CVTP
INS

-0 01 FFS -1 01

-010

23 16 15 8 7 CHECK -Oil

-110,reg = 001
1 1 1

' '
1 1 1 1 1 1

MOVSU
short 1 short op i 1 1 1 Mnui I& -110 rea = 011

MOVS
Format

-0000

5

SETCFG*
23 16 15 8 7

-0010 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

CMPS

Trap (UND)

-0001

an 1XXX, 01XX

SKPS -0011 geni gen 2 op f i 111110

Formats

23 16 15 8 7 MOVif -000 ROUND -100

-001 TRUNC -101
1 1 1 1 1 1 1 1 1 1 1 1 LFSR

gen1 gen 2 op i 1 1 1 1 MOVLF -010 SFSR -110

-Oil FLOOR -111MOVFL
Format 6

ROT
ASH
CBIT

-0000

-0001

-0010

NEG
NOT
Trap (UND)

-1000

-1001

-1010

7 )

0)111110
TL/EE/8673-79

CBITI -0011 SUBP -1011
Format 10

Trap (UND)

LSH

-0100

-0101

ABS
COM :;;s;

^'^^^^°^ Mviays

SBIT -0110 IBIT -1110

SBITl -0111 ADDP -1111

•Short 1 in torn at 5 applies only for SETCFG instruction In other instruc-

tions this field is 0.

COw
roww
ro

(A
b>
roww
ro

ro

(O
CO
N»
CO
CO
ro
I

U1
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Appendix A: instruction Formats (continued)

23 16 15 8 7
1 1 "T [—

gem gen 2 op f 10 111110

Format 1

1

ADDf

MOVf
CMPf

Trap (SLAVE)

SUBf

NEGf

Trap (UND)

Trap (UND)

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

DlVf

Trap (SLAVE)

Trap (UND)

Trap (UND)

MULf

ABSf

Trap (UND)

Trap (UND)

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

23 16 15 8 7

geni gen 2 op f 11111110

Format 12

REMf

SQRTf

POLYf

DOTf

SCALBf

LOGBf

Trap (UND)

Trap (UND)

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

Trap (SLAVE)

Trap (SLAVE)

Trap (UND)

Trap (UND)

ATAN2f

SICOSf

Trap (UND)

Trap (UND)

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

7

1 1 1 1

10 11
1 1

1 1

"n./EE/8673-81

Format 13

Trap (UND) Always

23 16 15 8 7

geni short op 11 1 1

Format 14

RDVAL -0000 LMR
WRVAL -0001 SMR
Trap (UND) on 01 XX, 1XXX

-0010

-0011

23 16 15 8 7

n n n 1 1 1

Operation Word

Format 15

ID Byte

(Custom Slave)

Operation Word Format

000

CATSTO

CATST1

23 16 15 8

geni short X op 1

Format 15.0

-0000

-0001

LCR

SCR
-1010

-1011

Trap (UND) on all others

001

CCV3
LCSR

CCV5
CCV4

23 16 15 8

gen 1 gen 2 op c

Format 15.1

-000

-001

-010

-oil

CCV2
CCV1

SCSR
CCVO

-100

-101

-110

-111

101

CCALO
CMOVO
CCMPO
CCMP1
CCAL1

CM0V2
Trap (UND)

Trap (UND)

23 16 15 8

gen 1 gen 2 op X c

Format 15.5

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

CCAL3
CM0V3
Trap (UNO)

Trap (UND)

CCAL2
CM0V1
Trap (UND)

Trap (UND)

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111
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Appendix A: Instruction Formats (continued)

111

23 16 15 8

geni gen 2 op ^ c

Format 15.7

CCAL4

CMOV4
CCAL8

CCAL9

CCAL5
CMOV6
Trap (UND)

Trap (UND)

If nnn = 010, 011, 100, 110 then Trap (UND) Always.

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

CGAL7

CM0V7

Trap (UND)

Trap (UND)

CCAL6

CM0V5
Trap (UND)

Trap (UND)

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

I I I M I I

10 11 110

7

I I I I I I I

-

X X X 1 10

TL/EE/8673-85

Format 19

Trap (UND) Always

Implied Immediate Encodings:

7

'' r6 r5 r4 rS r2 '' rO

Register Mark, appended to SAVE, ENTER
7

rO r1 '' r3 r4 "" re X7

Register Marie, appended to RESTORE, EXIT

7

offset length -

1

I

TL/EE/8673-82
Offset/Length Modifier appended to INSS, EXTS

CO

M
w

Z
COw
lO
COMM
M

CO
CO

w
lO

Format 16

Trap (UND) Always

Format 17

Trap (UND) Always

Format 18

Trap (UND) Always

7

II I II M
110 11110

TL/EE/8673-e3

7

I II I II I

10 1110
TL/EE/8673-84
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FIGURE B-1. System Connection Diagram (32332, 32081 & 32082)



Appendix B: Interfacing Suggestions (continued)

BOUT*-

"ILj XH XOUT

XTD

EXTCLK W

SYNC

CWMT

RO

T»

Wfin NS32501 «
W*m ™ MS

WSW RDY

PH12

ma PHti

RSTO CTTLDDIN

BED BEI ffi2 BQ PHI1 H1I2 RDT

DOM

W/Jsf

U/S

tie

A0&-31

^^

PHI1 PH12 ROY

FIT

DHN 1
RsF/JST

o/s

hEdaT

MCC NS323S2

SDONE

SPC

HOLD

SIO-3

PAO-31

A0&-31"7^

1
1=^

iO
5Jl

m5^

K|—^ 3

tOKH

n

:iZL I I v^

STB"

FCO-S WUS&-3

7^

SOONE SPC RST ST0-3aKDDM U

CSL65

NS3M10 (3UB5
FPC

CSL64

>-3 WDeO-31 csu^

1G 2G

5

II

T—t

CSUS- CSUX- CSL- U CLK

XO-SI LO-5 SO-3 FO-5

CSUS- CSUX- CSL- u aK

OE-

XO-31 L&-3 SO-3 FO-5

7Ts
_n_E_^

^P

7T

1

iz
o-

(Aw
w

COw
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lO
I

ro

mw
roww
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FIGURE B-2. System Connection Diagram (32332, 32310 & 32382)
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^ National
SemiconductDr
Cofporation

PRELIMINARY

NS32132-6/NS32132-8/NS32132-10
High-Performance Microprocessors

General Description
The NS32132 is a 32-bit, virtual memory microprocessor

with a 16-MByte linear address space and a 32-blt external

data bus. It has a 32-bit ALU, eight 32-blt general purpose

registers, an eight-byte prefetch queue, and a slave proces-

sor interface. A dual processing capability is also provided

that allows two NS321 23 to share the same bus and memo-

ry with a resulting performance enhancement of up to 80%.

The NS32132 is fabricated with National Semiconductor's

advanced XMOS process, and Is fully object code compati-

ble with other Series 32000 processors. The Series 32000

Instructions set is optimized for modular high-level lan-

guages (HLL). The set is very symmetric, it has a two ad-

dress format, and it Incorporates HLL oriented addressing

modes. The capabilities of the NS32132 can be expanded

with the use of the NS32081 floating point unit (FPU), and

the NS32032 demand-paged virtual memory management

unit (MMU). Both devices Interface to the NS32132 as slave

processors. The NS32132 is a general purpose microproc-

essor that is Ideal for a wide range of computational Inten-

sive applications.

Features
32-bit Architecture and Implementation

Virtual Memory Support

16-MByte Linear Addressing Space

32-bit Data Bus

Tightly Coupled Dual Processing Support

Powerful Instruction Set

— General 2-Address Capability

— High Degree of Symmetry
— Addressing Modes Optimized for High Level

Language

Series 32000® Slave Processor Support

High-Speed XMOStm Technology

68-pin Leadless Chip Carrier

Block Diagram
ADD/MTA CONTROLS* STATUS
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k

cc
BUSHmnFACECOMTHOl.

DATA

MICnOCODE ROM
AND

CONTROL LOGIC

run
CFGREGISTCR
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il INSTHUCnOH
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i

I

DISPLACEMENT AND
IMMEDIATE EXTRACTOn

REOSTEflSET

INTBASE

WORKINGSB
FP

SP1

SPO

v^-^
PC

R1 \ ^ /
R2 \ 'iS" /
R3 /
R4

1

ns 1

R6 1

R7

MOD
1

PSR 1

1
1
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1.0 Product Introduction
The Series 32000 Microprocessor family is a new genera-

tion of devices using National's XMOS and CMOS technolo-

gies. By combining state-of-the-art MOS technology with a

very advanced architectural design philosophy, this family

brings mainframe computer processing power to VLSI proc-

essors.

The Series 32000 family supports a variety of system con-

figurations, extending from minimum low-cost system to a

powerful 4 gigabyte system. The architecture provides com-

plete upward compatibility from one family member to an-

other. The family consists of a selection of CPUs supported

by a set of peripherals and slave processors that provide

sophisticated interrupt and memory management facilities

as well as high-speed floating-point operation. The architec-

tural features of the Series 32000 family are described brief-

ly below:

Powerful Addressing Modes. Nine addressing modes

available to all instructions are included to access data

stnjctures efficiently.

Data Types. The architecture provides for numerous data

types, such as byte, word, doubleword, and BCD, which may

be an-anged into a wide variety of data structures.

Symmetric Instruction SeL While avoiding special case

instructions that compilers can't use, the Series 32000 fami-

ly incorporates powerful instructions for control operations,

such as array indexing and external procedure calls, which

save considerable space and time for compiled code.

Memory-to-IMemory Operations. The Series 32000 CPUs

represent two-operand machines with each operand ad-

dressable by all addressing modes. This powerful memory-

to-memory architecture permits memory locations to be

treated as registers for all useful operations. This is impor-

tant for temporary operands as well as for context switch-

ing.

Memory Management Either the NS32382 or the

NS32082 Memory Management Unit may be added to the

system to provide advanced operating system support func-

tions, including dynamic address translation, virtual memory

management, and memory protection.

Urge, Uniform Addressing. The NS32132 has 24-bit ad-

dress pointers that can address up to 16 megabytes without

requiring any segmentation; this addressing scheme pro-

vides flexible memory management without added-on ex-

pense.

Modular Software Support. Any software package for the

Series 32000 family can be developed independent of all

other packages, without regard to individual addressing. In

addition, ROM code is totally relocatable and easy to ac-

cess, which allows a significant reduction in hardware and

software cost.

Software Processor Concept. The Series 32000 architec-

ture allows future expansions of the instruction set that can

be executed by special slave processors, acting as exten-

sions to the CPU. This concept of slave processors is

unique to the Series 32000 family. It allows software com-

patibility even for future components because the slave

hardware is transparent to the software. With future ad-

vances in semiconductor technology, the slaves can be

physically integrated on the CPU chip itself.

To summarize, the architectural features cited above pro-

vide three primary performance advantages and character-

istics:

• High-Level Language Support

• Easy Future Growth Path

• Application Flexibility

2.0 Architectural Description

2.1 PROGRAMMING MODEL

The Series 32000 architecture includes 16 registers on the

NS32132CPU.

2.1.1 General Purpose Registers

There are eight registers for meeting high speed general

storage requirements, such as holding temporary variables

and addresses. The general purpose registers are free for

any use by the programmer. They are thirty-two bits in

length. If a general register is specified for an operand that

is eight or sixteen bits long, only the low part of the register

is used; the high part is not referenced or modified.

2.1.2 Dedicated Registers

The eight dedicated registers of the NS32132 are assigned

specific functions.

PC: The PROGRAM COUNTER register is a pointer to

the first byte of the instruction currently being executed.

The PC is used to reference memory in the program

section. (In the NS32132 the upper eight bits of this

register are always zero.)

SPO, SP1: The SPO register points to the lowest address

of the last item stored on the INTERRUPT STACK. This

stack is normally used only by the operating system. It is

used primarily for storing temporary data, and holding

return information for operating system subroutines and

intemjpt and trap service routines. The SP1 register

points to the lowest address of the last item stored on

the USER STACK. This stack is used by normal user

prcigrams to hold temporary data and subroutine retum

information.

In this document, reference is made to the SP register.

The terms "SP register" or "SP" refer to either SPO or

SP1, depending on the setting of the S bit in the PSR
register. If the S bit in the PSR is the SP refers to SPO.

If the S bit in the PSR is 1 then SP refers to SP1. (In the

NS32132 the upper eight bits of these registers are al-

ways zero).

Stacks in the Series 32000 family grow downward in

memory. A Push operation pre-decrements the Stack

Pointer by the operand length. A Pop operation post-in-

crements the Stack Pointer by the operand length.

FP: The FRAME POINTER register is used by a proce-

dure to access parameters and local variables on the

stack. The FP register is set up on procedure entry with

the ENTER instruction and restored on procedure termi-

nation with the EXIT instruction.

The frame pointer holds the address in memory occu-

pied by the old contents of the frame pointer. (In the

NS32132 the upper eight bits of this register are always

zero.)

SB: The STATIC BASE register points to the global vari-

ables of a software module. This register is used to sup-

port relocatable global variables for software modules.

The SB register holds the lowest address in memory

occupied by the global variables of a module. (In the

NS32132 the upper eight bits of this register are always

zero.)

INTBASE: The INTERRUPT BASE register holds the

address of the dispatch table for inten-upts and traps

(Sec. 3.8). The INTBASE register holds the lowest ad-

dress in memory occupied by the dispatch table. (In the

NS32132 the upper eight bits of this register are always

zero.)
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2.0 Architectural Description (continued)

DEDICATEO

32

GENERAL

32

PROGRAM COUNTER PC

STATIC BASE SB

FRAME POINTER FP

[lEI USER STACK PTR. SP1

CiJL INTERnUPT STACK PTR. SPO

nun: INTERRUPT BASE INTBASE
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R1
:

!

R2
! ;

R3
'

i
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R5

flS
:

R7
'

'

FIGURE 2-1. The General and Dedicated Registers

TL/EE/S583-3

MOD: The MODULE register holds the address of the

module descriptor of the currently executing software
n^.^.J..lA TU^ Ki/~tf-t :^x— : : v u:^_ i— , n x—
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the module table must tie contained within the first 64K
bytes of memory.

PSR: The PROCESSOR STATUS REGISTER (PSR)

holds the status codes for the NS32132 microproces-

sor.

The PSR is sixteen bits long, divided into two eight-bit

halves. The low order eight bits are accessible to all

programs, but the high order eight bits are accessible

only to programs executing in Supervisor Mode.

IXlXlXlX|l|p|s|u|N|z|F|yML|T|c|

TL/EE/85e3-4

FIGURE 2-2. Processor Status Register

C: The C bit indicates that a carry or borrow occurred

after an addition or subtraction instruction. It can be
used with the ADDC and SUBC instructions to perform

multiple-precision integer arithmetic calculations. It may
have a setting of (no carry or bon-ow) or 1 (carry or

borrow).

T: The T bit causes program tracing. If this bit is a 1 , a
TRC trap is executed after every instruction (Sec. 3.8.5).

L The L bit is altered by comparison Instructions. In a

comparison instruction the L bit is set to "1 " if the sec-

ond operand Is less than the first operand, when both

operands are interpreted as unsigned integers. Other-

wise, it is set to "0". in Floating Point comparisons, this

bit is always cleared.

F: The F bit is a general condition flag, which is altered

by many instructions (e.g., integer arithmetic instructions

use it to indicate overflow).

Z: The Z bit is altered by comparison instructions. In a

comparison instruction the Z bit is set to "1"
if the sec-

ond operand is equal to the first operand; otherwise it is

set to "0".

N: The N bit is altered by comparison instructions. In a
comparison instruction the N bit is set to "1"

if the sec-

ond operand is less than the first operand, when both

operands are interpreted as signed integers. Othenvise,

it is set to "0".

U: If the U bit Is "1" no privileged instnjctions may be
executed. If the U bit is "0" then all instructions may be
executed. When U = the N332132 is said to be in

Supervisor Mode; when U = 1 the NS32132 is said to

be in User Mode. A User Mode program is restricted

from executing certain instructions and accessing cer-

tain registers which could interfere with the operating

system. For example, a User Mode program Is prevent-

ed from changing the setting of the flag used to indicate

its own privilege mode. A Supervisor Mode program is

assumed to be a trusted part of the operating system,

hence it has no such restrictions.

S: The S bit specifies whether the SPO register or SP1
register is used as the stack pointer. The bit is automati-

cally cleared on interrupts and traps. It may have a set-

ting of (use the SPO register) or 1 (use the SP1 regis-

ter).

P: The P bit prevents a TRC trap from occurring more
than once for an instruction (Sec. 3.8.5.). It may have a
setting of (no trace pending) or 1 (trace pending).

I: If I = 1 , then all inten-upts will be accepted (Sec. 3.8.).

If I = 0, only the NMI Interrupt is accepted. Trap en-

ables are not affected by this bit.

2.1.3 The Configuration Register (CFG)

Within the Control section of the NS32132 CPU Is the four-

bit CFG Register, which declares the presence of certain

external devices. It is referenced by only one instruction,

SETCFG, which is intended to be executed only as part of

system initialization after reset. The format of the CFG Reg-
ister is shown in Figure 2-3.

C M F 1

FIGURE 2-3. CFG Register

The CFG I bit declares the presence of external interrupt

vectoring circuitry (specifically, the NS32202 Interrupt Con-

trol Unit). If the CFG I bit is set, interrupts requested through

the INT pin are "Vectored." If it is clear, these intemipts are

"NonrVectored." See Sec. 3.8.

The F, M and C bits declare the presence of the FPU, MMU
and Custom Slave Processors. If these bits are not set, the

corresponding instructions are trapped as being undefined.
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2.0 Architectural Description (continued)

2.1.4 Memory Organization

The main memory of llie NS32132 is a uniform linear ad-

dress space. Memory locations are numbered sequentially

starting at zero and ending at 224 . i. jhe number specify-

ing a memory location is called an address. The contents of

each memory location Is a byte consisting of eight bits. Un-

less otherwise noted, diagrams in this document show data

stored in memory with the lowest address on the right and

the highest address on the left. Also, when data is shown

vertically, the lowest address is at the top of a diagram and

the highest address at the bottom of the diagram. When bits

are numbered in a diagram, the least significant bit Is given

the number zero, and is shown at the right of the diagram.

Bits are numbered in increasing significance Eind toward the

left.

Byte at Address A

Two contiguous bytes are called a word. Except where not-

ed (Sec. 2.2.1), the least significant byte of a word is stored

at the lower address, and the most significant byte of the

word is stored at the next higher address. In memory, the

address of a word is the address of its least significant byte,

and a word may start at any address.

15 MSB's 8 7 LSB's

A+1 A
Word at Address A

Two contiguous words are called a double word. Except

where noted (Sec. 2.2.1), the least significant word of a dou-

ble word is stored at the lowest address and the most signif-

icant word of the double word is stored at the address two

greater. In memory, the address of a double word is the

address of its least significant byte, and a double word may

start at any address.

31 MSB's 24 23 16 15 8 7 LSB'S

A4-3 A + 2 A + 1 A
Double Word at Address A

Although memory is addressed as bytes, it is actually orga-

nized as double-words. Note that access time to a word or a

double-word depends upon its address, e.g. double-words

that are aligned to start at addresses that are multiples of

four will be accessed more qulcl<ly than those not so

aligned. This also applies to words that cross a double-word

boundary.

2.1.5 Dedicated Tables

Two Of the NS32132 dedicated registers (MOD and INT-

BASE) serve as pointers to dedicated tables in memory.

The INTBASE register points to the Interrupt Dispatch and

Cascade tables. These are described in Sec. 3.8.

The MOD register contains a pointer into the Module Table,

whose entries are called Module Descriptors. A Module De-

scriptor contains four pointers, three of which are used by

NS32132. The MOD register contains the address of the

Module Descriptor for the currently running module. It is au-

tomatically up-dated t>y the Call External Procedure instruc-

tions (CXP and CXPD).

The format of a Module Descriptor is shown in Figure 2-4.

The Static Base entry contains the address of static data

assigned to the running module, it is loaded into the CPU
Static Base register by the CXP and CXPD instructions. The

Program Base entry contains the address of the first byte of

instruction code in the module. Since a module may have

multiple entry points, the Program Base pointer serves only

as a reference to find them.

MOD

31

*

STATIC BASE *

LINK TABLE ADDRESS

PflOGRAM BASE

RESERVED

^ . ,

TL/EE/8583-5

FIGURE 2-4. Module Descriptor Format

The Link Table Address points to the Link Table for the

cunently running module. The Link Table provides the infor-

mation needed for:

1) Sharing variables between modules. Such variables are

accessed through the Link Table via the External ad-

dressing mode.

2) Transferring control from one module to another. This is

done via the Call External Procedure (CXP) instruction.

The format of a Link Table is given in Figure 2-5. A Link

Table Entry for an external variable contains the 32-bit ad-

dress of that variable. An entry for an external procedure

contains two 16-bit fields: Module and Offset The Module

field contains the new MOD register contents for the mod-

ule being entered. The Offset field is an unsigned number

giving the position of the entry point relative to the new

module's Program Base pointer.

For further details of the functions of these tables, see the

Series 32000 Instnjction Set Reference Manual.

(VARIABLE)

(VARIABLE)

(PROCEDURE)

ENTRY 31 o-T

ABSOLUTE ADDRESS

1 ABSOLUTE ADDRESS

2 OFFSET MODULE

^L J
TL/EE/8683-6

FIGURE 2-5. A Sampie Link Table
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2.0 Architectural Description (Continued)

2.2 INSTRUCTION SET

2.2.1 General Instruction Format

Figure 2-6 shows the general formal of a Series 32000 In-

stnjction. The Basic Instruction Is one to three bytes long

and contains the Opcode and up to two 5-blt General Ad-

dressing Mode ("Gen") fields. Following the Basic Instruc-

tion field is a set of optional extensions, which may appear

depending on the Instruction and the addressing modes se-

lected.

Index Bytes appear when either or both Gen fields specify

Scaled Index. In this case, the Gen field specifies only the

Scale Factor (1, 2, 4 or 8), and the Index Byte specifies

which General Purpose Register to use as the index, and

which addressing mode calculation to perform before index-

ing. See Figure 2-7.

7 3 2

GEN. ADOR. MODE REG. NO.

U/EE/86e3-8

FIGURE 2-7. Index Byte Format

Following Index Bytes come any displacements (addressing

constants) or immediate values associated with the select-

ed address modes. Each DIsp/Imm field may contain one or

two displacements, or one immediate value. The size of a
Displacement field is encoded with the top bits of that field,

as shown in Figure 2-8, vidth the remaining bits interpreted

as a signed (two's complement) value. The size of an imme-

diate value is determined from the Opcode field. Both Dis-

placement and Immediate fields are stored most significant

byte first. Note that this Is different from the memory repre-

sentation of data (Sec. 2.1.4).

Some Instructions require additional, "implied" immediates

and/or displacements, apart from those associated with ad-

dressing modes. Any such extensions appear at the end of

the instruction, in the order that they appear within the list of

operands in the instruction definition (Sec. 2.2.3).

OPTIONAL
EXTENSIONS

Byte Displacement: Range -64 TO +63
7

SIGNED DISPLACEMENT

Word Displacement: Range -8192 TO + 8191

1

1 '

I

tfs'
,^

tUP2*'

Double Word Displacement:

Range (Entire Addressing Space)

.^^

TL/EE/8583-9

FIGURE 2-8. Displacement Encodings

2.2.2 Addressing Modes

The NS32132 CPU generally accesses an operand by cal-

culating its Effective Address based on information avail-

able when the operand is to be accessed. The method to be
used in performing this calculation is specified by the pro-

grammer as an "addressing mode."

"^T
INSTRUCTION

A

IMPUED
IMMEDIATE
0PERAND(S)

DISP2 DISP1 DISP2 DISP1

INDEX
BYTE

INDEX
BYTE

GEN
ADDR
MODF
8

OPCODEDISP DISP

GEN
AOOR
MODE
A

IMM IMM

V

V

i ( )

A

J

V

FIGURE 2-6. General Instruction Format
TL/EE/e563-7
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2.0 Architectural Description (continued)

Addressing modes in the NS32132 are designed to optimal-

ly support high-level language accesses to variables. In

nearly all cases, a variable access requires only one ad-

dressing mode, within the instruction that acts upon that

variable. Extraneous data movement Is therefore minimized.

NS32132 Addressing Modes fall into nine basic types:

Register: The operand is available in one of the eight Gen-

eral Purpose Registers. In certain Slave Processor instruc-

tions, an auxiliary set of eight registers may be referenced

instead.

Register Relative: A General Purpose Register contains an

address to which is added a displacement value from the

instruction, yielding the Effective Address of the operand in

memory.

Memory Space. Identical to Register Relative above, ex-

cept that the register used is one of the dedicated registers

PC, SP, SB or FP. These registers point to data areas gen-

erally needed by high-level languages.

Memory Relative: A pointer variable is found within the

memory space pointed to by the SP, SB or FP register. A
displacement is added to that pointer to generate the Effec-

tive Address of the operand.

Immediate: The operand is encoded within the Instnjction.

This addressing mode is not allowed if the operand is to be

written.

Absolute: The address of the operand is specified by a

displacement field in the instruction.

External: A pointer value is read from a specified entry of

the current Link Table. To this pointer value is added a dis-

placement, yielding the Effective Address of the operand.

Top of Stack: The currently-selected Stack Pointer (SPO or

SP1) specifies the location of the operand. The operand Is

pushed or popped, depending on whether it is written or

read.

Scaled Index: Although encoded as an addressing mode.

Scaled Indexing is an option on any addressing mode ex-

cept Immediate or another Scaled Index. It has the effect of

calculating an Effective Address, then multiplying any Gen-

eral Purpose Register by 1 , 2, 4 or 8 and adding it into the

total, yielding the final Effective Address of the operand.

Table 2-1 is a brief summary of the addressing modes. For a

complete description of their actions, see the Instmction Set

Reference Manual.

2.2.3 Instruction Set Summary

Table 2-2 presents a brief description of the NS32132 in-

struction set. The Format column refers to the Instmction

Format tables (Appendix A). The Instnjction column gives

the instruction as coded in assembly language, and the De-

scription column provides a short description of the function

provided by that instnjction. Further details of the exact op-

erations performed by each instruction may be found in the

Instruction Set Reference Manual.

Notations:

i
= Integer length suffix: B = Byte

W = Word

D = Double Word

f = Floating-Point length suffix: F = Standard Floating

L = Long Floating

gen = General operand. Any addressing mode can be

specified.

short = A 4-blt value encoded within the Basic Instruction

(see Appendix A for encodings).

imm = Implied Immediate operand. An 8-bit value append-

ed after any addressing extensions,

disp = Displacement (addressing constant): 8, 16 or 32

bits. All three lengths legal,

reg = Any General Purpose Register: R0-R7.

areg == Any Dedicated/Address Register. SP, SB, FP,

MOD, INTBASE, PSR, US (bottom 8 PSR bits),

mreg = Any Memory Management Status/Control Regis-

ter.

creg = A Custom Slave Processor Register (Implementa-

tion Dependent).

cond = Any condition code, encoded as a 4-bit field within

the Basic Instruction (see Appendix A for encodings).
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2.0 Architectural Description (continued)

TABLE 2-1

NS32132 Addressing Modes

ENCODING MODE ASSEMBLER S^

Register

00000 Register RO or FO

00001 Register 1 RIorFI

00010 Registers R2 or F2

00011 Register 3 R3 or F3

00100 Register 4 R4 or F4

00101 Register 5 R5 or F5

00110 Registers R6 or F6

00111 Register 7 R7orF7
Register Relative

01000 Register relative disp(RO)

01001 Register 1 relative disp(RI)

01010 Register 2 relative disp(R2)

01011 Register 3 relative disp(R3)

01100 Register 4 relative disp(R4)

01101 Register 5 relative disp(R5)

01110 Register 6 relative disp(R6)

01111 Register 7 relative disp(R7)

Memory Relative

10000 Frame memory relative disp2(disp1(FP))

10001 Stacl< memory relative disp2(disp1(SP))

10010 Static memory relative disp2(disp1(SB))

Reserved

10011 (Resen/ed for Future Use)

Immediate

10100 Immediate value

Absolute

10101 Absolute ®disp

External

10110 External EXT(disp1) + di

Top of Stack

10111 Top of stack TOS

Memory Space
11000 Frame memory disp(FP)

11001 Stack memory disp(SP)

11010 Static memory disp(SB)

11011

Scaled index

Program memory * + disp

11100 Index, bytes mode[Rn:B]

11101 Index, words mode[Rn:W]

11110 Index, double words mode[Rn:D]

11111 Index, quad words mode[Rn:Q]

EFFECTIVE ADDRESS

None: Operand is in the specified

register

Disp + Register.

Disp2 + Pointer; Pointer found at

address Displ + Register. "SP"

is either SPO or SP1 , as selected

in PSR.

None: Operand is input from

instruction queue.

Disp.

Disp2 + Pointer; Pointer is found

at Link Table Entry number Displ

.

Top of current stack, using either

User or Interrupt Stack Pointer,

as selected in PSR. Automatic

Push/Pop included.

Disp + Register; "SP" is either

SPO or SP1 , as selected in PSR.

EA (mode) + Rn.

EA(mode) + 2X Rn.

EA(mode) + 4x Rn.

EA (mode) + 8 X Rn.

'Mode' and 'n' are contained

within the Index Byte.

EA (mode) denotes the effective

address generated using mode.

CO
CO

w
to
I

CO
COM
CO

CO
CO
(O

CO

2-85



to

CMW
CO

CM
eo

CM
CO
(O

CVI
eo

CM
CO

2.0 Architectural Description (continued)

MOVES

Format Operation

4 MOVi

2 MOVQi

7 MOVMi
7 MOVZBW
7 MOVZiD

7 MOVXBW
7 MOVXiD

4 ADDR

INTEGER ARITHMETIC

TABLE 2-2

NS32132 Instruction Set Summary

Operands Description

gen.gen Move a value.

stiort,gen Extend and move a signed 4-bit constant.

gen.gen.disp Move Multiple: disp bytes (1 to 16).

gen.gen Move with zero extension.

gen.gen Move witli zero extension.

gen.gen Move with sign extension.

gen.gen Move with sign extension.

gen.gen Move Effective Address.

Format Operation Operands Description

4 ADDi gen.gen Add.

2 ADDQi short.gen Add signed 4-blt constant.

4 ADDCI gen,gen Add with cany.

4 SUBi gen.gen Subtract.

4 SUBCi gen.gen Subtract with carry (borrow).

6 NEGi gen.gen Negate (2's complement).

6 ABSi gen.gen Take absolute value.

7 MULi gen.gen Multiply

7 QUO! gen.gen Divide, rounding toward zero.

7 REMI gen.gen Remainder from QUO.

7 DIVi gen.gen Divide, rounding down.

7 MODI gen.gen Remainder from DIV (Modulus)

7 MEII gen.gen Multiply to Extended Integer.

7 OEIi gen.gen Divide Extended Integer.

PACKED DECIMAL (BCD) ARITHMETIC

Format Operation Operands Description

6 ADDPI gen.gen Add Packed.

6 SUBPI gen.gen Subtract Packed.

INTEGER COMPARISON

Format Operation

4 CM Pi

2 CMPQi

7 CMPMI

LOGICAL AND BOOLEAN

Format Operation

4 ANDi

4 ORI

4 BICi

4 XORi

6 COMI

6 NOTI

2 Scondi

Operands Description

gen.gen Compare.

short.gen Compare to signed 4-blt constant.

gen.gen.disp Compare Multiple: disp bytes (1 to 1 6).

Operands Description

gen.gen Logical AND.

gen.gen Logical OR.

gen.gen Clear selected bits.

gen.gen Logical Exclusive OR.

gen.gen Complement all bits.

gen.gen Boolean complement: LSB only.

gen Save condition code (cond) as a Boolean variable of size i.
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2.0 Architectural Description (continued)

SHIFTS

Format Operation Operands Description

6 LSH! gen.gen Logical Shift, left or right.

6 ASHi gen.gen Arithmetic Shift, left or right.

6 ROT! gen.gen Rotate, ieft or right.

BITS

Format Operation Operands Description

4 TBITi gen.gen Test bit.

6 SBiTi gen.gen Test and set bit.

6 SBiTI! gen.gen Test and set bit. interlocked

6 CBiTi gen.gen Test and clear bit.

6 CBITI! gen.gen Test and clear bit. interlocked

6 IBIT! gen.gen Test and invert bit.

8 FFS! gen.gen Find first set bit

BIT FIELDS

Bit fields are values in memory that are not aligned to byte boundaries. Examples are PACKED an-ays and records

used in Pascal. "Extract" instructions read and align a bit field. "Insert" instructions write a bit field from an aligned

source.

Description

Extract bit field (anay oriented).

Insert bit field (an-ay oriented).

Extract bit field (short form).

Insert bit field (short form).

Convert to Bit Field Pointer.

Description

Index bounds check.

Recursive indexing step for multiple-dimensional arrays.

Format Operation Operands

8

8

7

7

8

EXTi

INSi

EXTSi

INSSi

CVTP

reg.gen.gen.disp

reg.gen.gen.disp

gen.gen.imm.imm

gen.gen.imm.imm

reg.gen.gen

ARRAYS

Format Operation Operands

8

8

CHECKi

INDEX!

reg.gen.gen

reg.gen.gen

STRINGS

w
w
to

CO

M
CO

COwM
w
iS»

String instructions assign specific functions to the Gen-
eral Purpose Registers:

R4 - Comparison Value

R3 - Translation Table Pointer

R2 - String 2 Pointer

R1 - String 1 Pointer

RO - Limit Count

Options on all string instructions are:

B (Backward): Decrement string pointers after each step

rather than incrementing.

U (Until match): End insti-uction if String 1 entry matches

R4.

W (While match): End instruction if String 1 entry does not

match R4.

All string instructions end when RO decrements to zero.

Format

5

Operation

MOVSi

MOVST

Operands

options

options

Descriptions

Move String 1 to String 2.

Move string, translating bytes.

5 CMPSi

CMPST
options

options

Compare String 1 to String 2.

Compare translating. String 1 bytes.

5 SKPSi

SKPST
options

options

Skip over String 1 entries

Skip, translating bytes for Until/While

2-87



CM
to

CO
(/)

CM
to

CM
CO
tn

I

CM
eo

CM
CO
O)z

2.0 Architectural Description (continued)

JUMPS AND LINKAGE

Format Operation Operands

3 JUMP gen

BR disp

Bcond disp

3 CASEi gen

2 ACBi short.gen.disp

3 JSR gen

BSR disp

CXP disp

CXPD gen

SVC
FLAG
BPT
ENTER [reg list],disp

EXIT [reg list]

RET disp

RXP disp

REM disp

RETI

CPU REGISTER MANIPULATION

Format Operation Operands

1 SAVE [reg list]

1 RESTORE [reg list]

2 LPRI areg.gen

2 SPRI areg.gen

3 ADJSPi gen

3 BISPSRI gen

3 BICPSRI gen

5 SETCFG [option list]

FLOATING POINT

Format Operation Operands

11 MOVf gen.gen

9 MOVLF gen.gen

9 MOVFL gen.gen

9 MOVIf gen.gen

9 ROUNDfi gen.gen

9 TRUNCfi gen.gen

9 FLOORfi gen.gen

ADDf gen.gen

SUBf gen.gen

MULf gen.gen

DIVf gen.gen

CMPf gen.gen

NEGf gen.gen

ABSf gen.gen

9 LFSR gen

9 SFSR gen

MEMORY MANAGEMENT
Format Operation Operands

14 LMR mreg.gen

14 SMR mreg.gen

14 RDVAL gen

14 WRVAL gen

8 MOVSUi gen.gen

8 MOVUSi gen.gen

Description

Jump.

Branch (PC Relative).

Conditional branch.

Multiway branch.

Add 4-blt constant and branch If non-zero.

Jump to subroutine.

Branch to subroutine.

Call extemal procedure.

Call extemal procedure using descriptor.

Supervisor Call.

Flag Trap.

Breakpoint Trap.

Save registers and allocate stack frame (Enter Procedure).

Restore registers and reclaim stack frame (Exit Procedure).

Return from subroutine.

Return from external procedure call.

Return from trap. (Privileged)

Return from Intemjpt. (Privileged)

Description

Save General Purpose Registers.

Restore General Purpose Registers.

Load Dedicated Register. (Privileged if PSR or INT8ASE)

Store Dedicated Register. (Privileged if PSR or INTBASE)

Adjust Stack Pointer.

Set selected bits in PSR. (Privileged If not Byte length)

Clear selected bits in PSR. (Privileged If not Byte length)

Set Configuratton Register. (Privileged)

Description

Move a Floating Point value.

Move and shorten a Long value to Standard.

Move and lengthen a Standard value to Long.

Convert any integer to Standard or Long Floating.

Convert to integer by rounding.

Convert to integer by truncating, toward zero.

Convert to largest integer less than or equal to value.

Add.

Subtract.

Multiply.

Divide.

Compare.

Negate.

Take absolute value.

Load FSR.

Store FSR.

Description

Load Memory Management Register. (Privileged)

Store Memory Management Register. (Privileged)

Validate address for reading. (Privileged)

Validate address for writing. (Privileged)

Move a value from Supervisor

Space to User Space. (Privileged)

Move a value from User Space

to Supen/isor Space. (Privileged)
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2.0 Architectural Description (Continued)

MISCELLANEOUS
Format Operation Operands Description

1 NOP No Operation.

1 WAIT Wail for intemipt

1 DIA Diagnose. Single-byte "Branch to Self" for hardware

breakpointing. Not for use in programming.

CUSTOM SLAVE

Format Operation Operands Description

15.5 CCALOc gen.gen Custom Calculate.

15.5 CCALIc gen.gen

15.5 CCAL2C gen.gen

15.5 CCAL3C gen.gen

15.5 CMOVOc gen.gen Custom Move.

15.5 CMOVIc gen.gen

15.5 CM0V2C gen.gen

CM0V3C gen.gen

15.5 CCMPOc gen.gen Custom Compare.

CCMPIc gen.gen

15.1 CCVOci gen.gen Custom Convert.

15.1 CCVIci gen.gen

15.1 CCV2ci gen.gen

15.1 CCV3ic gen.gen

15.1 CX;V4DQ gen.gen

15.1 CCV5QD gen.gen

15.1 LCSR gen Load Custom Status Register.

15.1 SCSR gen Store Custom Status Register.

15.0 CATSTO gen Custom Address/Test (Privileged)

15.0 CATST1 gen (Privileged)

15.0 LCR creg.gen Load Custom Register. (Privileged)

15.0 SCR creg.gen Store Custom Register. (Privileged)
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3.0 Functional Description

3.1 POWER AND GROUNDING

The NS32132 requires a single 5-volt power supply, applied

on pin 18 (Vcc)-

Grounding connections are made on four pins. Logic

Ground (GNDLi pin 51) is the common pin for on-chip logic,

and Buffer Grounds (GNDB1, pin 52, GNDB2, pin 16 and

GNDB3, Pin 60) are the common pins for the output drivers.

For optimal noise immunity it is recommended that GNDB1
and GNDB2 be connected together through a single con-

ductor, and GNDL be directly connected to the middle point

of this conductor. All other ground connections should be

made to the common line as shown in F^ure 3-1.

In addition to Vcc and Ground, the NS32132 CPU uses an

internally-generated negative voltage. It is necessary to filter

this voltage externally by attaching a pair of capacitors (Fig.

3-1) from the BBG pin to ground. Recommended values for

these are:

Ci: 1 (iF, Tantalum.

C2: 1000 pF, low inductance. This should be either a disc or

monolithic ceramic capacitor.

NS32132
CPU

BBO

GNDB1

CMOL

GNDB2

GN0B3

]D
1

I
CI |c2

181

60)

OTHER GROUND
' CONNECTIONS

TL/EE/86B3-10

FIGURE 3-1. Recommencled Supply Connections

3.2 CLOCKING

The NS32132 inputs clocking signals from the NS32201

Timing Control Unit (TCU), which presents two non-overlap-

ping phases of a single clock frequency. These phases

are called PHI1 (pin 26) and PHI2 (pin 27). Their relationship

to each other is shovm in Figure 3-2.

Each rising edge of PHI1 defines a transition in the timing

state ("T-State") of the CPU. One T-State represents the

execution of one microinstruction within the CPU, and/or

one step of an external bus transfer. See Sec. 4 for com-

plete specifications of PH11 and PHI2.

V- H
/

roR
NON-OVERLAPPING

TL/EE/B583-11

FIGURE 3-2. Clock Timing Relationships

As the TCU presents signals with very fast transitions. It is

recommended that the conductors canying PHI1 and PHI2

be kept as short as possible, and that they not be connect-

ed anywhere except from the TCU to the CPU and, if pres-

ent, the MMU. A TTL Clock signal (CTTL) is provided by the

TCU for all other docking.

3.3 RESETTING

The RST/ABT pin serves both as a Reset for on-chip logic

and as the Abort input for Memory-Managed systems. For

its use as the Abort Command, see Sec. 3.5.4.

The CPU may be reset at any time by pulling the RST/ABT
pin low for at least 64 clock cycles. Upon detecting a reset,

the CPU terminates instmction processing, resets its inter-

nal logic, and clears the Program Counter (PC) and Proces-

sor Status Register (PSR) to all zeroes.

On application of power, RST/ABT must be held low for at

least 50 usee after Vcc is stable. This is to ensure that all

on-chip voltages are completely stable tjefore operation.

Whenever a Reset is applied, it must also remain

Vcc

PHM . WJ\,JU1_
S 64 CLOCK

" CYCLES

J

-esOfisec-

FIGURE 3-3. Powermn Reset Requirements

TL/EE/S583-1Z
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3.0 Functional Description (continued)

active for not less than 64 clock cycles. The rising edge

must occur while PHI1 is high. See Figures 3-3 and 3-4.

The NS32201 Timing Control Unit (TCU) provides circuitry

to meet the Reset requirements of the NS32132 CPU. Fig-

ure 3-5a shows the recommended connections for a non-

Memory-Managed system. Figure 3-5b shows the connec-

tions for a Memory-Managed system.

MM
-2MCL0CK-

CYCLES

R
r

TL/EE/e583-13

FIGURE 3-4. General Reset Timing

EXTERNAL RESET
(OPTIONAL)

I J

RESET SWITCH
(OPTIONAL)

NSa2132

CPU

SYSTEM RESET

TL/EE/85S3-14

FIGURE 3-5a. Recommended Reset Connections, Non-Memory-Managed System

TL/EE/8583-15

COw
W
d>

COw
u

w
lO

CO

FIGURE 3-5b. Recommended Reset Connections, Memory-Managed System

3.4 BUS CYCLES

The NS32132 CPU has a strap option which defines the Bus

Timing Mode as either With or Without Address Translation.

This section describes only bus cycles under the No Ad-

dress Translation option. For details of the use of the strap

and of bus cycles with address translation, see Sec. 3.5.

The CPU will perform a bus cycle for one of the following

reasons:

1) To write or read data, to or from memory or a peripheral

Interface device. Peripheral input and output are memory-

mapped in the Series 32000 family.

2) To fetch instructions Into the eight-byte Instruction queue.

This happens whenever the bus would otherwise be Idle

and the queue is not already full.

3) To acknowledge an interrupt and allow external circuitry

to provide a vector number, or to acknowledge comple-

tion of an interrupt service routine.

4) To transfer Information to or from a Slave Processor.

In terms of bus timing, cases 1 through 3 above are identi-

cal. For timing specifications, see Sec. 4. The only external

difference between them is the four-bit code placed on the

Bus Status pins (ST0-ST3). Slave Processor cycles differ in

that separate control signals are applied (Sec. 3.4.6).

The sequence of events in a non-Slave bus cycle is shown

below in Figure 3-7 for a Read cycle and Figure 3-8 for a

Write cycle. The cases shown assume that the selected

memory or Interface device Is capable of communicating

with the CPU at full speed. If it is not, then cycle extension

may be requested through the RDY line (Sec. 3.4.1).
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3.0 Functional Description (continued)

A full-speed bus cycle Is performed In four cycles of the

PHI1 clock signal, labeled T1 through T4. Clock cycles not

associated with a bus cycle are designated Ti (for "Idle").

During TI , the CPU applies an address on pins AD0-AD23.
It also provides a low-going pulse on the ADS pin, which

serves the dual purpose of informing external circuitry that a

bus cycle is starting and of providing control to an external

latch for demultiplexing Address bits 0-23 from the ADO-
AD23 pins. See Figure 3-6. During this time also the status

signals DDIN, indicating the direction of the transfer, and

BE0-BE3, indicating which of the four bus bytes are to be

referenced, become valid.

During T2 the CPU switches the Data Bus, AD0-AD31 to

either accept or present data. It also starts the data strobe

(DS), signalling the beginning of the data transfer. Associat-

ed signals from the NS32201 Timing Control Unit are also

activated at this time: RD (Read Strobe) or WR (Write

Strobe), TSO (Timing State Output, indicating that T2 has

been reached) and DBE (Data Buffer Enable).

The T3 state provides for access time requirements, and it

occurs at least once In a bus cycle. At the end of T2, on the

failing edge of the PHI2 clock, the RDY (Ready) line is sam-
pled to determine whether the bus cycle will be extended

(Sec. 3.4.1).

If the CPU is performing a Read cycle, the Data Bus (ADO-
AD31) is sampled at the failing edge of PHi2 of the last T3

state. See Timing Specification, Sec. 4. Data must, howev-

er, be held at least until the beginning of T4. DS and RD are

guaranteed not to go inactive before this point, so the rising

edge of either of them may safely be used to disable the

device providing the input data.

The T4 state finishes the bus cycle. At the beginning of T4,

the D5, RD or WR, and TSO signals go inactive, and at the

rising edge of PHI2, DBE goes inactive, having provided for

necessary data hold times. Data during Write cycles re-

mains valid from the CPU throughout T4. Note that the Bus

Status lines (ST0-ST3) change at the beginning of T4, an-

ticipating the following bus cycle (if any).

TL/EE/ssea-ie

FIGURE 3-6. Bus Connections
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3.0 Functional Description (Continueco

NSa3132CPU BUS StGNALS

1

STMT3

Sio-BES

'ADDRESS
VALID

n

\ /

STATUS VALID

y E>--

V

>--

n

X

r

Ng32201TCU BUS SIGNALS

7

V

\

/

/

n_

^

'A

L
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TL/EE/8583-17

FIGURE 3-7. Read Cycle Timing
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3.0 Functional Description (continued)

NS32132 CPU BUS SKSNALS

_ TZ

DS /

7

\J

17

17

7

' ADDRESS
VALID

STATUS VALID

\

V

NS32201TCU BUS SIGNALS

V

\

x

)^

\J
NEXT STATUS

X

r

7

7
f

V

z

TL/EE/85B3-18

FIGURE 3-8. Write Cycle Timing
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3.0 Functional Description (continued)

3.4.1 Cycle Extension

To allow sufficient strobe widths and access times for any

speed of memory or peripheral device, the NS32016 pro-

vides for extension of a bus cycle. Any type of bus cycle

except a Slave Processor cycle can be extended.

In Figures 3-7 and 3-8, note that during T3 all bus control

signals from the CPU and TCU are flat. Therefore, a bus

cycle can be cleanly extended by causing the T3 state to be

repeated. This is the purpose of the RDY (Ready) pin.

At the end of T2 on the falling edge of PHI2, the RDY line is

sampled by the CPU. If RDY is high, the next T-states will be

T3 and then T4, ending the bus cycle. If RDY is low, then

another T3 state will be inserted after the next T-state and

the RDY line will again be sampled on the falling edge of

PHI2. Each additional T3 state after the first is refe^ed to as

a "WAIT STATE". See Figure 3-9.

The RDY pin is driven by the NS32201 Timing Control Unit,

which applies WAIT States to the CPU as requested on
three sets of pin:

1) CWAIT (Continuous WAIT), which holds the CPU in

WAIT states until removed.

2) WAIT1, WAIT2, WAIT4, WAITS (Collectively WAITn),

which may be given a four-bit binary value requesting a
specific numtier of WAIT States from to 15.

3) PER (Peripheral), which inserts five additional WAIT
states and causes tfie TCU to reshape the RD and WR
strobes. This provides the setup and hold times required

by most MOS peripheral interface devices.

Combinations of these various WAIT requests are both legal

and useful. For details of their use, see the NS32201 Data

Sheet.

Figure 3-10 illustrates a typical Read cycle, with two WAIT
states requested through the TCU WAITn pins.

COu
<«>

I

CO
lO

M

TU\
V\S[S\J\

NEXT NEXT
STATE: STATE:
T3 T4

TL/EE/S583-19

FIGURE 3-9. RDY Pin Timing

3.4.2 Bus Status

The NS32132 CPU presents four bits of Bus Status informa-

tion on pins ST0-ST3. The various combinations on these

pins indicate why the CPU is performing a bus cycle, or, if it

is idle on the bus, then why is it idle.

Referring to figures 3-7 and 3-8, note that Bus Status leads

the corresponding Bus Cycle, going valid one clock cycle

before T1, and changing to the next state at T4. This allows

the system designer to fully decode the Bus Status and, if

desired, latch the decoded signals before ADS initiates the

Bus Cycle.

The Bus Status pins are interpreted as a four-bit value, with

STO the least significant bit. Their values decode as follows:

0000 - Tfie bus Is idle because the CPU does not need

to perform a bus access.

0001 - The bus is idle because the CPU is executing the

WAIT instruction.

0010 - (Reserved for future use.)

001 1 - The bus is Idle because the CPU is waiting for a
Slave Processor to complete an instruction.

0100 - Intermpt Acknowledge, Master.

The CPU is performing a Read cycle. To ac-

knowledge receipt of a Non-Maskable Inte^upt

(on NMI) it will read from address FFFFOOie, but

will ignore any data provided.

0101

0110-

0111

To acknowledge receipt of a IVIaskable Interrupt

(on TnT) it will read from address FFFEOOie, ex-

pecting a vector number to be provided from the

Master NS32202 Interrupt Control Unit. If the

vectoring mode selected by the last SETCFG in-

struction was Non-Vectored, then the CPU will

ignore the value it has read and will use a default

vector instead, liaving assumed that no NS32202
is present See Sec. 3.4.5.

Interrupt Acknowledge, Cascaded.

The CPU Is reading a vector number from a Cas-

caded NS32202 Intermpt Control Unit. The ad-

dress provided is the address of the NS32202
Hardware Vector register. See Sec. 3.4.5.

End of Interrupt, Master.

The CPU is performing a Read cycle to indicate

that it is executing a Return from Interrupt (RETI)

Instruction. See Sec. 3.4.5.

End of Intenxipt, Cascaded.

The CPU is reading from a Cascaded Intenvpt

Control Unit to indicate that it is returning

(through RETI) from an interrupt service routine

requested by that unit. See Sec. 3.4.5.

1000 - Sequential Instruction Fetch.

The CPU is reading the next sequential word

from the instruction stream into the Instruction
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3.0 Functional Description (continued)

PREV. CYCLE

]T40RTi| T1

NS32132 CPU BUS SKINALS

T2

[1

V[JU\

DOIN r 7/[^^
BEO-BEa I //

ii

[T

cwAiT r ^

[
PER ' ^

ADOR
VALID

\J

)-{

STATUS VAUD

V

T3
(WAIT)

T3
(WAIT)

NEXT CYCLE

T4 ItiORTI

n^_n_

z)-

u
r

f
NS32201 TCU CYCU EXTENSION SIGNALS

\
\ \

RDY

(TCU TO CPU)

I-

[17

VJ

\.~J

\

^ [-h^/Mk^mzmmzmm^.

NS32201 TCU BUS SIGNALS

\

\

r

J

€

^

ii:

ai

TL/EE/8683-20

FIGURE 3-10. Extended Cycle Example

Note: Arrows on CWAIT, PER, WAITn Indicate points at which the TCU samples. Arrows on A[X)-AD15 and RDY indicate points at which the CPU samples.
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3.0 Functional Description (Continued)

Queue, it will do so whenever the bus would oth-

erwise be idle and the queue is not already full.

1001 - Non-Sequential Instnjction Fetch.

The CPU is performing the first fetch of instruc-

tion code after the Instruction Queue is purged.

This Will occur as a result of any jump or branch,

or any interrupt or trap, or execution of certain

instructions.

1010- Data Transfer.

The CPU is reading or writing an operand of an

instruction.

1011 - Read RMW Operand.

The CPU is reading an operand which will subse-

quently be modified and rewritten. If memory pro-

tection circuitry would not allow the following

Write cycle, it must abort this cycle.

1 100 - Read for Effective Address Calculation.

The CPU is reading information from memory in

order to determine the Effective Address of an

operand. This will occur whenever an instruction

uses the Memory Relative or External addressing

mode.

1101 - Transfer Slave Processor Operand.

The CPU is either transferring an instruction op-

erand to or from a Slave Processor, or it is issu-

ing the Operation Word of a Slave Processor in-

struction. See Sec. 3.9.1.

1 1 1 - Read Slave Processor Status.

The CPU is reading a Status Word from a Slave

Processor. This occurs after the Slave Processor

has signalled completion of an instruction. The
transferred word tells the CPU whether a trap

should be taken, and in some instnjctions it pre-

sents new values for the CPU Processor Status

Register bits N, Z, L or F. See Sec. 3.9.1.

1111 - Broadcast Slave ID.

The CPU is initiating the execution of a Slave

Processor instruction, the ID Byte (first byte of

the instruction) is sent to all Slave Processors,

one of which will recognize it. From this point the

CPU is communicating with only one Slave Proc-

essor. See Sec. 3.9.1.

3.4.3 Data Access Sequences

The 24-bit address provided by the NS32132 is a byte ad-

dress; that is, it uniquely identifies one of up to 16,777,216

eight-bit memory locations. An important feature of the

NS32132 is that the presence of a 32-bit data bus imposes
no restrictions on data alignment; any data item, regardless

of size, may be placed starting at any memory address. The
NS32 1 32 provides special control signals. Byte Enable

(BE0-BE3) which facilitate individual byte accessing on a
32-bit bus.

Memory is organized as four eight-bit banks, each bank re-

ceiving the double-word address (A2-A23) in parallel. One
bank, connected to Data Bus pins AD0-AD7 is enabled

when BEO is low. The second bank, connected to data bus
pins AD8-AD15 is enabled when BET is low. The third and
fourth banks are enabled by BE2 and BE3, respectively.

See Hgure 3-11.

A2-A23

k:j dc^ bci Htl

^ 1 I 1
SBITS SBITS SBITS SBITS

I i
r i i

qSS ^^ i^KS MM Mm rSYTE
#0

TL/EE/8583-21

FIGURE 3-1 1. Memory Interface

Since operands do not need to be aligned with respect to

the double-word bus accessed performed by the CPU, a

given double-word access can contain one, two, three, or

four bytes of the operand being addressed, and these bytes

can begin at various positions, as determined by A1, AO.

Table 3-1 lists the 10 resulting access types.

TABLE 3-1

Bus Access Types
Type Bytes Accessed AI^O BE3 BE2 BIT §E0
1 1 00 1 1 1

2 1 01 1 1 1

3 1 10 1 1 1

4 1 11 1 1 1

5 2 00 1 1

6 2 01 1 1

7 2 10 1 1

8 3 00 1

9 3 01 1

10 4 00

Accesses of operands requiring more than one bus cycle

are performed sequentially, with no idle T-States separating

them. The number of bus cycles required to transfer an op-

erand depends on its size and its alignment. Table 3-2 lists

the bus cycles performed for each situation.

Z
CO
o>
lO

M

W

(Aw
w

2-97



CM«
CM
CO
CO

CM
CO

CM
CO
(A

CM
CO

CM
CO
CO

3.0 Functional Description (continued)

TABLE 3-2

Access Sequences

Data Bus

Cycle Type Address BE3

A. Wordataddress ending with 11

1.

2.

A
A + 1

B. Double wordataddress ending with 01

1.

2.

A
A + 3

C. Double wordataddress ending with 10

1.

2.

A
A + 2

D. Double wordat address ending with 11

A
A + 1

BE2 BE1 BEO
f

Byte 3

ByteO

X

Byte 2

X

Bytel

X

ByteO

X

Byte 2 Bytel ByteO

BYTE1 BYTEO

BYTE 3 BYTE 2 BYTE 1 BYTEO

Bytel

X

ByteO

X

BYTE 3 BYTE 2 BYTE 1 BYTEO

ByteO

X

X
Byte 3

BYTE 3 BYTE 2 BYTE 1 BYTEO

X

Byte 3

X

Byte 2

E. Quad wordataddress ending with 00

1. 10 A

Other bus cycles (instmctlon prefetch or slave) can occur here.

2. 10 A + 4

F. Quad wordat address ending trith 01

1. 9 A

2. 1 A + 3 1 1 1

Other bus cycles (instruction prefetch or slave) can occur here.

BYTE? BYTE 6 BYTES BYTE 4 BYTE 3 BYTE 2 BYTE 1 BYTEO

Byte 3

Byte?

Byte 2

Byte 6

Bytel

Bytes

BYTE? BYTE 6 BYTES BYTE 4 BYTE 3 BYTE 2 BYTE1 BYTEO

3.

4. 1

A + 4

A + 7

Byte 2

X

Byte 6

X

Bytel

X

Bytes

X

ByteO

X

Byte 4

X

G. Quad wordat address ending with 10 BYTE? BYTE 6 BYTES BYTE 4 BYTE 3 BYTE 2 BYTE1 BYTEO

A
A + 2

Other bus cycles (instruction prefetch or slave) can occur here.

3.

4.

A + 4

A + 6

Bytel

X

Bytes

X

ByteO

X

Byte 4

X

X

Byte 3

X

Byte?

BYTE? BYTE 6 BYTES BYTE 4 BYTE 3 BYTE 2 BYTE1 BYTEOH. Quad wordataddress ending with 1

1

1. 4 A 111 ByteO X X

2. 8 A + 1 1 X Byte 3 Byte 2

Other bus cycles (Instruction prefetch or slave) can occur here.

1. 4 A + 4 1 1 1 Byte 4 X X

2. 8 A + S 1 X Byte ? Byte 6

X = Don't Care

X

Bytel

X

Byte 3

X

Byte 2

X

Bytel

ByteO

Byte 4

X

Bytes

X

Byte?

X
Byte 2

X

Byte 6

X

Bytel

X

Bytes
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3.0 Functional Description (continued)

3.4.3.1 Bit Accesses

The Bit Instructions perform byte accesses to the byte con-

taining the designated bit. The Test and Set Bit instruction

(SBIT), for example, reads a byte, alters it, and rewrites It,

having changed the contents of one bit.

3.4.3.2 Bit Fieid Accesses

An access to a Bit Reld in memory always generates a Dou-

ble-Word transfer at the address containing the least signifi-

cant bit of the field. The Double Word Is read by an Extract

Instoiction; an Insert Instruction reads a Double Word, modi-

fies It, and rewrites It.

3.4.3.3 Extending Multiply Accesses

The Extending Multiply Instruction (MEI) will return a result

which Is twice the size in bytes of the operand It reads. If the

multiplicand Is in memory, the most-significant half of the

result is written first (at the higher address), then the least-

significant half. This Is done In order to support retry if this

Instruction is aborted.

3.4.4 Instruction Fetches

Instmctions for the NS32132 CPU are "prefetched"; that Is,

they are Input tiefore being needed into the next available

entry of the eight-byte Instruction Queue. The CPU performs

two types of Instruction Fetch cycles: Sequential and Non-

Sequential. These can be distinguished from each other by

their differing status combinations on pins ST0-ST3 (Sec.

3.4.2).

A Sequential Fetch will be performed by the CPU whenever
the Data Bus would othenwise be idle and the Instruction

Queue is not currently full. Sequential Fetches are always

type 10 Head cycles (Table 3-1).

A Non-Sequential Fetch occurs as a result of any break In

the normally sequential flow of a program. Any jump or

branch instruction, a trap or an interrupt will cause the next

Instruction Fetch cycle to be Non-Sequential. In addition,

certain instructions flush the instruction queue, causing the

next Instnjctlon fetch to display Non-Sequential status. Only

the first bus cycle after a break displays Non-Sequential

status, and that cycle depends on the destination address.

Note: During non-sequential fetches BEO-BK are all active regardless of

the alignment.

3.4.5 interrupt Control Cycles

Activating the INT or NMl pin on the CPU will Initiate one or

more bus cycles whose purpose is interrupt control rather

than the transfer of Instructions or data. Execution of the

Return from Internjpt Instruction (RETI) will also cause Inter-

ru'^t Control bus cycles. These "^iff^r ^''^•^ inetn i/^tinn nr r^^^a

transfers only in the status pesented on pins ST0-ST3. All

Interrupt Control cycles are single-byte Read cycles.

This section describes only the Interrupt Control sequences
associated with each interrupt and with the return from Its

service routine. For full details of the NS32132 Interrupt

structure, see Sec. 3.8.

COw
lO

w
lO

(Aw
W

(0u
U
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3.0 Functional Description (continued)

z

Cycle Status Address

TABLF 3-3

Interrupt Sequences

Data Bus

CMm

1

f

DDIN BE3 BE2 BE1 BED Byte 3 Byte 2

A Non-Maskable Intenupt Control Sequences

Bytel ByteO

CNI

Interrupt Acknowledge

1 0100 FFFFOOis 1 1 1 X X X X

CO

1

Intermpt Return

None: Performed through Return from Trap (RETT) instruction.

a Non-Vectored Interrupt ControlSequences

Intenrupt Acknowledge

1 0100 FFFEOO16 1 1 1 X X X X

Interrupt Return

1 0110 FFFEOO16 1 1 1 X X

C. VectoredIntermpt Sequences: Non-Cascaded.

X X

Interrupt Acknowledge

1 0100 FFFEOO16 1 1 1 X X X Vector:

Range: 0-127

Interrupt Return

1 0110 FFFEOO16 1 1 1 X X

D. Vectored InterruptSequences: Cascaded

X Vector; Same as

in Previous Int.

Ack. Cycle

Intemjpt Acknowledge

1 0100 FFFEOO16 1 1 1 X X X Cascade Index;

range -16to -1

(The CPU here uses the Cascade Index to find the Cascade Address.)

2 0101 Cascade See Note Vector, range 9-255; on appropriate byte of

Address data bus.

Intemjpt Return

1 0110 FFFEOO16 1 1 1 X X X Cascade Index:

Same as in

previous Int.

Ack. Cycle

(The CPU here uses the Cascade Index to find the Cascade Address)

2 0111 Cascade See Note X X

Address

X X

X= Don't Care

Note: BE0-BE3 signals will be activated according to the cascaded ICU address. The cycle type can be 1 , 2, 3 or 4, wher

value can be in the range 0-2S5.
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3.0 Functional Description (continued)

3.4.6 Slave Processor Communication

In addition to its use as the Address Translation strap (Sec.

3.5.1), the AT/SPC pin is used as the data strobe for Slave

Processor transfers. In this role, it is referred to as Slave

Processor Control (SPC). In a Slave Processor bus cycle,

data is transferred on the Data Bus (AD0-AD15), and the

status lines ST0-ST3 are monitored by each Slave Proces-

sor in order to determine the type of transfer being per-

formed. SPC is bidirectional, but Is driven by the CPU during

all Slave Processor bus cycles. See Sec. 3.9 for full protocol

sequences.

AD(0-15)

«f/SPC

NS32132:

CPU

C=^ (D-IS)

sre

SLAVE
PROCESSOR

TL/EE/S583-22

FIGURE 3-12. Slave Processor Connections

COw
lO

CO
lO
I

a>
«^
z
CO
CO
lO

CO
ro

CO
CO
ro

CO

PREV. CYCLE

T4orTl

PHI1

[7

n n

DBE 7

V

n

n
/
(1)

h—(nATAINV

NEXTCYCLE

T10RTI

n_

V

VALID K NEXT STATUS

<

\J

L

TL/EE/8583-23

Note:

(1) CPU samples Data Bus here.

(2) DBE and all other NS32201 TCU bus signals remain inactive because no ADS pulse Is received from the CPU.

FIGURE 3-13. CPU Read from Slave Processor
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3.0 Functional Description (continued)

3.4.6.1 Slave Processor Bus Cycles

A Slave Processor bus cycle always takes exactly two clock

cycles, labeled T1 and T4 (see Figures 3- 13 and 3- 14). Dur-

ing a Read cycle, SPC is activated at T1 , data is sampled at

T4, and SPC is removed. The Cycle Status pins lead the

cycle by one clock period, and are sampled at the leading

edge of SPC. During a Write cycle, Jhe^CPU applies data

and activates §PC at T1, removing SPC at T4. The Slave

Processor latches status on the leading edge of SPC and

latches data on the trailing edge.

Since the CPU does not pulse the Address Strobe (ADS),

no bus signals are generated by the NS32201 Timing Con-

trol Unit. The direction of a transfer is determined by the

sequence ("protocol") established by the instmction under

execution; but the CPU indicates the direction on the DDIN

pin for hardware debugging purposes.

3.4.6.2 Slave Operand Transfer Sequences

A Slave Processor operand is transferred in one or more

Slave bus cycles. A Byte operand is transferred on the

least-significant byte of the Data Bus (AD0-AD7), and a

Word operand is transfen-ed on bits AD0-AD15. A Double

Word is transfen-ed in a consecutive pair of bus cycles,

least-significant word first. A Quad Word is transferred in

two pairs of Slave cycles, with other bus cycles possibly

occurring between them. The word order is from least-signif-

icant word to most-significant.

Note that the NS32132 uses only the two least significant

bytes of the data bus for slave cycles. This is to maintain

compatibility with existing slave processors.

A0»AD1S

ST0-ST3

TUEE/8583-24

Note:

(1) Slave Processor samples Data Bus here.

(2) DBE, being provided by the NS32201 TCXJ, remains inactive due to the fact that no pulse is presented or ADS. TCU signals RD, WR and TSO also remain

inactive.

FIGURE 3-14. CPU Write to Slave Processor
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3.0 Functional Description (continued)

3.5 MEMORY MANAGEMENT OPTION

The NS32132 CPU, in conjunction witli tlie NS32082 Mem-
ory Management Unit (MMU), provides full support for ad-

dress translation, memory protection, and memory alloca-

tion techniques up to and including Virtual Memory.

3.5.1 Address Translation Strap

The Bus Interface Control section of the NS32132 CPU has

two bus timing modes: With or Without Address Translation.

The mode of operation is selected by the CPU by sampling

the AT/SPC (Address Translation/Slave Processor Control)

pin on the rising edge of the RSI (Reset) pulse. If AT/SPC

is sampled as high, the bus timing is as previously described

in Sec. 3.4. If it is sampled as low, two changes occur:

1) An extra clock cycle, Tmmu, is inserted into all bus cy-

cles except Slave Processor transfers.

2) The DS/FLT pin changes in function from a Data Strobe

output (DS) to a Float Command input (FLT).

The NS32082 MMU will itself pull the CPU AT/SPC pin low

when it is reset. In non-Memory-Managed systems this pin

should be pulled up to Vcc through a 10 kO resistor.

Note that the Address Translation strap does not specifk:al-

ly declare the presence of an NS32082 MMU, but only the

0>

CO
tsi
lO

Oi
lO
oa

CO

lO

w

[n.^^ui

A00.4023

D24-031
I
Z

[7y
BEO-BES '

''^-

m

lU

Address
VAUD

V7

>

T2

n>-

XI

IL

iNEXTADDR

SJ

2

1

f

TL/EE/8583-25

FIGURE 3-15. Read Cycle with Address Translation (CPU AcUon)
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3.0 Functional Description (continued)

presence of external address translation circuitry. MMU in-

structions will still trap as being undefined unless the

SETCFG (Set Configuration) instruction is executed to de-

clare the MMU instruction set valid. See Sec. 2.1.3.

3.5.2 Translated Bus Timing

Figures 3-15 and 3-16 illustrate the CPU activity during a

Read cycle and a Write cycle in Address Translation mode.

The additional T-State, Tmmu, is inserted Ijetween T1 and

T2. During this time the CPU places AD0-AD23 into the

TRI-STATE® mode, allowing the MMU to assert the trans-

lated address and Issue the physical address strobe PAV.

T2 through T4 of the cycle are identical to their counterparts

without Address Translation. Note that in order for the

NS32082 MMU to operate correctly it must be set to the

32132 mode by forcing A24/HBF low during reset. In this

mode the bus lines AD16-AD23 are floated after the MMU
address has been latched, since they are used by the GPU
to transfer data.

Figures 3-17 anA 3-18 show a Read cycle and a Write cycle

as generated by the 32132/32082/32201 group. Note that

with the CPU ADS signal going only to the MMU, and with

the MMU PAV signal substituting for ADS everywhere else,

Tmmu through T4 look exactly like T1 through T4 in a non-

Memory-Managed system. For the connection diagram, see

Appendix B.

(M4.031

TL/EE/8583-26

FIGURE 3-16. Write Cycle with Address Translation (CPU Action)
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3.0 Functional Description (continued)

ji^_ji_ii^Ln

AD0-AO23
I

/

024-031

PHYSIC

XADDRESSV.

VIRTUAL PHYSICAL

T2 T3

n
r ADDRESSVADDRESS

VAUD A VAUD

v/

DDiN /y.

J

7

\J

n

T4 T1 OH Ti

V—k

NS32201 TCU BUS SIGNALS

V

\

X

n.

^
2

NEXT STATUS

X

/

/

L

2

TL/EE/8S83-27

FIGURE 3-17. Memory-Managed Read Cycle
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3.0 Functional Descr

PHI1

PHI 2

iption

T4 0RTi

(Continued)

T1 Ihimu 1

VIRTUAL PHYSICAL

2 ra T4 TIORTi

5H

TL/EE/8583-28

7/
AM-AD23 (/W/a^DDREskYADDREs'sV

VALID f\ VALID f\
DATA 01

T

Ynextad

C4
1

i t
7}

D24-D31 O

ADS

PAV

ST0-ST3 Z

ddinL^

BEO-BErT^

r7

RD

WB

DBE

'//Mmy/MX DATA 01

T

W//A

VJ

V

\J

K

—
J

STATUS VA .10 X
" T STATUS

WA^ V
NEXT

y/Mt VALID X
NEXT

W//y.W/AVM^

TCUBU.

\

S SIGNALS

WAy/M \

NS3 1201

1

J1 \

\1 J

\
\

FIGURE3-18 Memory-Managed Write Cyi:le
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3.0 Functional Description (continued)

3.5.3 The FLT (Float) Pfn

The FiTr pin is used by ttie CPU for address translation

support. Activating FLT during Tmmu causes the CPU to

wait longer than Tmmu for address translation and valida-

tion. This feature Is used occasionally by the NS320e2 MMU
in order to update its Internal translation lool<-aside buffer

(TLB) from page tables in memory, or to update certain

status bits within them.

Figure 3-19 shows the effect of FCT. Upon sampling FLT

low, late in Tmmu, the CPU enters idle T-States (Tf) during

which it:

1) Sets AD0-AD23, D24-D31 and DDiN to the TRI-STATE
condition ("floating").

2) Suspends further internal processing of the cun-ent in-

struction. This ensures that the current Instruction re-

mains abortable with retry. (See RST/ABT description.

Sec. 3.5.4.)

Note that the AD0-AD23 pins may be briefly asserted dur-

ing the first idle T-State. The above conditions remain in

effect until FLT again goes high. See the Timing Specifica-

tions, Sec. 4.

COw
w

0>w
ro

u
lO

(0

Ci»
lO

TL/EE/8583-29

FIGURE 3-19. FLT Timing
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3.0 Functional Description (continued)

3.5.4 Aborting Bus Cycles

The RST/A@T pin, apart from its Reset function (Sec. 3.3),

also serves as the means to "abort", or cancel, a bus cycle

and the instruction, if any, which initiated it. An Abort re-

quest is distinguished from a Reset in that the RST/ABT pin

is held active for only one clock cycle.

If RST/ABT is pulled low during Tmmu or Tf, this signals

that the cycle must be aborted. The CPU itself will enter T2
and then Ti, thereby terminating the cycle. Since it is the

MMU PAV signal which triggers a physical cycle, the rest of

the system remains unaware that a cycle was started.

The NS32082 MMU will abort a bus cycle for either of two

reasons:

1) The CPU is attempting to access a virtual address which

is not cunrently resident in physical memory. The refer-

enced page must be brought into physical memory from

mass storage to make It accessible to the CPU.

2) The CPU is attempting to perform an access which is not

allowed by the protection level assigned to that page.

When a bus cycle is aborted by the MMU, the instruction

that caused It to occur is also aborted in such a manner that

it is guaranteed re-executable later. The information that is

changed irrecoverably by such a partly-executed instruction

does not affect its re-execution.

3.5.4.1 The Abort Interrupt

Upon aborting an instruction, the CPU immediately performs

an intemjpt through the ABT vector in the Interrupt Table

(see Sec. 3.8). The Return Address pushed on the Intenxjpt

Stack is the address of the aborted instruction, so that a

Return from Trap (RETT) instruction will automatically retry

it.

The one exception to this sequence occurs if the aborted

bus cycle was an instruction prefetch. If so, it is not yet

certain that the aborted prefetched code Is to be executed.

Instead of causing an interrupt, the CPU only aborts the bus

cycle, and stops prefetching. If the information in the In-

struction Queue runs out, meaning that the instnjction will

actually be executed, the ABT interrupt will occur, in effect

aborting the instruction that was being fetched.

3.5.4.2 Hardware Considerations

In order to guarantee Instruction retry, certain njles must be

followed in applying an Abort to the CPU. These rules are

followed by the NS32082 Memory Management Unit.

1) If FLT has not been applied to the CPU, the Abort pulse

must occur during or before Tmmu. See the Timing Spec-

ifications, Figure 4-22.

2) If FLT has been applied to the CPU, the Abort pulse must

be applied before the T-State in which FLT goes inactive.

The CPU will not actually respond to the Abort command
until FLT Is removed. See Figure 4-23.

3) The Write half of a Read-Modify-Wrlte operand access

may not be aborted. The CPU guarantees that this will

never be necessary for Memory Management functions

by applying a special RMW status (Status Code 1011)

during the Read half of the access. When the CPU pres-

ents RMW status, that cycle must be aborted if it would

be Illegal to write to any of the accessed addresses.

If RST/ABT is pulsed at any time other than as indicated

above. It will abort either the Instruction currently under exe-

cution or the next instruction and will act as a very high-pri-

ority interrupt. However, the program that was running at the

time Is not guaranteed recoverable.

3.6 BUS ACCESS CONTROL
The NS32132 CPU has the capability of relinquishing its

access to the bus upon request from a DMA device or an-

other CPU. This capability is implemented on the HOLD
(Hold Request) and HLDA (Hold Acknowledge) pins. By as-

serting HOLD low, an external device requests access to

the bus. On receipt of HLDA from the GPU, the device may
perform bus cycles, as the CPU at this point has set the

AD0-AD23, D24-D31, ADS, DDiN and BE0-BE3 pins to

the TRI-STATE condition. To return control of the bus to the

CPU, the device sets HOLD inactive, and the CPU acknowl-

edges return of the bus by setting HLDA inactive.

How quickly the CPU releases the bus depends on whether

it is idle on the bus at the time the HOLD request is made,

as the CPU must always complete the current bus cycle.

Figure 3-20 shows the timing sequence when the CPU is

idle. In this case, the CPU grants the bus during the immedi-

ately following clock cycle. Figure 3-21 shows the sequence

if the CPU is using the bus at the time that the HOLD re-

quest is made. If the request is made during or before the

clock cycle shown (two clock cycles before T4), the CPU
will release the bus during the clock cycle following T4. If

the request occurs closer to T4, the CPU may already have

decided to initiate another bus cycle. In that case it will not

grant the bus until after the next T4 state. Note that this

situation will also occur If the CPU is idle on the bus but has

initiated a bus cycle internally.

In a Memory-Managed system, the HLDA signal is connect-

ed in a daisy-chain through the NS32082, so that the MMU
can release the bus if It is using it.
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3.0 Functional Description (continued)
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FIGURE 3-20. HOLD Timing, Bus Initialiy idle
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3.0 Functional Description (continued)
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FIGURE 3-21. HOLD Timing, Bus Initially Not Idle
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3.0 Functional Description (continued)

3.7 DUAL PROCESSING

An important feature of the NS32132 Is its ability to cooper-

ate with another NS32132, sharing the same bus and mem-
ory in a mode l^nown as "Tightly-Coupled Dual Processing."

With the addition of one NS32132 and a minimal amount of

standard TTL logic, this feature may enhance performance

up to 80%. This is possible because the NS32132 average

bus usage is in the range of 45% to 55%.

In a memory-managed system, an extra NS32201 TCU Is

required since a single TCU cannot drive two CPUs and two
MMUs. In this case, a delay line may tie needed to deskew
the clocl< outputs from the two TCUs to avoid speed degra-

dations.

Figure 3.22 shows a basic dual processing system configu-

ration. A more complete connection diagram of a memory-
managed system is given in Appendix B.
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FIGURE 3-22. Dual Processor System Basic Interconnections
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3.0 Functional Description (continued)

3.7.1 Bus Arbitration

The NS32132 provides two signals for the arbitration of the

bus in a dual processing system:

• bus request out (BRO)

• bus request in (BRI)

A third signal (BB), activated onlywhen the CPU Is in control

of the bus, Is provided for testing purposes and for control-

ling external logic.

At any given time only one CPU is in control of the bus,

while the other has its address/data lines and other relevant

signals floating. Whenever the CPU not in control of the bus

needs to perform a bus cycle, it asserts BRO requesting the

other CPU to release the bus. The CPU in control of the bus,

detecting a low signal on its BRI pin, will l<eep the bus for no

more than two bus cycles and release it. It then notifies the

other GPU by deactivating its BRO signal, and bus control

switches.

An exception to this rule occurs if the CPU in control of the

bus is executing an interlocl<ed instruction. In this case, the

bus is released at the end of the instruction rather than at

the end of the cun'ent bus cycle.

When a bus switch occurs, the address/data lines and the

BE0-BE3 lines from the CPU in control of the bus are float-

ed a half clock cycle before the other CPU starts driving

these lines. This scheme ensures that no contentions occur

during the switching when the lines from the two CPUs are

hardwired.

If a bus switch follows a read cycle, the T4 cycle of the CPU
in control of the BUS is immediately followed by the T1 cy-

cle of the other CPU. If the bus switch follows a write cycle,

the CPU in control of the bus adds an extra clocl< cycle and

releases the bus during this cycle. This ensures that the

data hold times for single and dual processor configurations

are the same. A bus switching timing diagram is shown in

Figure 3-23.

CPU 1 STATES

CPU 2 STATES

PHI 1

PHI 2

AD0-AD23 (1)

AD0-AD23 (2)

024-D31 (1)

D2*-D3( (2)

AK(1)

AK(2)

§E0-iEJ{1)

BE0-BE3(2)

DDIN(1)

DDJN (2)

iR0(1), Si(2)

B8(l)

BB(2)

READ CYCLE WRITE CYCLE vraiEcn

CPU 1 CPU 2 CPU 1

CONTROLS THE BUS CONTROLS THE BUS COMIROLSl

T4 T1 T2 T3 U 11 T4 T4 T4 74 T1

U T4 T4 T* 14 T1 T2 T3 T4 Ti T4

rLJi_jT_Ji_JLJi_n_JT_rL_n_n_rL

TL/EE/8583-33

FIGURE 3-23. Dual Processor Bus Arbitration Timing
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3.0 Functional Description (continued)

3.7.2 Processor Assignment

One problem with a multiprocessing system is ensuring that

after a common initialization sequence, each processor

branches to a different location in memory to execute a cer-

tain program. In cases where external hardware makes the

system asymmetrical, the solution to this problem is simple.

In a perfectly symmetrical system it is still possible to identi-

fy each processor uniquely so that tasks can be assigned to

different processors. It is impossible, however, to know
which processor will be assigned to a certain task.

The NS32132 relies on the fact that two tightly-coupled

CPUs will switch bus control after at most two bus cycles,

except when an interlocked instruction is executed. Figure

3.24 shows an instruction sequence that can be used to

assign processors to different tasks.

Both CPUs clear the same memory location on subsequent
bus cycles. This ensures that both CPUs have cleared the

memory location before any one of them executes the inter-

locked instruction. The CPU that exited the reset condition

first executes the Set Bit Interlocked Instmction (SBITI),

finding the bit clear. The other CPU will then execute the

same instmction, but will find the bit set. Both CPUs will

execute Branch on Flag Clear (BFC) instmction. The CPU
that found the bit clear executes the branch; the other CPU
continues to the next instmction. In this case the time con-

straint which delays one processor's exit from the reset con-

dition makes it possible to know which processor will be
assigned to a certain task.

Z
</>

W
N9

W
ro

w
lO

w
w

SEM: BLKB 1 ;Reserve storage

;location for semaphore

MOVQB 0,SEM

NOP
;Clear semaphore

SBITI O.SEM

BFC TSK1

;Set bit Interlocked

;Branch on flag clear

CODE FOR TASK 2

TSK1:

CODE FOR TASK 1

FIGURE 3-24. Instruction Sequence to Assign CPUs to Different Tasks
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3.0 Functional Description (continued)

3.8 INSTRUCTION STATUS

In addition to the four bits of Bus Cycle status (ST0-ST3),

tfie NS32132 CPU also presents Instruction Status Informa-

tion on three separate pins. These pins differ from STO-

ST3 in that they are synchronous to the CPU's internal In-

struction execution section rather than to its bus Interface

section.

PFS (Program Flow Status) is pulsed low as each Instnjction

begins execution. It is Intended for debugging purposes, and

Is used that way by the NS32082 Memory Management

Unit.

U/S originates from the U bit of the Processor Status Regis-

ter, and indicates whether the CPU is currently running In

User or Supervisor mode. It Is sampled by the MMU for

mapping, protection, and debugging purposes. Although It Is

not synchronous to bus cycles, there are guarantees on Its

validity during any given bus cycle. See the Timing Specifi-

cations, Figure 4-21.

ILO (Interlocked Operation) Is activated during an SBITI (Set

Bit, Interlocked) or CBITI (Clear Bit, Interlocked) instruction.

It is made available to external bus arbitration circuitry In

order to allow these Instructions to implement the sema-

phore primitive operations for multi-processor communica-

tion and resource sharing. As with the U/S pin, there are

guarantees on its validity during the operand accesses per-

formed by the instructions. See the Timing Specification

Section, Figure 4-19.

3.9 NS32132 INTERRUPT STRUCTURE

InT, on which maskable Inten-upts may be requested,

NMl, on which non-maskable Intemjpts may be request-

ed, and

RST/ABT, which may be used to abort a bus cycle and

any associated Instruction. It generates an interrupt re-

quest If an Instruction was aborted. See Sec. 3.5.4.

In addition there Is a set of internally-generated "traps"

which cause Interrupt service to be performed as a result

either of exceptional conditions (e.g., attempted division by

zero) or of specific Instructions whose purpose Is to cause a

trap to occur (e.g., the Supervisor Call instruction).

3.9.1 General Interrupt/Trap Sequence

Upon receipt of an interrupt or trap request, the CPU goes

through four major steps:

1) Adjustment of Registers.

Depending on the source of the Inten-upt or trap, the CPU
may restore and/or adjust the contents of the Program

Counter (PC), the Processor Status Register (PSR) and

the currently-selected Stack Pointer (SP). A copy of the

PSR Is made, and the PSR Is then set to reflect Supervi-

sor Mode and selection of the lnten\jpt Stack.

2) Saving Processor Status.

The PSR copy Is pushed onto the Intemjpt Stack as a 16-

bit quantity.

3) Vector Acquisition.

A Vector Is either obtained from the Data Bus or Is sup-

plied by default.

4) Service Call.

The Vector Is used as an Index Into the Inten-upt Dispatch

Table, whose base address is taken from the CPU Inter-

rupt Base (INTBASE) Register. See Figure 3-25. A 32-blt

External Procedure Descriptor is read from the table en-

try, and an External Procedure Call Is performed using it.

The MOD Register (16 bits) and Program Counter (32

bits) are pushed on the Interrupt Stack.

CASCADE TABLE

rNTERHUPT BASE

REGISTER

CASCADE ADDR

CASCADE ADCR 14

CASCADE AODR 1S

FIXED INTERRUPTS

AND TRAPS

VECTORED

INTERRUPTS

NON-VECTORED INTERRUPT

NON-MASKABLE INTERRUPT

ABORT

SLAVE PROCESSOR TRAP

ILLEGAL OPERATION TRAP

SUPERVISOR CALL TRAP

DIVIDE BY ZERO TRAP

FLAG TRAP

BREAKPOINT TRAP

TRACE TRAP

UNDEFINED INSTRUCTION TRAP

TL/EE/8583-34

FIGURE 3-25. interrupt Dispatch and Cascade Tables
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3.0 Functional Description (continued)

This process is Illustrated In Figure 3-26, from the viewpoint

of the programmer.

Full sequences of events In processing Interrupts and traps

may be found as follows:

Interrupt on INT or NMI pin:

Abort Intemjpt

Traps (except Trace):

Trace Trap:

Sec. 3.9.7.1.

Sec. 3.9.7.4.

Sec. 3.9.7.2.

Sec. 3.9.7.3.

RETURN ADDRESS (PUSH)

STATUS MODULE
(PUSH)

PSR MOD INTERRUPT

STACK

32 en's

TL./EE/6583-3S

INTBASE REGISTER

CASCADE TABLE

1

1

i

1

INTEHRUPTBASE
nSPATCH
TABLEAVECTOR C^yil>-

DESatlPTOR(32B(TS)

J
/

\

01wJ
w
I

to

w

(AW
lO

w
to

16 .. 1S »

OFFSET MODULE

^X_
MOO REGISTER

)

0-

r
MODULE TABLE ENTRY

32

STATIC BASE POINTER

LINK BASE POINTER

PROGRAM BASE POINTER

(RESERVED)

MODULE TABLE

MODULE TABLE ENTRY

PROGRAM COUNTER

ENTRY POINT ADDRESS NEW STATIC BASE

TL/EE/8583-3e

FIGURE 3-26. Interrupt/Trap Service Routine Catling Sequence
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3.0 Functional Description (continued)

3.9.2 Interrupt/Trap Return

To return control to an Inten-upted program, one of two In-

structions Is used. The RETT (Return from Trap) instruction

(Figure 3-27) restores the PSR, MOD, PC and SB registers

to their previous contents and, since traps are often used

deliberately as a call mechanism for Supervisor Mode pro-

cedures, it also discards a specified numt)er of bytes from

the original stack as surplus parameter space. RETT is used

to return from any trap or interrupt except the Maskable

Intemipt. For this, the RETi (Return from Intenupt) Instnjc-

tion Is used, which also informs any external Interrupt Con-

trol Units that Intenupt service has completed. Since Inter-

rupts are generally asynchronous external events, RETI

does not pop parameters. See Figure 3-28.

3.9.3 Maskable Interrupts (The INT Pin)

The iNT pin Is a level-sensitive Input. A continuous low level

Is allowed for generating multiple Intenupt requests. The In-

put Is maskable, and is therefore enabled to generate Inter-

rupt requests only while the Processor Status Register I bit

Is set. The I bit Is automatically cleared during servtoe of an

TNT, NMi or Abort request, and Is restored to Its original

setting upon return from the interrupt service routine via the

RETT or RETI instruction.

The iNT pin may be configured via the SETCFG instruction

as either Non-Vectored (CFG Register bit I = C) or Vec-

tored (bit 1
= 1).

3.9.3.1 Non-Vectored Mode

In the Non-Vectored mode, an Intenupt request on the iNT

pin will cause an Interrupt Acknowledge bus cycle, but the

CPU will ignore any value read from the bus and use Instead

a default vector of zero. This mode Is useful for small sys-

tems In which hardware interrupt prioritization Is unneces-

sary.

3.9.3.2 Vectored Mode: Non-Cascaded Case

In the Vectored mode, the CPU uses an Intemjpt Control

Unit (ICU) to prioritize up to 16 interrupt requests. Upon re-

ceipt of an Intemjpt request on the INT pin, the CPU per-

forms an "Interrupt Acknowledge, Master" bus cycle

PROGRAM COUNTER

RETURN ADDRESS
(POP)

STATUS

<P0P)

INTEHHUPT

STACK

MODULE TABLE ENTRY

STATIC BASE POINTER

LINK BASE POINTER

PROGRAM BASE POINTER

(RESERVED)

PARAMETERS

STACK SELECTED

IN NEWLY-

POPPED PSR.

POP AND
DISCARD

TL/EE/85S3-37

FIGURE 3-27. Return from Trap (RETT n) Instruction Flow

2-116



3.0 Functional Description (continued)

"END OF INTERRUPT'

INTERRUPT
CONTROL

UNIT

PROGRAM COUNTER
(POP)

RETURN ADDRESS

(POP)
STATUS MOB JLE -*-

INTERRUPT
STACK

wwM
W
d>

COu
w

Z
a>
CO
ro

CO

MODULE TABLE ENTRY

STATIC BASE POINTER

LINK BASE POINTER

PROGRAM BASE POINTER

(RESERVED)

MODULE
TABLE

MODULE TABLE ENTRY

STATIC BASE

SB REGISTER

FIGURE 3-28. Return from Interrupt (RETI) Instruction Flow
TL/EE/8583-3e

2-117



CM
CO

CM
CO
CO

CM
CO

CM
CO
CO

CM
CO

CM
CO
COz

3.0 Functional Description (continued)

(Sec. 3.4.2) reading a vector value from tlie low-order byte

of the Data Bus. This vector is then used as an index into

the Dispatch Table in order to find the External Procedure

Descriptor for the proper interrupt service procedure. The

service procedure eventually returns via the Return from In-

ten-upt (RETI) instruction, which performs an End of Inter-

rupt bus cycle, informing the ICU that it may re-prioritize any

interrupt requests still pending. The ICU provides the vector

number again, which the CPU uses to determine whether it

needs also to inform a Cascaded ICU (see below).

In a system with only one ICU (16 levels of interrupt), the

vectors provided must be in the range of through 127; that

is, they must be positive numbers in eight bits. By providing

a negative vector number, an ICU flags the interrupt source

as being a Cascaded ICU (see below).

3.9.3.3 Vectored Mode: Cascaded Case

In order to allow up to 256 levels of interrupt, provision is

made both In the CPU and in the NS32202 Interrupt Control

Unit (ICU) to transparently support cascading. Figure 3-30,

shows a typical cascaded configuration. Note that the Inter-

rupt output from a Cascaded ICU goes to an Interrupt Re-

quest input of the Master ICU, which is the only ICU which

drives the CPU INT pin.

In a system which uses cascading, two tasl<s must be per-

formed upon initialization:

1) For each Cascaded ICU in the system, the Master ICU

must be informed of the line number (0 to 15) on which it

receives the cascaded requests.

2) A Cascade Table must be established in memory. The

Cascade Table is located in a NEGATIVE direction from

the location indicated by the CPU lnten\ipt Base (INT-

BASE) Register. Its entries are 32-bit addresses, pointing

to the Vector Registers of each of up to 16 Cascaded

ICUs.

Figure 3-25 illustrates the position of the Cascade Table. To

find the Cascade Table entry for a Cascaded ICU, take its

Master ICU line number (0 to 15) and subtract 16 from it.

giving an index in the range -16 to -1. Multiply this value

by 4, and add the resulting negative number to the contents

of the INTBASE Register. The 32-bit entry at this address

must be set to the address of the Hardware Vector Register

of the Cascaded ICU. This is referred to as the "Cascade

Address."

Upon receipt of an interrupt request from a Cascaded ICU,

the Master ICU interrupts the CPU and provides the nega-

tive Cascade Table index instead of a (positive) vector num-

ber. The CPU, seeing the negative value, uses it as an index

into the Cascade Table and reads the Cascade Address

from the referenced entry. Applying this address, the CPU

performs an "Interrupt Acknowledge, Cascaded" bus cycle

(Sec. 3.4.2), reading the final vector value. This vector is

interpreted by the CPU as an unsigned byte, and can there-

fore be in the range of through 255.

In retuming from a Cascaded inten'upt, the service proce-

dure executes the Return from Intemjpt (RETI) instruction,

as it would for any Maskable Interrupt. The CPU performs

an "End of Interrupt, Master" bus cycle (Sec. 3.4.2), virhere-

upon the Master ICU again provides the negative Cascade

Table index. The CPU, seeing a negative value, uses it to

find the con-esponding Cascade Address from the Cascade

Table. Applying this address, it performs an "End of Inter-

aipt. Cascaded" bus cycle (Sec. 3.4.2), informing the Cas-

caded ICU of the completion of the service routine. The byte

read from the Cascaded ICU is discarded.

NOTE: II an intenupt must be masked off, the CPU can do so by setting the

coiresponding bit In the Intemjpt mask register of the intemjpt con-

trotler.

However, if an interrupt is set pending during tiie CPU instmction that

masks off that intemjpt, the CPU may still perfomi an interrupt ac-

knowledge cycle following that Instruction since it might have sam-

pled the INT line before the ICU deasserted it This could cause the

ICU to provide an Invalid vector. To avokl this problem the above

operation sliould be performed with the CPU interrupt disabled.

NS32132
CPU

GROUP

(«)

CONTOOt

ADDRSBITS

m

FROM
ADDRESS

-

DECODER

IRT

-IR1

-IR3

-IRS

-IR7

-IRB

-IR11

-IR13

-IRIS

- QOIIRO

> ai/IR2

- Q2/IR4

- QS'IRS

- 04/IR8

-GSflRiO

-aSflR12

i-OTflRU

HARDWARE
INTERRUPTS

OR
CASCADED

CONTROLLERS

INTERRUPTS,
CASCADED.

OR
BIT I/O

TL/EE/85B3-39

FIGURE 3-29. Interrupt Control Unit Connections (16 Levels)
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3.0 Functional Description (continued)

\ HARDWARE
/ INTERRUPTS

(0
COM
w
lO

0>w

COwM
W

FIGURE 3-30. Cascaded Interrupt Control Unit Connections
TL/EE/8583-40

3.9.4 Non-Masi(able Interrupt (The NMI Pin)

The Non-Masl<able Interruptjs triggered wlienever a falling

edge Is detected on the NMI pin. The CPU performs an
"Interrupt Acknowledge, H/laster" bus cycle (Sec. 3.4.2)

when processing of this intemjpt actually begins. The Inter-

rupt Acknowledge cycle differs from that provided for H/lask-

able Interrupts in that the address presented Is FFFFOOig.
The vector value used for the Non-iMaskable Interrupt is

taken as 1 , regardless of the value read from the bus.

The service procedure returns from the Non-iWaskable In-

terrupt using the Return from Trap (RETT) instruction. No
special bus cycles occur on return.

For the full sequence of events in processing the Non-
Maskable Intenupt, see Sec. 3.9.7.1.

3.9.5 Traps

A trap is an internally-generated interrupt request caused as
a direct and immediate result of the executton of an instruc-

tion. The Return Address pushed by any trap except Trap
(TRC) Is the address of the first byte of the instruction during

which the trap occurred. Traps do not disable interrupts, as
they are not associated with external events. Traps recog-

nized by the NS32132 GPU are:

Trap (SLAVE): An exceptional condition was detected by
the Floating Point Unit or another Slave Processor during

the execution of a Slave Instruction. This trap Is requested
via the Status Word returned as part of the Slave Processor
Protocol (Sec 3.10.1).
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3.0 Functional Description (continued)

Trap (ILL): Illegal operation. A privileged operation was at-

tempted while the CPU was In User Mode (PSR bit U = 1).

Trap (SVC): The Supervisor Call (SVC) instruction was exe-

cuted.

Trap (DVZ): An attempt was made to divide an Integer by

zero. (The FPU trap Is used for Floating Point division by

zero.)

Trap (FLG): The FLAG instruction detected a "1" in the

CPU PSR F bit.

Trap (BPT): The Breakpoint (BPT) instruction was execut-

ed.

Trap (THC): The instruction just completed is being traced.

See below.

Trap (UND): An undefined opcode was encountered by the

CPU.

A special case is the Trace Trap (TRC), which is enabled by

setting the T bit in the Processor Status Register (PSR). At

the beginning of each instruction, the T bit is copied into the

PSR P (Trace "Pending") bit. If the P bit Is set at the end of

an instnjctlon, then the Trace Trap is activated. If any other

trap or inten-upt request Is made during a traced instruction,

Its entire service procedure is allowed to complete before

the Trace Trap occurs. Each interrupt and trap sequence

handles the P bit for proper tracing, guaranteeing on© and

only one Trace Trap per Instruction, and guaranteeing that

the Return Address pushed during a Trace Trap Is always

the address of the next Instruction to be traced.

3.9.6 Prioritization

The NS32016 CPU internally prioritizes simultaneous inter-

rupt and trap requests as follows:

1

)

Traps other than Trace (Highest priority)

2) Abort

3) Non-I^askabie Interrupt

4) Maskable Inte^upts

5) Trace Trap (Lowest priority)

3.9.7 Interrupt/Trap Sequences: Detailed Flow

For purposes of the following detailed discussion of inter-

njpt and trap sen/ice sequences, a single sequence called

"Sen/ice" is defined in Figure 3-31. Upon detecting any in-

temjpt request or trap condition, the CPU first performs a

sequence dependent upon the type of inten^upt or trap. This

sequence will Include pushing the Processor Status Regis-

ter and establishing a Vector and a Return Address. The

CPU then performs the Service sequence.

For the sequence followed In processing either Maskable or

Non-Maskable Intemjpts (on the INT or NMI pins, respec-

tively), see Sec. 3.9.7.1 For Abort Internjpts, see Sec.

3.9.7.4. For the Trace Trap, see Sec. 3.9.7.3, and for all

other traps see Sec. 3.9.7.2.

3.9.7.1 Maskable/Non-Maskable Interrupt Sequence

This sequence is performed by the CPU when the NMI pin

receives a falling edge, or the INT pin becomes active with

the PSR I bit set. The Interrupt sequence begins either at

the next instruction boundary or, in the case of the String

instructions, at the next Interruptible point during its execu-

tion.

1. If a String Instruction was Interrupted and not yet com-

pleted:

a. Clear the Processor Status Register P bit

b. Set "Return Address" to the address of the first byte of

the inten-upted instruction.

Othenwise, set "Return Address" to the address of the

next instruction.

2. Copy the Processor Status Register (PSR) into a tempo-

rary register, then clear PSR bits S, U, T, P and I.

3. If the interrupt is Non-Maskable:

a. Read a byte from address FFFFOOie, applying Status

Code 0100 (Interrupt Acknowledge, Master, Sec.

3.4.2). Discard the byte read.

b. Set "Vector" to 1.

c. Go to Step 8.

4. If the inten-upt Is Non-Vectored:

a. Read a byte from address FFFFOOie, applying Status

Code 0100 (Intemjpt Acknowledge, Master Sec.

3.4.2). Discard the byte read.

b. Set "Vector" to 0.

c. Go to Step 8.

5. Here the Interrupt Is Vectored. Read "Byte" from address

FFFE00i6, applying Status Code 0100 (Intennpt Ac-

knowledge, Master: Sec. 3.4.2).

6. If "Byte" s 0, then set "Vector" to "Byte" and go to Step

8.

7. If "Byte" is In the range -16 through -1, then the inter-

rupt source is Cascaded. (More negative values are re-

served for future use.) Perform the following:

a. Read the 32-blt Cascade Address from memory. The

address is calculated as INTBASE +4* Byte.

b. Read "Vector," applying the Cascade Address just

read and Status Code 0101 (Inten-upt Acknowledge,

Cascaded: Sec. 3.4.2).

8. Push the PSR copy (from Step 2) onto the Intemjpt Stack

as a 16-bit value.

9. Perform Service (Vector, Return Address), Figure 3-31.

Service (Vector, Retum Address):

1) Read the 32*M External Procedure Descrlirtor from the Intemipt

Dispatch Table: address Is Vector* 4 + INTBASE Register contents.

2) Move the Module fleld of the Descriptor into the MOD Register.

3) Read the new Static Base pointer from the memory address con-

tained in MOD, placing K into the SB Register.

4) Read the Program Base pointer from memory address MOD + 8,

and add to It the Offset field from the Descriptor, placing the result

In the Program Counter. :

''

5) Flush queue: Non-sequentlally fetch first Instruction of Interrupt

routine.

6) Push MOD Register Into the Interrupt Stacic as a 16*it value. (The

PSR has already been pushed as a 16-blt value.)

7) Push the Retum Address onto the intemjpt Stack as a 32*lt quanti-

ty-

FIGURE 3-31. Service Sequence

Invoked during all inten-upt/trap sequences.
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3.0 Functional Description (continued)

3.9.7.2 Trap Sequence: Traps Other Than Trace

1) Restore the currently selected Stack Pointer and the

Processor Status Register to their original values at the

start of the trapped instruction.

2) Set "Vector" to the value co^esponding to the trap

type.

SLAVE: Vector = 3.

ILL: Vector = 4.

SVC: Vector = 5.

DVZ: Vector = 6.

FLG: Vector = 7.

BPT: Vector = 8.

UND: Vector = 10.

3) Copy the Processor Status Register (PSR) into a tem-

porary register, then clear PSR bits S, U, P and T.

4) Push the PSR copy onto the Intenupt Stack as a 1 6-bit

value.

5^ Set "Return .Address" to the address of the first byte of

the trapped instruction.

6) Perform Service (Vector, Return Address), Figure 3-31.

3.9.7.3 Trace Trap Sequence

1) In the Processor Status Register (PSR), clear the P bit.

2) Copy the PSR Into a temporary register, then clear

PSR bits S, U and T.

3) Push the PSR copy onto the Inteniipt Stack as a 1 6-bit

value.

4) Set "Vector" to 9.

5) Set "Return Address" to the address of the next in-

struction.

6) Perform Service (Vector, Return Address), Figure 3-31.

3.9.7.4 Abort Sequence

1) Restore the cun-ently selected Stack Pointer to its origi-

nal contents at the beginning of the aborted instruction.

2) Clear the PSR P bit.

3) Copy the PSR into a temporary register, then clear

PSR bits S, U, T and I.

4) Push the PSR copy onto the Interrupt Stack as a 16-bit

value.

5) Set "Vector" to 2.

6) Set "Return Address" to the address of the first byte of

the aborted instruction.

7) Perform Service (Vector, Return Address), Figure 3-31.

3.10 SLAVE PROCESSOR INSTRUCTIONS

The NS32132 CPU recognizes three groups of instructions

being executable by external Slave Processor:

Floating Point Instruction Set

Memory Management Instruction Set

Custom Instruction Set

Each Slave Instruction Set is validated by a bit in the Config-

uration Register (Sec. 2.1.3). Any Slave Instruction v^hich

does not have its corresponding Configuration Register bit

set will trap as undefined, without any Slave Processor com-
munication attempted by the CPU. This allows software sim-

ulation of a non-existent Slave Processor.

3.10.1 Slave Processor Protocol

Slave Processor instructions have a three-byte Basic In-

struction field, consisting of an ID Byte followed by an Oper-

ation Word. The ID Byte has three functions:

1) It identifies the instruction as being a Slave Proc-

essor instruction.

2) It specifies which Slave Processor will execute it.

3) It determines the format of the following Opera-

tion Word of the instruction.

Upon receiving a Slave Processor instaiction, the CPU initi-

ates the sequence outlined In Figure 3-32. While applying

Status Code 1111 (Broadcast ID, Sec. 3.4.2), the CPU
transfers the ID Byte on the least-significant byte of the

Data Bus (AD0-AD7). All Slave Processors input this byte

and decode it. The Slave Processor selected by the ID Byte

is activated, and from this point the CPU is communicating

only with it. If any other slave protocol was in progress (e.g.,

an aborted Slave instruction), this transfer cancels it.

The CPU next sends the Operation Word while applying

Status Code 1101 (Transfer Slave Operand, Sec. 3.4.2).

Upon receiving it, the Slave Processor decodes It, and at

this point both the CPU and the Slave Processor are aware

of the number of operands to be transferred and their sizes.

The operatton Word is swapped on the Data Bus, that is,

bits 0-7 appear on pins AD8-AD15 and bits 8-15 appear

on pins AD0-AD7.

Using the Address Mode fields within the Operation Word,

the CPU starts fetching operand and issuing them to the

Slave Processor. To do so, it references any Addressing

Mode extensions which may be appended to the Slave

Processor instruction. Since the CPU is solely responsible

status Combinations:

Send ID (ID): Code 1111

Xter Operand (OP): Code 1 101

Read Status (ST): Code 1110

Action

CPU Send ID Byte.

CPU Sends Operaton Word.

CPY Sends Required Operands

Slave Starts Execution. CPU Pre-fetches.

Slave Pulses SPC Low.

CPU Reads Status Word. (Trap? Alter Flags?)

CPU Reads Results (If Any).

FIGURE 3-32. Slave Processor Protocol

step Status

1 ID

2 OP

3 OP

4 -

5 -

6 ST

7 OP

w
w

COwM
W

CO
COM
CO
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3.0 Functional Description (continued)

for memory accesses, these extensions are not sent to the

Slave processor. The Status Code applied is 1 101 (Transfer

Slave Processor Operand, Sec. 3.4.2).

After the CPU has issued the last operand, the Slave Proc-

essor starts the actual execution of the instruction. Upon

completion, it will signal the GPU by pulsing SPC low. To
allow for this, and for the Address Translation strap func-

tion, AT/SPC is normally held high only by an internal pull-

up device of approximately 5 kn.

While the Slave Processor Is executing the instruction, the

CPU is free to prefetch instructions into its queue. If it fills

the queue before the Slave Processor finishes, the CPU will

wait, applying Status Code 0011 (Waiting for Slave, Sec.

3.4.2).

Upon receiving the pulse on SPC, the CPU uses SPC to

read a Status Word from the Slave Processor, applying

Status Code 1110 (Read Slave Status, Sec. 3.4.2). This

word has the fomnat shown in Figure 3-33. If the Q bit

("Quit", Bit 0) is set, this indicates that an error was detect-

ed by the Slave Processor. The CPU will not continue the

protocol, but will immediately trap through the SI^VE vector

in the Interrupt Table. Certain Slave Processor instructions

cause CPU PSR bits to be loaded from the Status Word.

The last step in the protocol is for the CPU to read a result,

if any, and transfer it to the destination. The Read cycles

from the Slave Processor are performed by the CPU while

applying Status Code 1101 (Transfer Slave Operand, Sec.

3.4.2).

An exception to the protocol above Is the LMR (Load Mem-
ory Management Register) instmction, and a corresponding

Custom Slave instruction (LCR: Load Custom Register). In

executing these instructions, the protocol ends after the

CPU has issued the last operand. The CPU does not wait for

an acknowledgemerrt from the Slave Processor, and it does
not read status.

3.10.2 Floating Point Instructions

Table 3-4 gives the protocols followed for each Floating

Point instruction. The instructions are referenced by their

mnemonics. For the bit encodings of each instmction, see

Appendix A.

The Operand class columns give the Access Class for each

general operand, defining how the addressing modes are

interpreted (see Instnjction Set Reference Manual).

The Operand Issued columns show the sizes of the oper-

ands issued to the Floating Point Unit by the CPU. "D" indi-

cates a 32-bit Double Word, "i" indicates that the instructfon

specifies an integer size for the operand (B = Byte, W =
Word, D = Double Word), "f" indicates that the instmction

specifies a Floating Point size for the operand (F = 32-bJt

Standard Floating, L = 64-bit Long Floating).

The Returned Value Type and Destination column gives the

size of any returned value and where the CPU places it. The
PSR Bits Affected column indicates which PSR bits, if any,

are updated from the Slave Processor Status Word {Figure

3-33).

TABLE 3-4

Floating Point Instruction Protocols.

Mnemonic
Operand 1 Operand 2 Operand 1 Operand 2 Returned Value PSR Bits

Class Class Issued Issued Type and Dest Affected

ADDf read.f rmw.f f f to Op. 2 none

SUBf read.f nnw.f f f to Op. 2 none

MULf read.f rmw.f f f to Op. 2 none

DIVf read.f mw.f f f to Op. 2 none

MOVf read.f write.f N/A f to Op. 2 none

ABSf read.f write.f N/A f to Op. 2 none

NEGf read.f write.f N/A f to Op. 2 none

CMPf read.f read.f f N/A N,Z,L

FLOORfi read.f write.i N/A i to Op. 2 none

TRUNQi read.f write.i N/A 1 to Op. 2 none

ROUNDIi read.f write.i N/A i to Op. 2 none

MOVFL read.F write.L N/A LtoOp.2 none

MOVLF read.L write.F N/A F to Op. 2 none

MOVif read.i write.f N/A f to Op. 2 none

LFSR read.D N/A N/A N/A none

SFSR N/A write.D N/A N/A D to Op. 2 none

Note:

D = DouUe Word

i = Integer size (B,W,D) specified In mnemonic.

f = Floating Point type (F,L) specified in mnemonic.

N/A ^ Not Applicabte to ttiis tnstetiction.
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3.0 Functional Description (continued)

00000000 NZFOOLOO

7New PSR BK Value(s)^

Quit ": Terminate Protocol, ftap(FPU).

TL/EE/8583-41

FIGURE 3-33. Slave Processor Status Word Format

Any operand indicated as being of type "f" will not cause a

transfer if the i=ieglster addressing mode is specified. This is

because the Floating Point Registers are physically on the

Floating Point Unit and are therefore available without CPU
assistance.

3.10.3 Memory Management Instructions

Table 3-5 gives the protocols for Memory Management In-

structions. Encodings for these instructions may be found in

Appendix A.

In executing the RDVAL and WRVAL instaictions, the CPU
calculates and issues the 32-bit Effective Address of the

single operand. The CPU then performs a single-byte Read
cycle from that address, allowing the MMU to safely abort

the Instruction if the necessary information is not currently in

physical memory. Upon seeing the memory cycle complete,

the MMU continues the protocol, and returns the validation

result in the F bit of the Slave Status Word.

The size of a Memory Management operand is always a 32-

btt Double Word. For further details of the Memory Manage-

ment Instruction set, see the Instruction Set Reference

Manual and the NS32082 MMU Data Sheet.
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TABLE 3-5

Memory Management Instruction Protocols.

Operand 1 Operand 2 Operand 1 Operand 2 Returned Value PSR Bits

Mnemonic Class Class issued issued Type and DesL Affected

RDVAL' addr N/A D N/A N/A F

WRVAL* addr N/A D N/A N/A F

LMR* read.D N/A D N/A N/A none

SMR* write.D N/A N/A N/A DtoOp.1 none

Note:

In the RDVAL and WRVAL instructions, tlie CPU issues the address as a IDoubte Word, and performs a single-byte Read cycle from that memory !

details, see the Instruction Set Reference Manual and the NS32082 Memory Management Unit Data Sheet

D = Double Word

• = Privileged Instruction; will trap if CPU is in User Mode.

N/A = Not Applicable to this instmcBon.
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3.0 Functional Description (continued)

3.10.4 Custom Slave Instructions

Provided in the NS32132 is the capability of communicating

with a user-defined, "Custom" Slave Processor. The in-

struction set provided for a Custom Slave Processor defines

the instruction formats, the operand classes and the com-

munication protocol. Left to the user are the interpretations

of the Op Code fields, the programming model of the Cus-

tom Slave and the actual types of data transferred. The pro-

tocol specifies only the size of an operand, not its data type.

Table 3-6 lists the relevant information for the Custom Slave

instruction set. The designation "c" is used to represent an

operand which can be a 32-bit ("D") or 64-bit ("Q") quantity

in any format; the size is determined by the suffix on the

mnemonic. Similarly, an "i" indicates an integer size (Byte,

Word, Double Word) selected by the con-esponding mne-
monic suffix.

Any operand indicated as being of type "c" will not cause a

transfer if the register addressing mode is specified. It Is

assumed in this case that the slave processor is already

holding the operand Irrtemally.

For the instruction encodings, see Appendix A.

TABLE 3-6

Custom Slave Instruction Protocols.

Operand 1 Operand 2 Operand 1 Operand 2 Returned Value PSRBits

Mnemonic Class Class Issued Issued Type and Dest. Affected

CCALOc read.c rmw.c c c c to Op. 2 none

CGAL1C read.c rmw.c c c c to Op. 2 none

CCAL2C read.c rmw.c c c c to Op. 2 none

CCAL30 read.c rmw.c c c c to Op. 2 none

CMOVOc read.c write.c c N/A c to Op. 2 none

GMOVIo read.c write.c c N/A c to Op. 2 none

CMOV2C read.c write.c c N/A c to Op. 2 none

CMOVSc read.c write.c c N/A ctoOp.2 none

CCMPc read.c read.c c c N/A N,Z,L

CCMP1C read.c read.c c c N/A N,Z,L

CCVOci read.c write.i c N/A 1 to Op. 2 none

CCVIci read.c write.i c N/A 1 to Op. 2 none

CCV2ci read.c write.i c N/A 1 to Op. 2 none

CCV3ic readi write.c i N/A c to Op. 2 none

CCV4DQ read.D write.Q D N/A to Op. 2 none

CCV5QD read.Q write.D Q N/A D to Op. 2 none

LCSR read.D N/A D N/A N/A none

SCSR N/A write.D N/A N/A D to OP. 2 none

CATSTO" addr N/A D N/A N/A F

CATST1* addr N/A D N/A N/A F

LGR' read.D N/A D N/A N/A none

SCR* write.D N/A N/A N/A DtoOp.1 none

Note:

D = Double Word

i = Integer size ^,W,D) specified in mnemonic.

c = Custom size (D:32 bits or Q:64 bits) spedfied in mnemonic.

* = Privileged instruction: will trap If CPU is in User Mode.

N/A = Not Applicable to this instruction.
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4.0 Device Specifications

4.1 NS32132 PIN DESCRiPTIONS

The following Is a brief description of all NS32132 pins. The

descriptions reference portions of the Functional Descrip-

tion. Sec. 3.

Unless othenwise indicated (see pin 34) reserved pins

should be left open.

4.1.1 Supplies

Power (Vcc): +5V Positive Supply. Sec. 3.1.

Logic Ground (GNDL): Ground reference for on-chip logic.

Sec. 3.1.

Buffer Grounds (GNDB1, GN0B2, GNDB3): Ground refer-

ences for the on-chip output drivers.

Back-Bias Generator (BBG): Output of on-chip substrate

voltage generator. Sec. 3.1.

4.1.2 Input Signals

Clocks (PHI1, PHi2): Two-phase clocking signals. Sec. 3.2.

Ready (RDY): Active high. While RDY Is inactive, the CPU
extends the current bus cycle to provide for a slower memo-
ry or peripheral reference. Upon detecting RDY active, the

CPU terminates the bus cycle. Sec. 3.4.1.

Hold Request (HOLD): Active low. Causes the CPU to re-

lease the bus for DMA or multiprocessing purposes.

Note 1. HOLD must not be asserted until HLDA from a previous

HOLD/HLX)A sequence is deasserted.

Note 2. If the HOLD signal is generated asynchronously, its set up and hold

times may be violated.

In this case it is recommended to synchronize it with CTTL to mini-

mize the possibility of metastable states.

The CPU provides only one synchronization stage to minimize the

HLDA latency. This Is to avoid speed degradations in cases of

heavy HOLD activity (i.e. DMA controller cycles interleaved vnth

CPU cycles.)

interrupt (iNT): Active low. Maskable Interrupt request.

Sec. 3.9.

Non-Maskable Interrupt (NMl): Active low. Non-Maskable

Interrupt request. Sec. 3.9.

Reset/Abort (RST/ABT): Active low. If held active for one

clock cycle and released, this pin causes an instruction

Abort, Sec. 3.5.4. If held longer. It initiates a Reset. Sec. 3.3.

Bus Request IN (BRI): Active Low. Used in Dual-Process-

ing systems to signal one NS32132 that the other NS32132

in the system is requesting the bus. Sec. 3.7.

This pin should be connected to Vcc through a 4.7 kfl resis-

tor if dual processing Is not used.

4.1.3 Output Signals

Address Strobe (ADS): Active low. Controls address latch-

es: indicates start of a bus cycle. Sec. 3.4.

Data Direction in (DDIN): Active low. Status signal indicat-

ing direction of data transfer during a bus cycle. Sec. 3.4.

Byte EnaiJie (BE0-BE3): Active low. Four control signals

enabling data transfers on individual bus bytes. Sec. 3.4.3.

Status (ST0-ST3): Bus cycle status code, STO least signifi-

cant. Sec. 3.4.2. Encodings are:

0000-

0001 -

0010-

0011 -

0100-

0101 -

0110-

0111

-

1000-

1001 -

1010-

1011 -

1100-

1101 -

1110-

1111

Idle: CPU Inactive on Bus.

Idle: WAIT Instruction.

- (Reserved).

- Idle: Waiting for Slave.

- Intenupt Acknowledge, Master.

- Intenupt Acknowledge, Cascaded.

End of Interrupt Master.

End of Interrupt, Cascaded.

Sequential Instruction Fetch.

- Non-Sequential Instruction Fetch.

- Data Transfer.

- Read Read-Modify-Write Operand.

- Read for Effective Address.

- Transfer Slave Operand.
- Read Slave Status Word.
- Broadcast Slave ID.

Hold Acknowledge (HLDA): Active low. Applied by the

CPU in response to HOLD input, indicating that the bus has

been released for DMA or multiprocessing purposes. Sec.

3.6.

User/Supervisor (U/S): User or Supervisor Mode status.

Sec. 3.7. High state indicates User Mode, low indicates Su-

pen/isor Mode. Sec. 3.8.

Interlocked Operation (ILO): Active low. Indicates that an

interiocked Instruction is being executed. Sec. 3.8.

Bus Request OUT (BRO): Active Low. Used in Dual-Proc-

essing Systems by the NS32132 to signal the other CPU in

the system that the bus Is needed. Sec. 3.7.

Bus Busy (BB): This signal is used in Dual-Processing Sys-

tems and is activated by the CPU in control of the bus.

When BB is inactive the Address-data-bus, BE0-BE3 and

DDIN are floated. Sec. 3.7.

Program Flow Status (PFS): Active low. Pulse indicates

beginning of an instruction execution. Sec. 3.8.

4.1.4 Input/Output Signals

Address/Data 0-23 (AD0-AD23): Multiplexed Address/

Data information. Bit Is the least significant bit of each.

Sec. 3.4.

Data Bits 24-31 (D24-D31): The high order 8 bits of the

data bus.

Address Translation/Slave Processor Control (AT/

SPC): Active low. Used by the CPU as the data strobe out-

put for Slave Processor transfers; used by Slave Processors

to acknowledge completion of a SLAVE instruction. Sec.

3.4.6; Sec. 3.9. Sampled on the rising edge of Reset as

Address Translation Strap. Sec. 3.5.1.

In Non-Memory-Managed Systems this PIN should be

pulled-up to Vcc through a 10 kn resistor.

Data Strobe/Float (DS/FTf): Active low. Data Strobe out-

put. Sec. 3.4, or Float Command input. Sec. 3.5.3. Pin func-

tion is selected on AT/SPC pin. Sec. 3.5.1.

w
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4.0 Device Specifications (continued)

4.2 ABSOLUTE MAXIMUM RATINGS

Specifications for Military/Aerospace products are not

contained In this datasheet. Refer to the associated

reliability electrical test specifications document.

Temperature Under Bias CC to + 70°C

Storage Temperature -65°C to + 1 50°C

Ail input or Output Voltages With

Respect to GND
Power Dissipation

-0.5Vto+7V

1.5 Watt

Note: Absolute maximum ratings indicate limits beyond
which permanent damage may occur. Continuous operation

at these limits Is not intended; operation should be limited to

those conditions specified under Electrical Characteristics.

4.3 ELECTRICAL CHARACTERISTICS Ta = 0° to +70°C, Vcc = 5V ±5%, GND = OV

Symbol Parameter Conditions MIn Typ Max Units

V|H Logical 1 1nput Voltage 2.0 Vcc +0.5 V

V|L Logical Input Voltage -0.5 0.8 V

VCH Logical 1 Clock Voltage PHI1,PHI2 pins only Vcc -0.35 Vcc +0.5 V

VCL Logical Clock Voltage PHI1,PHI2 pins only -0.5 0.3 V

VCLT
Logical Clock Voltage.

Transient (ringing tolerance)
PHI1,PHI2 pins only -0.5 0.6 V

VOH Logical 1 Output Voltage Iqh = -400jiiA 2.4 V

Vol Logical Output Voltage lOL = 2 mA 0.45 V

IlLS AT/SPC Input Current (low) V|N = 0.4V, AT/SPC in input mode 0.05 1.0 mA

l| Input Load Cun-ent
^ V|N ^ Vcc, All inputs except

PHI1,PHI2, AT/SPC
-20 20 fL/,

10(OFF) Output Leakage Cunent

(Output Pins in TRI-STATE Condition)

0.4 S VouT S Vcc -20 30 ^i.A

Ice Active Supply Cun-ent IouT = 0,Ta = 25°C 200 300 mA

Connection Diagram
68 Pin LCC Package

gg|3|igis>»i§l

RESERVED^ UUUUUUUUUUUUUUUfelL
AD22

ST3 3 q AD21

i>FS D c AO20

DOIN 3 c AD19

RESERVED 3 c AD18

RESERVED D c AD17

PHI1 D c A016

PHI2 3 c A01S

ADS ^n c AOU

U/S m c AD13

RESERVED 3 c AD12

BB 3 c AD11

xrfspc 3 c A010

mriS 3 c A09

RST/ABT 3 c AD8

BRO 3 c A07

BRI B E. ADE

'Tgnnnnnnnnnnnnnnnrar
iglgi^^iisii

'- tM m .e «
€0 a a a a o« < « < <
z X X = at S

TL/EE/8583-2

FIGURE 4-1

Bottom View

Order Number NS32132E-6, NS32132E-8, NS32132E-10,
NS32132V-6, NS32132V-8 or NS32132V-10

See NS Package E68B or V68A
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4.0 Device Specifications (continued)

4.4 SWITCHING CHARACTERISTICS

4.4.1 Definitions

All the timing specifications given In this section refer to

2.0V on rising or falling edges of the clock phases PHI1 and

PHI2, and 0.8V or 2.0V on all other signals as illustrated in

Figures 4-2 and 4-3, unless specifically stated otherwise.

ABBREVIATIONS:

L.E. — leading edge R.E. — rising edge

T.E. — trailing edge F.E. — failing edge

ISIG11
osv
-0.46V

>SKi2h
-*-/j.ov

J- 0.45V

TL/EE/e583-42

0.45V

TL/EE/85e3-43

FIGURE 4-2. Timing Specification Standard

(Signal Valid After Clock Edge)

FIGURE 4-3. Timing Specification Standard

(Signal Valid Before Clock Edge)

4.4.2 Timing Tables

4.4.2.1 Output Signals: Internal Propagation Delays NS32132-6, NS32132-8, NS32132-10

Maximum times assume capacitive loading of 100 pF.

Name Figure Description Reference/Conditions
NS32132-6 NS32132-8 NS321 32-10

Units

MIn Max MIn Max Min Max

tALv 4-4 Address bits 0-23 valid after R.E.,PHI1T1 80 65 50 ns

tAUl 4-4 Address bits 0-23 hold after R.E.,PHI1Tmmu or T2 5 5 5 ns

tDv 4-4 Data valid (write cycle) after R.E., PHI1 12 80 65 50 ns

tDh 4-4 Data hold (write cycle) after R.E., PHI1 nextTI orTI ns

tALADSs 4-4 Address bits 0-23 set up before ADS T.E. 25 25 25 ns

tALADSIl 4-10 Address bits 0-23 hold after ADS T. E. 15 15 15 ns

tALf 4-5 Address bits 0-23

floating (no MMU)
after R.E., PHI1T2 25 25 25 ns

UOf 4-5 Data bits D24-D31

floating (no MMU)
after R.E., PHI1 12 25 25 25 ns

ULMf 4-9 Address bits 0-23

floating (with MMU)
after R.E., PHI1 Tmmu 25 25 25 ns

tADMf 4-9 Data bits 21 -31

floating (with MMU)
after R.E., PHH Tmmu 25 25 25 ns

tBEv 4-4 BEn signals valid after R.E., PHI2 T4 95 70 45 ns

'BEh 4-4 BEn signals hold after R.E.,PHI2T4 or Tl ns

tSTv 4-4 Status (ST0-ST3) valid afterR.E., PHI1T4

(before Tl, see note)

90 70 45 ns

tSTh 4-4 Status (ST0-ST3) hold afterR.E., PHI1T4 (after Tl) ns

toOINv 4-4 DDIN signal valid after R.E., PHI1 Tl 110 90 65 ns
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4.0 Device Specifications (continued)

4.4.2.1 Output Signals: Internal Propagation Delays NS32132-6, NS32132-8, NS32132-10 (Ckintinued)

COz Name Figure Description
Reference/

Conditions

NS32132-6 NS32132-8 NS32132-10
Units

Min iUax Min Max Min Max

CM
tDDINh 4-4 DDIN signal hold afterR.E.,PHI1nextT1orTi ns

CM
CO tADSa 4-4 ADS signai active (low) after R.E., PHI1 T1 55 45 35 ns

CO
tADSia 4-4 AUS signal Inactive after R.E.,PHI2T1 60 55 45 ns

«P 'adsw 4-4 ADS pulse width at 0.8V (both edges) 50 40 30 ns

^ tOSa 4-4 DS signal active (low) after R.E., PHI1 T2 70 60 45 ns

CM
«2 tDSia 4-4 DS signal inactive after R.E., PHI1 T4 50 50 40 ns

CO
tALf 4-6 AD0-AD23 floating

(caused by HOLD)

after R.E., PHI1 T1 100 65 25 ns

Uof 4-6 D24-D31 floating

(caused by HOLD)

after R.E., PHI1 T1 100 65 25 ns

tosf 4-6 DS floating afterR.E.,PHI1T1 100 80 55 ns

(caused by HOLD)

tADSf 4-6 ADS floating after R.E., PHI1 Ti 100 80 55 ns

(caused by HOLD)

tBEf 4-6 BEn floating after R.E.,PHI1Ti 100 80 55 ns

(caused by HOLD)

tDDINf 4-6 DDiN floating after R.E.,PHI1Ti 100 80 55 ns

(caused by HOLD)

tHLDAa 4-6 HLDA signal active (low) after R.E.,PHI1Ti 100 90 75 ns

tHLDAia 4-8 HLDA signal inactive after R.E., PHI1 Ti 100 90 75 ns

tDSr 4-8 DS signal returns from

floating (caused by HOLD)

after R.E., PHI1 T1 100 80 55 ns

'ADSr 4-8 ADS signal returns from

floating (caused by HOLD)

after R.E.,PHI1Ti 100 80 55 ns

tBEr 4-8 BEn signals return from

floating (caused by HOLD)

after R.E., PHI ITi 100 80 55 ns

tODINr 4-8 DDIN signal returns from

floating (caused by HOLL>)

after R.E.,PHI1TI 100 80 55 ns

tDDINf 4-9 DDIN signal floating

(caused by FLt)

after FLT F.E. 80 65 50 ns

tODINr 4-10 DDIN signal returns from

floating (caused by l-LI)

after FLT R.E. 75 65 50 ns

tSPCa 4-13 SPG output active (low) aflerR.E.,PHI1T1 50 45 35 ns

tSPQa 4-13 SPC output inactive after R.E., PHI1 T4 50 45 35 ns

'SPCnf 4-15 SPC output nonforcing after R.E.,PHI2T4 40 25 10 ns

tDv 4-13 Data valid (slave processor

write)

after R.E., PHI1 T1 80 65 50 ns

tDh 4-13 Data hold (slave processor

write)

after R.E., PHI1

nextTI orTi

ns

tpFSw 4-18 PFS pulse width at CSV (both edges) 70 70 70 ns

tpFSa 4-18 PFS pulse active (low) after R.E., PHI2 70 60 50 ns

tpFSia 4-18 PFS pulse inactive after R.E., PHI2 70 60 50 ns

tiLOs 4-20a ILO signal setup beforeR.E.,PHI1T1 of first

interlocked read cycle

30 30 30 ns

1
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4.0 Device Specifications (continued)

4.4.2.1 Output Signals: Internal Propagation Delays, NS32132-6, NS32132-8, NS32132-10 (Continued)

Name Figure Description
Reference/

Conditions

NS32132-6 NS32132-8 NS32132-10
Unite

Iriin IMax Min Max Min Max

tiLOh 4-20b ILO signal hold after R.E.,PHI1T3 of last

interlocked write cycle

10 10 10 ns

tiLOa 4-21 ILO signal active (low) after R.E.,PHI1 70 65 55 ns

tiLOia 4-21 iLO signal inactive after R.E.,PHI1 70 65 55 ns

tuSv 4-22 U/S signal valid after R.E., PHI1 T4 70 60 45 ns

tuSh 4-22 U/S signal hold after R.E., PHI1T4 10 10 10 ns

tNSPF 4-1 9b Nonsequential fetch to

next PFS clock cycle

after R.E.,PHI1T1 4 4 4 tcp

tpFNS 4-1 9a PFS clock cycle to next

non-sequential fetch

before R.E., PHI1 Tl 4 4 4 tep

tLXPF 4-29 Last operand transfer

of an instruction to next

PFS clock cycle

before R.E.,PHI1T1 of first

bus cycle of transfer
•cp

tBBa 4-30 BB signal active after R.E., PHI1 T4 90 75 60 ns

tBBia 4-20 BB signal Inactive after R.E., PHI1 T4 90 75 60 ns

tBROa 4-20 BRO signal active after R.E.,PHI2 90 75 60 ns

tBROia 4-20 BRO signal inactive after R.E.,PHI2 90 75 60 ns

'BEf 4-30 BEn signals floating

(caused by BRi)

after R.E.,PHI2T4 100 80 55 ns

'BEr 4-30 BEn signals return

from floating (caused

byBRi)

after R.E.,PHI1T1 100 80 55 ns

tDDINf 4-30 DDIN floating (caused

by BRI)

after R.E., PHI1 Tl 100 80 55 ns

•oDINr 4-30 DDIN return from

floating (caused by

BRI)

after R.E., PHI1 Tl 100 80 55 ns

lALf 4-30 AD0-AD23 floating

(caused by BRI)

after R.E., PHI1 T4 45 35 25 ns

'ADf 4-30 D24-D31 Floating

(caused by BRI)

after R.E.. PHI1 T4 45 35 25 ns

Note: Every memory cycle starts with T4, during which Cycle Status is applied. If the CPU was idling, the sequence will be: ".
. . Tl, T4, T1 . . .". If the CPU was

not idling, the sequence will be: ".
. . T4, T1 . .

.".

4.4.2.2 input Signal Requirements: NS32132-6, NS32132-8, NS32132-10

Name Figure Description Reference/Conditions
NS32132-6 NS32132-8 NS32132-10

Units
Min Max Min Max Min Max

tpWR 4-25 Power stable to

RSTT.E.
after Vcc reaches 4.5V 50 50 50 flS

'DIs 4-5 Data In setup

(read cycle)

before F.E.,PHI2T3 20 15 10 ns

tolh 4-5 Data in hold

(read cycle)

after R.E., PHI1 T4 10 10 10 ns

tHLDa 4-6 HOLD active (low) setup

time (see note)

before F.E., PHI2 TX1 25 25 25 ns

tHLKa 4-8 HOLD inactive setup

time

before F.E., PHI2 Tl 25 25 25 ns

tHLDh 4-6 HOLD hold time after R.E.,PHI1TX2 ns

'FLTa 4-9 FLT active (low)

setup time

before F.E., PHI2 Tmmu 25 25 25 ns

COw

to
I

w

COw
CO
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4.4.2.2 Input Signal Requirements NS32132-6, NS32132-8, NS32132-10 (Continued)

ili Name Figure Description
Reference/
Conditions

NS32132-6 NS32132-8
1

NS32132-10
1 Units

lUin Max Min Max Min Max

CO
tpLTia 4-10 FLT Inactive setup

time

before F.E.,PHI2T2 25 25 25 ns

CM
CO tRDYs 4-11,4-12 RDY setup time before F.E., PHI2 T2 or T3 25 20 15 ns

CM

tRDYh 4-11,4-12 RDY hold time after F.E., PHIl T3 ns

tABTs 4-23 ABT setup time

(FLT inactive)

before F.E., PHI2 Tmmu 30 25 20 ns

CO

CM
tABTs 4-24 ABT setup time

(FLT active)

before F.E.,PHI2T2 30 25 20 ns

(A Ubth 4-23 ABT hold time after R.E., PHI1 ns
^

tRSTs 4-25, 4-26 RST setup time before F.E., PHIl 20 15 10 ns

tpSTw 4-26 RST pulse width at 0.8V (both edges) 64 64 64 tCp

tiNTs 4-27 iNT setup time before F.E., PHIl 20 20 20 ns

tNMIW 4-28 NMI pulse width at 0.8V (both edges) 70 70 70 ns

tpis 4-14 Data setup (slave

read cycle)

before F.E., PHI2 T1 20 20 10 ns

toih 4-14 Data hold (slave

read cycle)

after R.E., PHIl T4 10 10 10 ns

tSPCd 4-15 SPC pulse delay

from slave

after R.E., PHI2 T4 17 13 10 ns

tsPCs 4-15 SPC setup time before F.E., PHIl 42 32 25 ns

tsPCw 4-15 SPC pulse width (from

slave processor)

at O.BV (both edges) 30 25 20 ns

tATs 4-16 AT/SPC setup for ad-

dress translation strap

beforeR.E., PHIl of cycle

during which RST
pulse is removed

1 1 1 fep

tATh 4-16 AT/SPC hold for ad-

dress translation strap

after F.E., PHIl of cycle

during which RST
pulse Is removed

2 2 2 tCp

%Ris 4-20 BRl Setup Time before F.E.PHI2 15 15 15 ns

tBRin 4-20 BRi Hold Time after R.E. PHIl 10 10 10 ns

Note: This setup lime is necessary to ensure prompt acknowledgement via HLDA and the ensuing floating of CPU off the tiuses. Note thatme time from me receipt

of the HOLD signal until the CPU floats is a function of the time HOLD signal goes low, the state of the RDY input (in MMU systems), and the length of the cun-ent

MlilU cycle,

4.4.2.3 Cloclcinq Requirements: NS32132-6, NS32132-8, NS32132-10

Name Figure Description
Reference/
Conditions

NS32132-6
1

NS32132-8 NS32132-10
Units

Min Max Min Max Min Max

tCLr 4-17 PHI1,PHI2 rise time 0.8VtoVcc-0.9V
onR.E.,PHI1,PHI2

9 8 7 ns

tCLf 4-17 PHi1,PHI2 fall time Vex; - 0.9V to 0.8V

onF.E..PHI1,PHI2

9 8 7 ns

tep 4-17 Clock period R.E.,PHI1,PHI2tonext

R.E.,PHI1,PHI2

170 5000 130 500C 100 500C ns

tCLw(1,2) 4-17 PHI1,PHI2 pulse width At 2.0V on

PHI1,PHI2 (both edges)

0.5tcp-14 0.5tcp-12 0.5tcp-10 ns

lCUl(1,2) 4-17 PHI1,PHI2 high time At Vcc - 0.9V on

PHI1,PHI2 (both edges)
0.5tcp-18 0.5tcp-17 0.5tcp-15 ns

tnOVL(1,2) 4-17 Non-overiap time 0.8VonF.E.,PHI1,PHI2to
0.8VonR.E.,PHI2,PHI1

7 7 7 ns

tnOVLas Non-overiap asymmetry

(tnOVL(1)-tnOVL(2))

at0.8VonPHI1,PHI2 -4 4 -4 4 -4 4 ns

tCLwas PHI1,PHI2 asymmetry

{•cLw(1)-tCLw(2))

at2.0VonPHI1,PHI2 -5 5 -5 5 -5 5 ns
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4.0 Device Specifications (continued)

4.4.3 Timing Diagrams

T4 OR Ti I

AD0-AO23

COw
CO

Ww
CO

Z
<o
CO
IS>

CO

(HIGH)

FIGURE 4-4. Write Cycie

TL/EE/8683-44

'[JT
PHI2

AD0-AD23

D24-D31

ADS
[

ieo-ilJ
[ X

^

ODIN
[

STII-3 [DC
as

V ADDRESS

V ADDRESS

TI

>ALADS<

X
'ODINv

T2

•AL)

2

\

tDls

i
.VJDATAi'lN

(HIGH)

FiGURE 4-5. Read Cycle

<Dlh

X
X

X
z.
4>D0INh

NEXT CYCLE
STATUS

TL/EE/8583-45
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4.0 Device Specifications (continued)

h5l6

HLDAJ

55

ADSr
BdinI

BiO-B»[

A00-AD23
[

D24-D31

'HLDahWV
tHLDh

tusf

'ADSf
•OOlNf

tBEl

\
tHLDAa

>—
'AU

(AD1SlADI-—

n

(FLOATING)

TFLOATOIGr

"(FLoiriNGr

"TpLOATiNGT'

I

FIGURE 4-6. Floating by HOLD Timing (CPU Not Idle Initially)

TL/EE/8583-46

Note that whenever the CPU is not idling (not in Ti), the HOLD request (HOLD low) must be active tHLDa before the falling edge

of PHI2 of the clocl< cycle that appears two clock cycles before T4 (TXI ) and stay low until tHLDh after the rising edge of PHI1 of

the cloclc cycle that precedes T4 (TX2) for the request to be acl<nowledged.

PHI1
\ n "

1
TI n Tl n

PHI2L n n n
*HLDh

IJMXiL \
u 'h

hloaL s

_DS ^ 'AOSf

'DDINf

)mil ''

( FLOATING )—»J
«BEf

BEO-BE! 1 ) "0.0)1™")"

*D0-AD23 r

D24-D31 r
___.-

^ ""^"

~r

LOATING)

loatInc)'

TL/EE/868a-47

FIGURE 4-7. Floating by HOLD Timing (CPU initially idle)

Note that during Ti1 the CPU Is already idling.

PH11 r n "

n
n ^'

n

—1 TI,T4

n

—1 Tl.Tl

PH12
\ PI

'hldio

^
—»|'HLDh

mil
—1 'HLDAIo

hlm| >

DS

'DSr

, 'ADSr
* 'DDINr

*'^r--

-'BEr

(HIGH)
ddinL

( FLOATING

)

— r.- < XBEO-BB L
~

AD0-A023r

D24-D31 L ( floating )

TL/EE/8583-48

FIGURE 4-8. Release from HOLD
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4.0 Device Specifications (continued)

CPU STATES

MMU STATES

PHI•m

ADO.AD23
(CPU) [^

T1

T1

TMMU

TMMU

*ALMf N,

~M iFLTal-'

74

'ADOflESS(Cf>U)>.
N tJ'IFLOATING)

ADDBESS (CPuh- -^ S—
'AOMI

X^ /aBBBBTS.

T|

T1

n

tALADSh

-—M
<DDINf

lO

W
lO

d>

z
0)
CO

w

CO
ro

to

YY"

TL/EE/85e3-49

FIGURE 4-9. FLT Initiated Float Cycle Timing

CPU STATES

MMU STATES

PHI1in

i-jFLT
(MMU)

A16-23r
(CPU) [-

dSn ^
(cpu)r_

ADS r

(CPU) L

BES-SEsf

T(

T)nmu

- -J ^ "FLTIa

(FLOATING, DRIVEN BY MMU)
H'DPINr—<:

n

TL/EE/8583-50

FIGURE 4-10. Release from FLT Timing

Note that when FLT is deasserted the CPU restarts driving DOIN before the MMU releases it. This, however, does not cause any
conflict, since both CPU and MMU force DDIN to the same logic level.

nor
Tmmij

T2 1 13 T3

[ n
•HDYhl
M

\H <RDYs

TL/EE/85a3-51

FIGURE 4-11. Ready Sampling (CPU Initially READY)
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4.0 Device Specifications (continued)

1
" r T3 T4

r

-- /
•ROYi ^ iRDVh

TL/EE/8583-52

FIGURE 4-12. Ready Sampling (CPU Initially NOT READY)
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STATUS VALD

n.
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tSPCIa

"\/5B?riTOte
,.iim&

r

(HUH)

TL/EE/8683-53

FIGURE 4-13. Slave Processor Write Timing
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(CPU)L
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AoSf

[IK

<Dls
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DATA (FROM SLAVE)

--'Dlh

y

yi

(HH3H)

TL/EE/85S3-S4

FIGURE 4-14. Slave Processor Read Timing
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FIGURE 4-15. SPC Timing
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FIGURE 4-16. Reset Configuration Timing
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4.0 Device Specifications (continued)

*a.(i)—
'

*CLh(l)—
^tcLf

PHIl| t1 1 /

-»CLr

p-»a«(2)—
|— tah(2)-^

PHI2

t s1^*11071(1) -A ^*nOVL(2)

TL/EE/8583-57

FIGURE 4-17. Clock Waveforms

r^.
H*

TL/EE/8583-58

FIGURE 4-18. Relationship of PFS to Clock Cycles

[^J^^ ^J1_J
-[^ f

•PFNS

X
TL/EE/8583-59

FIGURE 4-1 9a. Guaranteed Delay, PFS to Non-Sequential Fetch

rv/

PFS

CODE 1001

•nspf

\_r
TL/EE/8583-60

FIGURE 4-l9b. Guaranteed Delay, Non-Sequential Fetch to PFS
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4.0 Device Specifications (continued)

T30RTI

PHI1

T4 0RTI T1 ra T3 T4

A05

iio

w
<ILOs

\

TUEE/8583-61

FIGURE 4-20a. Relationship of ILO to First Operand Cycle of an Interloclced Instruction

[Jl

\f

T3 T4

tlLOh

/
TiyEE/8583-62

FIGURE 4-20b. Relationship of iLO to Last Operand Cycle of an Interlocked Instruction

[^J^U^^J^
[

itiLOa

/
tlLOl

TL/EE/8583-63

FIGURE 4-21. Relationship of ILO to Any Clock Cycle

V\J\J\

'uSh

:^
TUEE/8583-64

FIGURE 4-22. U/S Relationship to Any Bus Cycle— Guaranteed Valid Interval
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4.0 Device Specifications (continued)

FIGURE 4-24. Abort Timing, FLT Applied

i

1

1

T1 Tmmu T2 Ti

PHI1

PHI2 — L

AK \J tABTii 'ABTh

\ JRSf/ABT
\ f

FIGURE 4-23. Abort Timing, FLT Not Applied

Tf Tf Tt Tf T2 Ti

PHI1

nm
I n

r n
OS/F? J

1'ABTh

i

«ABTt

V_._/
rSt/abt \

\

TL/EE/8583-65

TL/EE/8583-6e

'RSTsU-

FIGURE 4-25. Power-On Reset

j4—

r
TI-yEE/8583-67

'RSTSh

RSTVv r
TL/EE/8583-68

FIGURE 4-26. Non-Power-On Reset
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4.0 Device Specifications (continued)

TL/EE/85e3-69

FIGURE 4-27. INT Interrupt Signal Detection

'NMIw

(
TUEE/8583-70

FIGURE 4-28. NMI Interrupt Signal Timing

ADS

RHST BUS CYCLE NEXT

n T2 T3 T4 Tiom
1

n
S r

n _r
L \j

"

\ r
iri^iiBE^ .._... ^. ^. _ TL/EE/8583-71
FIGURE 4-29. Relationship Between Last Data Transfer of an Instruction and PFS Pulse of Next Instruction

Note: In a transfer of a Read-Modify-Wrtte type operand, this is the Read transfer, displaying RMW Status (Code 1011).
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4.0 Device Specifications (continued)

CPU 1 STATES

CPU 2 STATES

PHI 1

PHI 2

AD0-AD23 (1)

AD0-AD23 (2)

D24-D31 (1)

D24-D31 (2)

A^(1)

AK(2)

iE0-BE3 (1)

Bio-ii3 (2)

DDm(i)

DoiS (2)

iR0(1), BRI(2)

BR0(2), BRf(l)

BB(1)

BB(2)

READ CYCLE

CPU 1

CONTROLS THE BUS

T1
I

T2
I

T3
I

T4

I
T4

I
T4

I
T4

WRITE CYCLE

CPU 2

CONTROLS THE BUS

T4 T4

T2 I
T3

T4

T4

T4

Ti

WRITE CYCLE

CPU1

CONIROLS THE BUS

T1
I

T4

TL/EE/S533-72

FIGURE 4-30. Dual Processor Bus Arbitration Timing
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Appendix A: Instruction Formats

NOTATIONS

i= Integer Type Field

B = 00 (Byte)

W = 01 (Word)

D = 1 1 (Double Word)

f= Floating Point Type Field

F = 1 (Std. Floating: 32 bits)

L = (Long Floating: 64 bits)

c= Custom Type Field

D = 1 (Double Word)

Q = (Quad Word)

op= Operation Code

Valid encodings shown with each format,

gen, gen 1 , gen 2= General Addressing Mode Field

See Sec. 2.2 for encodings.

reg= General Purpose Register Number

cond= Condition Code Field

0000 = EQual: Z = 1

0001 = Not Equal: Z =
0010 = Carry Set: C = 1

0011 = Carry Clear: C =

0100 = Higher: L = 1

0101 = Lower or Same: L =

0110 = Greater Than: N = 1

01 1

1

= Less or Equal: N =

1000 = Flag Set: F = 1

1001 = Flag Clear: F =
1010 = LOwer: L = and Z =

1011 = Higher or Same: L = 1 or Z = 1

1100 = Less Than: N = and Z =

1101 = Greater or Equal: N = 1 orZ = 1

1110 = (Unconditionally True)

1111 = (Unconditionally False)

short= Short Immediate value. May contain

quick: Signed 4-bit value, in MOVQ, ADDQ,

CMPQ, ACB.

cond: Condition Code (above), in Scond.

areg: CPU Dedicated Register, in LPR, SPR.

0000 = US
0001 - 01 1 1 = (Reserved)

1000 = FP

1001 = SP

1010 = SB

1011 = (Reserved)

1100 = (Reserved)

1101 = PSR
1110 = INTBASE

1111 = MOD
Options: in String Instructions

Configuration bits, in SETCFG:

C M F 1

mreg: MMU Register number, in LMR, SMR.

0000

0001 ^

0010

0011

0100

0101 ^

0110

0111 :

1000

1001

1010

1011

1100

1101

1110

1111

BPRO
BPR1

(Reserved)

(Reserved)

PFO

PF1

(Reserved)

(Reserved)

SC
(Reserved)

MSR
BCNT
PTBO

PTB1

EIA

7
1—I—I—I—I—I—I

—

cond 10 10

Format

Bcond (BR)

U/W B T

—1—r—r—

op

—1—1—r—

10

Format 1

BSR -0000 ENTER -1000

RET -000 EXIT -1001

CXP -0010 NOP -1010

RXP -001 WAIT -1011

RETT -0100 DIA -1100

RETI -010 FLAG -1101

SAVE -0110 SVC -1110

RESTORE -Oil BPT -1111

15 8 7

gen short

1 1

op

1 1 1

1 1 i

Format 2

ADDQ -00() ACB -100

CMPQ -00 MOVQ -101

SPR -OK3 LPR -110

Scond -01

T = Translated

B = Backward

U/W = 00: None

01: While Match

11: Until Match
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Appendix A: Instruction Formats (continued)

15 8 7
-1—I—

r

gen

T—

1

1

op

—1—I—1—r-

11111

CXPD
BICPSR

JUMP
BISPSR

Format 3

-0000 ADJSP
-0010 JSR
-0100 CASE
-0110

-1010

-1100

-1110

Trap (UND) on XXXI, 1000

5 8 7

geni gen 2 op i

Format 4

ADD
GMP
BIC

ADDC
MOV
OR

-0000

-0001

-0010

-0100

-0101

-0110

SUB
ADDR
AND
SUBC
TBIT

XOR

-1000

-1QQ1

-1010

-1100

-1101

-1110

23 16 15 8 7

short op i 1110

Format S

MOVS -0000 SETCFG
CMPS -0001 SKPS

Trap(UND)on1XXX, 01XX

-0010

-0011

23 16 15 8 7
I—I—I

—

r

gen1

T—I—I—

r

gen 2

—1—

I

op

—T

—

\—I—1—I—I—r—

10 1110

Format 6

ROT
ASH
CBIT

CBITI

Trap (UND)

LSH

SBIT

SBITI

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

NEG
NOT
Trap (UND)

SUBP
ABS
COM
IBIT

ADDP

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

23
T 1 1

—

geni

MOVM
CMPM
INSS

EXTS

MOVXBW
M0V2BW
MOVZiD

MOVXiD

23

I I I I

gem

EXT

CVTP
INS

CHECK
MOVSU
MOVUS

MOVif

LFSR

MOVLF
MOVFL

16 1 IS
1-~i 1 I

gen 2

"T—I—

T

op 110 1110

Format 7

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

MUL
MEI

Trap (UND)

DEI

QUO
REM
MOD
DIV

8 7

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

geni
II
res

Format 8

-0 00 INDEX

-0 01 FFS

-010

-Oil

-110,reg = 001

-110, reg = Oil

I I 11
10 11

-100

-101

23 16 IS 8 7

geni gen 2 op f 1 1111

Formats

-000 ROUND
-001 TRUNC
-010 SFSR
-011 FLOOR

-100

-101

-110

-111

1111110
TL/EE/8583-74

Format 10

Trap (UND) Always

Z
(/>w
-Aw
IS)

COu
KO

l<o

CO
CO
lO

CO
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Appendix A: Instruction Formats (continued)

23 16 15 8 7
1 1 j 1

gen1 gen 2 op f 10 111110

Format 11

ADDf

MOVf

CMPf

Trap (Slave)

SUBf

NEQf

Trap (UND)

Trap (UND)

-0000

-0001

-0010

-0OT1

-0100

-0101

-0110

-0111

DIVf

Trap (Slave)

Trap (UND)

Trap (UND)

MULf

ABSf

Trap (UND)

Trap (UND)

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

I I I I II I11111110

Format 12

Trap (UND) Always

TL/EE/8583-75

7

M I I I I I

10 11110
TL/EE/8583-76

Format 13

Trap (UND) Always

23 16 15 8 7

geni

1 1 1

short op i 1 1110

Format 14

RDVAL -0000 LMR
WRVAL -0001 SMR
Trap (UND) on 01 XX, 1XXX

-1010

-1011

23 16 15 8 7

n n n 1 1 1

Operation Word

Format 15

ID Byte

(Custom Slave)

Operation Word Format

000

CATSTO

CATST1

23 16 15 6

gen1 short X op i

Format 15.0

-0000

-0001

LCR
SCR

-1010

-1011

Trap (UND) on all others

23

001

16 15
—1—I—

r

geni

T—I—I—

r

gen 2

"T—

r

op

Format 15.1

CCV3
LCSR

CGV5
CCV4

101

-000

-001

-010

-011

CCV2
CCV1

SCSR
CCVO

Format 15.5

GCALO

CMOVO
CCMP
CCMP1
CCAL1

CM0V2
Trap (UND)

Trap (UND)

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

CCAL3

CM0V3
Trap (UND)

Trap (UND)

CCAL2

CM0V1
Trap (UND)

Trap (UND)

Ifnnn = 010,011,100,110,111

then Trap (UND) Always

-100

-101

-110

-111

23 16 15 8

gem gen 2 op X c

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111
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Appendix A: Instruction Formats (continued)

7

I I I I I I I
I10 11 110

Format 16

Trap (UND) Always

TLyEE/8583-77

7
I I I I I I I

110 11110
TLyEE/85e3-7e

Format 17

Trap (UND) Always
7

II II
10

1 1 1

1 1

Format 18

Trap (UND) Always

I I I I I M "

X X X 1 10

TL/EE/8583-80

Format 19

Trap (UND) Always

Implied Immediate Encodings:

7

r7 r6 r5 r4 r3 r2 r1 rO

Register Marl(, appended to SAVE, ENTER
7

rO r1 r2 r3 r4 r5 r6 r7

Register Mari<, appended to RESTORE, EXIT

7

offset

J L J_
length -

1

I

Offset/LengtIi Modifier appended to iNSS, EXTS
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General Description
The NS32032 is a 32-bit, virtual memory microprocessor

with a 16-MByte linear address space and a 32-blt external

data bus. It has a 32-blt ALU, eight 32-bit general purpose

registers, an eight-byte prefetch queue, and a slave proces-

sor interface. The NS32032 is fabricated with National

Semiconductor's advanced XMOS™ process, and Is fully

object code compatible with other Series 32000® proces-

sors. The Series 32000 instruction set Is optimized for mod-

ular, high-level languages (HLL). The set Is very symmetric,

it has a two address format, and it incorporates HLL orient-

ed addressing modes. The capabilities of the NS32032 can

be expanded with the use of the NS32081 floating point unit

(FPU), and the NS32082 demand-paged virtual memory

management unit (MMU). Both devices interface to the

NS32032 as slave processors. The NS32032 is a general

purpose microprocessor that is Ideal for a wide range of

computational Intensive applications.

Features
32-bit architecture and implementation

Virtual memory support

16-MByte linear address space

32-bit data bus

Powerful instruction set

— General 2-address capability

— Very high degree of symmetry

— Addressing modes optimized for high-level

Series 32000 slave processor support

High-speed XMOS technology

68-pin leadless chip carrier
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1.0 Product Introduction

The Series 32000 microprocessor family is a new genera-

tion of devices using Nationai's XMOS and CMOS teclinolo-

gies. By combining state-of-tfie-art l\^OS technology with a

very advanced architectural design philosophy, this family

brings mainframe computer processing power to VLSI proc-

essors.

The Series 32000 family supports a variety of system con-

figurations, extending from a minimum low-cost system to a

powerful 4 gigabyte system. The architecture provides com-

plete upward compatibility from one family member to an-

other. The family consists of a selection of CPUs supported

by a set of peripherals and slave processors that provide

sophisticated intemjpt and memory management facilities

as well as high-speed floating-point operations. The archi-

tectural features of the Series 32000 family are described

briefly below;

Powerful Addressing Modes. Nine addressing modes

available to all instructions are included to access data

structures efficiently.

Data Types. The architecture provides for numerous data

types, such as byte, word, doubleword, and BCD, which may

be an'anged into a wide variety of data structures.

Symmetric instruction Set. While avoiding special case

instmctions that compilers can't use, the Series 32000 fami-

ly incorporates powerful instructions for control operations,

such as array indexing and external procedure calls, which

save considerable space and time for compiled code.

iUemory-to-Memory Operations. The Series 32000 CPUs

represent two-operand machines with each operand ad-

dressable by all addressing modes. This powerful memory-

to-memory architecture permits memory locations to be

treated as registers for all useful operations. This is impor-

tant tor temporary operands as well as for context switch-

ing.

iMemory Management. Either the NS32362 or the

NS32082 Memory Management Unit may be added to the

system to provide advanced operating system support func-

tions, including dynamic address translation, virtual memory

management, and memory protection.

ijrge, Uniform Addressing. The NS32032 has 24-bit ad-

dress pointers that can address up to 16 megabytes without

requiring any segmentation; this addressing scheme pro-

vides flexible memory management without added-on ex-

pense.

Modular Software Support. Any software package for the

Series 32000 family can be developed independent of all

other packages, without regard to individual addressing. In

addition, ROM code is totally relocatable and easy to ac-

cess, which allows a significant reduction in hardware and

software cost.

Software Processor Concept. The Series 32000 architec-

ture allows future expansions of the instnjction set that can

be executed by special slave processors, acting as exten-

sions to the GPU. This concept of slave processors is

unique to the Series 32000 family. It allows software com-

patibility even for future components because the slave

hardware is transparent to the software. With future ad-

vances in semiconductor technology, the slaves can be

physically integrated on the CPU chip itself.

To summarize, the architectural features cited above pro-

vide three primary performance advantages and character-

istics:

• High-Level Language Support

• Easy Future Growth Path

• Application Flexibility

2.0 Architectural Description

2.1 PROGRAMMING MODEL

The Series 32000 architecture includes 16 registers on the

NS32032 CPU.

2.1.1 General Purpose Registers

There are eight registers for meeting high speed general

storage requirements, such as holding temporary variables

and addresses. The general purpose registers are free for

any use by the programmer. They are thirty-two bits in

length. If a general register is specified for an operand that

is eight or sixteen bits long, only the low part of the register

is used; the high part is not referenced or modified.

2.1.2 Dedicated Registers

The eight dedicated registers of the NS32032 are assigned

specific functions.

PC: The PROGRAM COUNTER register is a pointer to

the first byte of the instruction currently being executed.

The PC is used to reference memory in the program

section. (In the NS32032 the upper eight bits of this

register are always zero.)

SPG, SP1: The SPO register points to the lowest address

of the last item stored on the INTERRUPT STACK. This

stack is normally used only by the operating system. It is

used primarily for storing temporary data, and holding

return information for operating system subroutines and

interrupt and trap service routines. The SP1 register

points to the lowest address of the last item stored on

the USER STACK. This stack is used by normal user

programs to hold temporary data and subroutine return

information.

In this document, reference is made to the SP register.

The terms "SP register" or "SP" refer to either SPO or

SP1 , depending on the setting of the S bit in the PSR

register. If the S bit in the PSR is the SP refers to SPO.

If the S bit in the PSR is 1 then SP refers to SP1 . (In the

NS32032 the upper eight bits of these registers are al-

ways zero).

Stacks in the Series 32000 family grow downward in

memory. A Push operation pre-decrements the Stack

Pointer by the operand length. A Pop operation post-in-

crements the Stack Pointer by the operand length.

FP: The FRAME POINTER register is used by a proce-

dure to access parameters and local variables on the

stack. The FP register is set up on procedure entry with

the ENTER instruction and restored on procedure termi-

nation with the EXIT instruction.

The frame pointer holds the address in memory occu-

pied by the old contents of the frame pointer. (In the

NS32032 the upper eight bits of this register are always

zero.)

SB: The STATIC BASE register points to the global vari-

ables of a software module. This register is used to sup-

port relocatable global variables for software modules.
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2.0 Architectural Description (continued)
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FIGURE 2-1. The General and Dedicated Registers

TL/EE/5491-3

The SB register holds the lowest address In memory
occupied by the global variables of a module. (In the

NS32032 the upper eight bits of this register are always

zero.)

iNTBASE: The INTERRUPT BASE register holds the

address of the dispatch table for Intenvpts and traps

(Sec. 3.8). The iNTBASE register holds the lowest ad-

dress In memory occupied by the dispatch table. (In the

NS32032 the upper eight bits of this register are always

zero.)

MOD: The IVIODULE register holds the address of the

module descriptor of the currently executing software

module. The MOD register is sixteen bits long, therefore

the module table must be contained within the first 64K
bytes of memory.

PSR: The PROCESSOR STATUS REGISTER (PSR)
holds the status codes for the NS32032 microproces-

sor.

The PSR is sixteen bits long, divided Into two eight-bit

halves. The low order eight bits are accessible to all

programs, but the high order eight bits are accessible

only to programs executing in Supervisor Mode.

15

IXMXlXli M UlNlzlFm^^^TTc
TL/EE/5491-4

FIGURE 2-2. Processor Status Register

C: The C bit indicates that a carry or borrow occurred

after an addition or subtraction instmctlon. It can be
used with the ADDC and SUBC Instnjctlons to perform

multiple-precision integer arithmetic calculations. It may
have a setting of (no cany or bon-ow) or 1 (carry or

borrow).

T: The T iDit causes program tracing. If this bit is a 1 , a
TRC trap is executed after every Instmctlon (Sec. 3.8.5).

L The L bit Is altered by comparison instructions. In a
comparison instruction the L bit Is set to "1"

if the sec-

ond operand is less than the first operand, when twth

operands are interpreted as unsigned integers. Other-

wise, it is set to "0". In Floating Point comparisons, this

bit is always cleared.

F: The F bit Is a general conditbn flag, which is altered

by many instoictions (e.g., integer arithmetic instructions

use it to indicate overflow).

Z: The Z bit is altered by comparison instructions. In a
comparison instruction the Z bit is set to "1"

If the sec-

ond operand is equal to the first operand; othenwise it is

set to "0".

N: The N bit is altered by comparison instructions. In a
comparison instruction the N bit is set to "1"

if the sec-

ond operand Is less than the first operand, when both

operands are interpreted as signed integers. Otherwise,

it is set to "0".

U: If the U bit is "1" no privileged instructions may be
executed. If the U bit is "0" then all instructions may be
executed. When U = the NS32032 is said to be in

Supervisor Mode; when U = 1 the NS32032 is said to

be in User Mode. A User Mode program is restricted

from executing certain instructions and accessing cer-

tain registers which could Interfere with the operating

system. For example, a User Mode program is prevent-

ed from changing the setting of the flag used to indicate

its own privilege mode. A Supervisor Mode program is

assumed to be a trusted part of the operating system,

l^nce it has no such restrictions.

S: The S bit specifies whether the SPO register or SP1
register is used as the stack pointer. The bit is automati-

cally cleared on interrupts and traps. It may have a set-

ting of (use the SPO register) or 1 (use the SP1 regis-

ter).

P: The P bit prevents a TRC trap from occurring more
than once for an instruction (Sec. 3.8.5.). It may have a
setting of (no trace pending) or 1 (trace pending),

i: If I = 1 , then all interrupts will be accepted (Sec. 3.8.).

If I = 0, only the NMI intemjpt is accepted. Trap en-

ables are not affected by this bit.

2.1.3 The Configuration Register (CFG)

Within the Control section of the NS32032 CPU is the four-

bit CFG Register, which declares the presence of certain

external devices. It is referenced by only one instruction,

SETCFG, which is intended to be executed only as part of

system initialization after reset. The format of the CFG Reg-

ister is shown in Figure 2-3.
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FIGURE 2-3. CFG Register
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2.0 Architectural Description (continued)

The CFG I bit declares the presence of external intenupt

vectoring circuitry (specifically, the NS32202 Inten^pt Con-

trol Unit). If the CFG I bit is set, interrupts requested through

the IfTr pin are "Vectored." If it is clear, these inten-upts are

"Non-Vectored." See Sec. 3.8.

The F, M and C bits declare the presence of the FPU, MMU
and Custom Slave Processors. If these bits are not set, the

corresponding instructions are trapped as being undefined.

2.1.4 Memory Organization

The main memory of the NS32032 is a uniform linear ad-

dress space. Memory locations are numbered sequentially

starting at zero and ending at 22-* - 1 . The number specify-

ing a memory location is called an address. The contents of

each memory location is a byte consisting of eight bits. Un-

less otherwise noted, diagrams in this document show data

stored in memory with the lowest address on the right and

the highest address on the left. Also, when data is shown

vertically, the lowest address is at the top of a diagram and

the highest address at the bottom of the diagram. When bits

are numbered in a diagram, the least significant bit is given

the number zero, and is shown at the right of the diagram.

Bits are numbered in increasing significance and toward the

left.

Byte at Address A

Two contiguous bytes are called a word. Except where not-

ed (Sec. 2.2.1), the least significant byte of a word is stored

at the lower address, and the most significant byte of the

word is stored at the next higher address. In memory, the

address of a word is the address of its least significant byte,

and a word may start at any address.

15 MSB's 8 7 LSB's

A+1 A
Word at Address A

Two contiguous words are called a double word. Except

where noted (Sec. 2.2. 1 ), the least significant word of a dou-

ble word is stored at the lowest address and the most signif-

icant word of the double word is stored at the address two

greater. In memory, the address of a double word is the

address of its least significant byte, and a double word may
start at any address.

31 MSB's 24 23 16 15 8 7 LSB's

A + 3 A-l-2 A + 1 A
Double Word at Address A

Although memory is addressed as bytes, it is actually orga-

nized as double-words. Note that access time to a word or a

double-word depends upon its address, e.g. double-words

that are aligned to start at addresses that are multiples of

four will be accessed more quickly than those not so

aligned. This also applies to words that cross a double-word

boundary.

2.1.5 Dedicated Tables

Two of the NS32032 dedicated registers (MOD and INT-

BASE) serve as pointers to dedicated tables in memory.

The INTBASE register points to the Inten-upt Dispatch and

Cascade tables. These are described in Sec. 3.8.

The MOD register contains a pointer into the Module Table,

whose entries are called Module Descriptors. A Module De-

scriptor contains four pointers, three of which are used by

NS32032. The MOD register contains the address of the

Module Descriptor for the currently running module. It is au-

tomatically up-dated by the Call External Procedure instruc-

tions (GXP and CXPD).

The format of a Module Descriptor is shown in Figure 2-4.

The Static Base entry contains the address of static data

assigned to the running module. It is loaded into the CPU
Static Base register by the CXP and CXPD instructions. The

Program Base entry contains the address of the first byte of

instmction code in the module. Since a module may have

multiple entry points, the Program Base pointer serves only

as a reference to find them.

MOD

UNK TABLE ADORESS

PflOOHAMBASe

TL/EE/5491-5

FIGURE 2-4. Module Descriptor Format

The Link Table Address points to the Link Table for the

currently mnning module. The Link Table provkjes the infor-

mation needed for

1) Sharing variables between modules. Such variables are

accessed through the Link Table via the External ad-

dressing mode.

2) Transferring control from one module to another. This is

done via the Call External Procedure (CXP) instruction.

The format of a Link Table is given in Figure 2-5. A Link

Table Entry for an external variable contains the 32-bit ad-

dress of that variable. An entry for an external procedure

contains two 16-bit fields: Module and Offset. The Module

field contains the new MOD register contents for the mod-

ule tieing entered. The Offset field is an unsigned number

giving the position of the entry point relative to the new

module's Program Base pointer.

For further details of the functions of these tables, see the

Series 32000 Instnjction Set Reference Manual.

(VARIABLE)

(VARIABLE)

(PROCEDURE)

31 0-T

ABSOLUTE ADDRESS

1 ABSOLUTE ADDRESS

2 OFFSET MODULE

^ «, _i

TL/EE/5491-6

FIGURE 2-5. A Sample Link Table
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2.0 Architectural Description (continued)

2.2 INSTRUCTION 3ET

2.2.1 General Instruction Format

Figure 2-6 shows the general format of a Series 32000 in-

struction. The Basic Instruction Is one to three bytes long

and contains the Opcode and up to two 5-blt General Ad-

dressing Mode ("Gen") fields. Following the Basic Instruc-

tion field is a set of optional extensions, which may appear

depending on the instruction and the addressing modes se-

lected.

Index Bytes appear when either or both Gen fields specify

Scaled Index. In this case, the Gen field specifies only the

Scale Factor (1, 2, 4 or 8), and the Index Byte specifies

which General Purpose Register to use as the index, and

which addressing mode calculation to perform before index-

ing. See Figure 2-7.

Byte Displacement Range -64 to -I- 63

7

SIGNED DtSPLACEMENT

Word Displacement Range -8192 to +8191

7 01

!• .^^^

T 3 2 D

SEN. AODfl. MODE reg.no.

Double Word Displacement:

Range (Entire Addressing Space)

TL/EE/5491-8

FIGURE 2-7. Index Byte Format

Following Index Bytes come any displacements (addressing

constants) or immediate values associated with the select-

ed address modes. Each Disp/Imm field may contain one or

two displacements, or one immediate value. The size of a

Displacement field is encoded with the top bits of that field,

as shown in Figure 2-8, with the remaining bits interpreted

as a signed (two's complement) value. The size of an imme-

diate value is determined from the Opcode field. Both Dis-

placement and Immediate fields are stored most significant

byte first. Note that this is different from the memory repre-

sentation of data (Sec. 2.1.4).

Some instructions require additional, "implied" immediates

and/or displacements, apart from those associated with ad-

dressing modes. Any such extensions appear at the end of

the instruction, in the order that they appear within the list of

operands in the instruction definition (Sec. 2.2.3).

.^

TLj'EE/5491-11

FIGURE 2-8. Displacement Encodings

2.2.2 Addressing Modes

The NS32032 CPU generally accesses an operand by cal-

culating its Effective Address based on information avail-

able when the operand is to be accessed. The method to be

used in performing this calculation is specified by the pro-

grammer as an "addressing mode."

OPTIONAL
EXTENSIONS

BASIC
INSTRUCTION

A
r V A

IMPUEQ
IMMEDUfTE
0PERAND(S)

DISP2 DISPI 0ISP2 DISPI

INDEX
BYTE

INDEX
eVTE

GEN
AODR

A

GEN !

ADDR

B ;

1

OPCODEDISP DISP

WM MM

K

V

\ L J

V

^
J

TL/EE/5491-7

FIGURE 2-6. General Instruction Format
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2.0 Architectural Description (continued)

Addressing modes in the NS32032 are designed to optimal-

ly support high-level language accesses to variables. In

nearly all cases, a variable access requires only one ad-

dressing mode, within the Instruction that acts upon that

variable. Extraneous data movement is therefore minimized.

NS32032 Addressing Modes fall into nine basic types:

Register. The operand is available in one of the eight Gen-
eral Purpose Registers. In certain Slave Processor instruc-

tions, an auxiliary set of eight registers may be referenced

instead.

Register Reiatlve: A General Purpose Register contains an

address to which is added a displacement value from the

instruction, yielding the Effective Address of the operand in

memory.

Memory Space. Identical to Register Relative above, ex-

cept that the register used is one of the dedicated registers

PC, SP, SB or FP. These registers point to data areas gen-

erally needed by high-level languages.

Memory Relative: A pointer variable is found within the

memory space pointed to by the SP, SB or FP register. A
displacement is added to that pointer to generate the Effec-

tive Address of the operand.

Immediate: The operand is encoded within the instruction.

This addressing mode is not allowed if the operand is to be
written.

At>solute: The address of the operand is specified by a
displacement field in the instnjctlon.

Extemai: A pointer value is read from a specified entry of

the cun-ent Link Table. To this pointer value is added a dis-

placement, yielding the Effective Address of the operand.

Top of Stacic The currently-selected Stack Pointer (SPO or

SP1) specifies the location of the operand. The operand is

pushed or popped, depending on whether it is written or

read.

Scaied index: Although encoded as an addressing mode.
Scaled Indexing is an option on any addressing mode ex-

cept Immediate or another Scaled Index. It has the effect of

calculating an Effective Address, then multiplying any Gen-
eral Purpose Register by 1, 2, 4 or 8 and adding it into the

total, yielding the final Effective Address of the operand.

Table 2-1 is a brief summary of the addressing modes. For a
complete description of their actions, see the Instmction Set

Reference Manual.

2.2.3 instruction Set Summary

Table 2-2 presents a brief description of the NS32032 In-

struction set The Format column refers to the Instructton

Format tables (Appendix A). The Instruction column gives

the instruction as coded in assertibly language, and the De-

scription column provides a short description of the function

provided by that instruction. Further details of the exact op-

erations performed by each instruction may be found In tlie

Instruction Set Reference Manuai.

Notations:

i = Integer length suffix: B = Byte

W = Word

D = Double Word

f = Floating Point length suffix: F = Standard Floating

L = Long Floating

gen = General operand. Any addressing mode can be
specified.

short = A 4-bit value encoded within the Basic Instruction

(see Appendix A for encodings).

imm = Implied immediate operand. An 8-bit value append-
ed after any addressing extensions,

disp = Displacement (addressing constant): 8, 16 or 32
bits. All three lengths legal,

reg = Any General Purpose Register R0-R7.

areg = Any Dedicated/Address Register: SP, SB, FP,

MOD, INTBASE, PSR, US (bottom 8 PSR bits).

mreg = Any Memory Management Status/Control Regis-

ter.

creg = A Custom Slave Processor Register (Implementa-

tion Dependent).

cond == Any condition code, encoded as a 4-bit field within

the Basic Instruction (see Appendix A for encodings).
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2.0 Architectural Description (Continued)

TABLE 2-1

NS32032 Addressing Modes

ENCODING MODE ASSEMBLER SYNTAX EFFECTIVE ADDRESS

Register

00000 Register ROorFO None: Operand is in the specified

00001 Register 1 RIorFI register

00010 Registers R2orF2

00011 Registers R3orF3

00100 Register 4 R4 or F4

00101 Register 5 R5 or F5

00110 Registers R6orF6

00111 Register 7 R7orF7

Register Relative

01000 Register relative disp(RO) Disp + Register.

01001 Register 1 relative disp(RI)

01010 Register 2 relative disp(R2)

01011 Register 3 relative dlsp(R3)

01100 Register 4 relative disp(R4)

01101 Register 5 relative disp(R5)

01110 Register 6 relative disp(R6)

01111 Register 7 relative disp(R7)

Memory Relative

10000 Frame memory relative disp2(dlsp1(FP)) Disp2 + Pointer; Pointer found at

10001 Stacl< memory relative disp2(dlsp1(SP)) address Disp1 + Register. "SP"

10010 Static memory relative disp2(disp1(SB)) is either SPO or SP1 , as selected

in PSR.

Reserved

10011 (Reserved for Future Use)

Immediate

10100 Immediate value None: Operand is input from

instruction queue.

Absolute

10101 Absolute @disp Disp.

External

10110 External EXT(disp1) + disp2 Disp2 + Pointer; Pointer is found

at Link Table Entry number IDispl

.

Top Of Stack

10111 Top of stacl< TOS Top of current stack, using either

User or Inten^ipt Stack Pointer,

as selected In PSR. Automatic

Push/Pop included.

Memory Space

11000 Frame memory disp(FP) Disp + Register; "SP" is either

11001 Stack memory dispCSP) SPO or SP1 , as selected in PSR.

11010 Static memory diRn(SB)

11011 Program memory • + disp

Scaled Index

11100 Index, bytes mode[Rn:B] EA (mode) + Rn.

11101 Index, words mode[Rn:W] EA(mode) + 2x Rn.

11110 Index, double words mode[Rn:D] EA(mode) + 4X Rn.

11111 Index, quad words mode[Rn:Q] EA (mode) + 8 X Rn.

'Mode' and 'n' are contained

within the Index Byte.

EA (mode) denotes the effective

address generated using mode.

MOw
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2.0 Architectural Description (continued)

TABLE 2-2

NS32032 instruction Set Summary
|

MOVES

Format Operation Operands Description

4 IWOVi gen.gen Move a value.

2 MOVQi short,gen Extend and move a signed 4-bit constant.

7 MOVMi gen,gen,disp I^ove Multiple: disp bytes (1 to 16).

7 MOVZBW gen.gen Move with zero extension.

7 MOVZiD gen.gen Move with zero extension.

7 MOVXBW gen.gen Move wltfi sign extension.

7 KdOVXiD gen.gen Move with sign extension.

4 ADDR gen.gen Move Effective Address.

INTEGER ARITHMETIC

Format Operands Description

4 ADDI gen.gen Add.

2 ADDQi siiort,gen Add signed 4-bit constant.

4 ADDCi gen.gen Add with carry.

4 SUBi gen.gen Subtract.

4 SUBCi gen.gen Subtract with carry (borrow).

6 NEGi gen.gen Negate (2's complement).

6 ABSi gen.gen Tai^e absolute value.

7 l\4ULi gen.gen Multiply

7 QUOi gen.gen Divide, rounding toward zero.

7 REMi gen.gen Remainder from QUO.

7 DiVi gen.gen Divide, rounding down.

7 IVlODi gen.gen Remainder from DIV (Modulus).

7 MEIi gen.gen Multiply to Extended Integer.

7 DEIi gen.gen Divide Extended Integer.

PACKED DECIMAL (BCD) ARITHMETIC

Format Operation Operands

6 ADDPi gen.gen Add Packed.

6 SUBPi gen.gen Subtract Packed.

INTEGER COMPARISON

Fomidt Operation Operands Description

4 CMPi gen.gen Compare.

2 ciwpca short,gen Compare to signed 4-bit constant.

7 CIMPIWI gen,gen,disp Compare Multiple: disp bytes (1 to 16).

LOGICAL AND BOOLEAN

Format Operation Operands Description

4 AND! gen.gen Logical AND.

4 ORi gen.gen Logical OR.

4 Bid gen.gen Clear selected bits.

4 XORI gen.gen Logical Exclusive OR.

6 CX3Mi gen.gen Complement all bits.

6 NOTI gen.gen Boolean complement: LSB only.

2 Scondi gen Save condition code (cond) as a Boolean variable of size 1.
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2.0 Architectural Description (continued)

TABLE 2-2 (Continued)

NS32032 Instruction Set Summary (Continued)

SHIFTS

Format Operation Operands Description

6 LSHi gen.gen laical Shift, left or right.

6 ASHi gen.gen Arithmetic Shift left or right.

6 ROTi gen,gen Rotate, left or right.

BITS

Format Operation Operands Description

4 TBITi gen.gen Test bit.

6 SBITi gen.gen Test and set bit.

6 SBITIi gen,gen Test and set bit. intertocked

6 CBITi gen.gen Test and clear bit.

6 CBITIi gen.gen Test and clear bit, interiocked.

6 IBITi gen.gen Test and invert bit

8 FFSi gen,gen Rnd first set bit

BITFIELDS

Bit fields are values in memory that are not aligned to byte boundaries. Examples are PACKED an-ays and recorejs

used in Pascal. "Extract" instnictions read and align a bit field. "Insert" instructions write a bit field from an aligned

source.

Description

Extract bit field (array oriented).

Insert bit field (array oriented).

Extract bit field (short fomi).

Insert bit field (short form).

Convert to Bit Field Pointer.

Description

Index bounds check.

Recursive inde)dng step for multiple-dimensional arrays.

Format Operation Operands

8

8

7

7

8

EXTi

INSi

EXTSi

INSSi

CVTP

reg,gen,gen,disp

reg,gen,gen,disp

gen,gen,imm,imm

gen,gen,imm,lmm

reg,gen,gen

ARRAYS

Format Operation Operands

8

8

CHECKI

INDEXi

reg.gen.gen

reg,gen,gen

STRINGS

String instructions assign specific functions to the Gen-

eral Purpose Registers:

R4 - Comparison Value

R3 - Translation Table Pointer

R2 - String 2 Pointer

R1 - String 1 Pointer

RO • Limit Count

Format Operation Operands

5 MOVSI options

MOVST options

5 CMPSi options

CMPST options

5 SKPSI optrans

SKPST options

Options on all string instructions are:

B (Backward): Decrement string pointers after each step

rather than incrementing.

U (Until match): End instruction if String 1 entry matches

R4.

W (While match): End instruction if String 1 entry does not

match R4.

All string instnjctk>ns end when RO decrements to zero.

Descriptions

Move String 1 to String 2.

Move string, translating bytes.

Compare String 1 to String 2.

Compare translating. String 1 bytes.

Skip over String 1 entries

Skip, translating bytes for Until/While.
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2.0 Architectural Description (continued)

J2

TABLE 2-2 (Continued)

NS32032 Instruction Set Summary (Continued)
|

CO JUMPS AND LINKAGE

i Format Operation Operands Description

CM 3 JUMP gen Jump.
mo BR disp Branch (PC Relative).

1 Bcond disp Conditional branch.

(0 3 CASEi gen Multlway branch.

2 ACBi short,gen,disp Add 4-bit constant and branch If non-zero.

«P 3 JSR gen Jump to subroutine.

S$
1 BSR disp Branch to subroutine.

S
S

1 CXP disp Call external procedure.

3 CXPD gen Call external procedure using descriptor.

<o
1

1

1

SVC
FLAG
BPT

Supervisor Call.

Flag Trap.

Brealcpoint Trap.

1 ENTER [reg list],disp Save registers and allocate stack frame (Enter Procedure).

1 EXIT [reg list] Restore registers and reclaim stack frame (Exit Procedure).

1 RET disp Return from subroutine.

1 RXP disp Return from external procedure call.

1 RETT disp Return from trap. (Privileged)

1 RETi Return from Internipt. (Privileged)

CPU REGISTER MANIPULATION

Format Operation Description

1 SAVE [reg list] Save General Purpose Registers.

1 RESTORE [reg list] Restore General Purpose Registers.

2 LPRi areg,gen Load Dedicated Register. (Privileged if PSR or INTBASE)

2 SPRi areg,gen Store IDedicated Register. (Privileged if PSR or INTBASE)

3 ADJSPi gen Adjust Stack Pointer.

3 BiSPSRI gen Set selected bits in PSR. (Privileged if not Byte length)

3 BICPSRi gen Clear selected bits In PbH. (Privileged if not Byte length)

5 SETCFG [option list] Set Configuration Register. (Privileged)

FLOATING POINT

Format Operation Operands Description

11 MOVf gen.gen Move a Floating Point value.

9 MOVLF gen.gen Move and shorten a Long value to Standard.

9 MOVFL gen.gen Move and lengthen a Standard value to Long.

9 MOVIf gen.gen Convert any integer to Standard or Long Floating.

g ROUNDfi gen.gen Convert to integer by rounding.

9 TRUNCfi gen.gen Convert to integer by truncating, toward zero.

9 FLOORfi gen.gen Convert to largest integer less than or equal to value.

11 ADDf gen.gen Add.

11 SUBf gen.gen Subtract

11 MULf gen.gen Multiply.

11 DiVf gen.gen Divide.

11 CMPf gen.gen Compare.

11 NEGf gen.gen Negate.

11 ABSf gen.gen Take absolute value.

9 LFSR gen Load FSR.

9 SFSR gen Store FSR.

MEMORY MANAGEMENT
Format Operation Operands Description

14 LMR mreg.gen Load Memory Management Register. (Privileged)

14 SMR mreg.gen Store Memory Management Register. (Privileged)

14 RDVAL gen Validate address for reading. (Privileged)

14 WRVAL gen Validate address for writing. (Privileged)

8 MOVSUi gen.gen Move a value from Supervisor

Space to User Space. (Privileged)

8 MOVUSi gen.gen Move a value from User Space

to SupeA'isor Space. (Privileged)
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2.0 Architectural Description (continued)

TABLE 2-2 (Continued)

NS32032 Instruction Set Summary (Continued)

MISCELLANEOUS
Format Operation Operands

1 NOP
1 WAIT

1 DIA

Description

No Operation.

Walt for interrupt.

Diagnose. Single-byte "Branch to Self" for hardware

breakpointing. Not for use in programming.

CUSTOM SLAVE

Format Operation Operands

15.5 CCALOc gen.gen

15.5 CCALIc gen,gen

15.5 CCAL2C gen.gen

15.5 CCAL3C gen.gen

15.5 CMOVOc gen.gen

15.5 CMOVIc gen.gen

15.5 CM0V2C gen.gen

CMOV3C gen.gen

15.5 CCMPOc gen.gen

CCMPIc gen,gen

15.1 CCVOoi gen.gen

15.1 CCVIci gen,gen

15.1 CCV2ci gen.gen

15.1 CCV3ic gen.gen

15.1 CCV4DQ gen.gen

15.1 CCV5QD gen.gen

15.1 LCSR gen

15.1 SCSR gen

15.0 CATSTO gen

15.0 CATST1 gen

15.0 LCR creg.gen

15.0 SCR creg.gen

Description

Custom Calculate.

Custom Move.

Custom Compare.

Custom Convert.

oa
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Load Custom Status Register.

Store Custom Status Register.

Custom Address/Test. (Privileged)

(Privileged)

Load Custom Register. (Privileged)

Store Custom Register. (Privileged)
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3.0 Functional Description

3.1 POWER AND GROUNDING
The NS32032 requires a single 5-voit power supply, applied

on pin 18 (Vcc)-

Grounding connections are made on four pins. Logic

Ground (GNDL, pin 54) is the common pin for on-chip logic,

and Buffer Grounds (GNDB1, pin 52 and GNDB2, pin 16

and GNDB3, pin 60) (16) are the common pins for the out-

put drivers. For optimal noise Immunity it is recommended
that GNDB1 and GNDB2 be connected together through a
single conductor, and GNDL be directly connected to the

middle point of this conductor. All other ground connections

should be made to the common line as shown in Figure 3-1.

In addition to Vcc and Ground, the NS32032 CPU uses an

intemally-generated negative voltage. It is necessary to filter

this voltage externally by attaching a pair of capacitors (Fig.

3-1) from the BBG pin to ground. Recommended values for

these are:

Ci: 1 \iF, Tantalum.

Cj: 1 000 pF, low inductance. This should be either a disc or

monolithic ceramic capacitor.

NS32a32
CPU

3-

B8Q

ONDL

ih

GNDB3

1 T
1gl—1

1

OTHER QROUND
' CONNECTIONS

TL/EE/5491-12

FIGURE 3-1. Recommended Supply Connections

3.2 CLOCKING

The NS32032 Inputs clocking signals from the Timing Con-
trol Unit (TCU), which presents two non-overlapping phases
of a single clock frequency. These phases are called

PHI1 (pin 26) and PHI2 (pin 27). Their relationship to each
other is shown In Figure 3-2.

Each rising edge of PHI1 defines a transition in the timing

state C'T-State") of the CPU. One T-State represents the

execution of one microinstnjction within the CPU, and/or
one step of an external bus transfer. See Section 4 for com-
plete specifications of PHI1 and PHI2.

—-ONET-STATE*

1 Jk nt

ruR
NON-OVERLAPPING

TL/EE/5491-13

FIGURE 3-2. Clock Timing Relationships

As the TCU presents signals with very fast transitions, it is

recommended that the conductors canying PHI1 and Pm2
be kept as short as possible, and that they not be connect-

ed anywhere except from the TCU to the CPU and, if pres-

ent, the MMU. A TTL Clock signal (CTTL) Is provided by the

TCU for all other clocking.

3.3 RESETTING

The RST/ABT pin serves both as a Reset for on-chip logic

and as the Abort input for Memory-Managed systems. For

its use as the Abort Command, see Sec. 3.5.4.

The CPU may be reset at any time by pulling the RST/ABT
pin low for at least 64 clock cycles. Upon defecting a reset,

the CPU terminates Instruction processing, resets its inter-

nal logic, and clears the Program Counter (PC) and Proces-

sor Status Register (PSR) to all zeroes.

On application of power, RST/ABT must be held low for at

least 50 |j,sec after Vcc is stable. This is to ensure that ail

on-chip voltages are completely stable before operation.

Whenever a Reset is applied, it must also remain

Vcc

7'

R§f/A§T

VVSXJXJV.
E 64 CLOCK
CYCLES '

-eso^sec-

TL/EE/'S491-U

FIGURE 3-3. Poweron Reset Requirements
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3.0 Functional Description (Continued)

active for not less than 64 clocl( cycies. The rising edge

must occur while PHI1 is high. See Figures 3-3 and 3-4.

The NS32201 Timing Control Unit (TCU) provides circuitry

to meet the Reset requirements of the NS32032 CPU. Fig-

ure 3-Sa shows the recommended connections for a non-

Membry-Managed system. Figure 3-5b shows the connec-

tions for a Memory-Managed system.

-2MCL0CK-
CYCLES

TiyEE/5491-15

FIGURE 3-4. General Reset Timing

EXTERNAL RESET
(OPTIONAL)

I J

RESET SWITCH
(OPTIONAL)

NS32032
CPU

CO

ls»Ow

CO
b>
ls>Ow

CO
CO
lOo
Kta

SYSTEM RESET

TL/EE/5491-ie

FIGURE 3-5a. Recommended Reset Connections, Non-Memofy-Managed System

NS320S2
MMU

NS32032
CPU

HIT BSf/AiT RST/ABT

EXTERNAL RESET
(OPTIONAL)

I J

RESET SWITCH
(OPTIONAL)

TUEE/5491-17

FIGURE 3-5b. Recommended Reset Connections, Memory-Managed System

3.4 BUS CYCLES

The NS32032 CPU has a strap option which defines the Bus

Timing Mode as either With or Without Address Translation.

This section describes only bus cycles under the No Ad-

dress Translation option. For details of the use of the strap

and of bus cycles with address translation, see Sec. 3.5.

The CPU will perform a bus cycle for one of the following

reasons:

1) To write or read data, to or from memory or a peripheral

interface device. Peripheral Input and output are memory-

mapped in the Series 32000 family.

2) To fetch instructions into the eight-byte instruction queue.

This happens whenever the bus would othenwise be Idle

and the queue Is not already full.

3) To acknowledge an interrupt and allow external circuitry

to provide a vector number, or to acknowledge comple-

tion of an intemjpt sereice routine.

4) To transfer information to or from a Slave Processor.

In ternis of bus timing, cases 1 through 3 above are identi-

cal. For timing specifications, see Sec. 4. The only external

difference between them is the four-bit code placed on the

Bus Status pins (ST0-ST3). Slave Processor cycles differ in

that separate contnsi signals are applied (Sec. 3.4.6).

The sequence of events In a non-Slave bus cycle is shown
below in Figure 3-7 for a Read cyde and Figure 3-8 for a

Write cycle. The cases shown assume that the selected

memory or interface device is capable of communicating

with the CPU at full speed. If it is not, then cycle extension

may be requested through the RDY line (Sec. 3.4.1).
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3.0 Functional Description (continued)

A full-speed bus cycle is performed In four cycles of the

PHI1 clock signal, labeled T1 through T4. Clock cycles not

associated with a bus cycle are designated Ti (for "Idle").

During TI, the CPU applies an address on pins AD0-AD23.

It also provides a low-going pulse on the ADS pin, which

serves the dual purpose of informing external circuitry that a

bus cycle is starting and of providing control to an external

latch for demultiplexing Address bits 0-23 from the ADO-
AD23 pins. See Figure 3-6. During this time also the status

signals DDIN. indicating the direction of the transfer, and

BE0-BE3, indicating which of the four bus bytes are to be

referenced, become valid.

During T2 the CPU switches the Data Bus, AD0-AD31 to

either accept or present data. It also starts the data strobe

(DS), signalling the beginning of the data transfer. Associat-

ed signals from the NS32201 Timing Control Unit are also

activated at this time: RD (Read Strobe) or WR (Write

Strobe), TSO (Timing State Output, indicating that T2 has

been reached) and DBE (Data Buffer Enable).

The T3 state provides for access time requirements, and it

occurs at least once in a bus cycle. At the end of T2 or T3,

on the falling edge of the PHI2 clock, the RDY (Ready) line

is sampled to determine whether the bus cycle will be ex-

tended (Sec. 3.4.1).

If the CPU is performing a Read cycle, the Data Bus (ADO-
AD31) Is sampled at the falling edge of PHI2 of the last T3

state. See Section 4. Data must, however, be held at least

until the beginning of T4. DS and RD are guaranteed not to

go inactive before this point, so the rising edge of either of

them may safely tie used to disable the device providing the

input data.

TheT4 state finishes the bus cycle. At the beginning of T4,

the DS, RD or WR, and TSO signals go inactive, and at the

rising edge of PHI2, DBE goes Inactive, having provided for

necessary data hold times. Data during Write cycles re-

mains valid from the CPU throughout T4. Note that the Bus
Status lines (ST0-ST3) change at the beginning of T4, an-

ticipating the following bus cycle (if any).

PWI PHI2 DS/FLT

ADS DDIN DBE

RD

WH

TL/EE/5491-18

FIGURE 34. Bus Connections
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3.0 Functional Description (continued)

NS32032 CPU BUS SIGNALS

AO0-AO23

T4 OH Ti T1

ADS

ST0-ST3

BEO-iiS

n
f ADDRESS

VALID >• E>--

n-

STATUS VAUD

NS32201TCU,BUSSiaNALS

7

X

n_

iNEXTADDR

t 7—

f

\_7

:

NEXT STATUS

X

/

\
I lA

\ /

/

/

TL/EE/6491-20

FIGURE 3-7. Read Cycle Timing
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3.0 Functional Description (continued)

JLT^I^LJl
PHI 2

A00-AD13
' ADDRESS

VALID

ADS

— ^Z

BEA BCa I 'X •BE0-BE3

7

n

\j

IT

J
7

NS32032 CPU BUS SIGNALS

TS T3

n n

STATUS VALID

NS32201TCU BUS SIGNALS

V

\

V

TJ TIORTi

n

K

I

/

/

/

/

n_

)€

z

^

V

TL/EE/5491-18

FIGURE 3-a. Write Cycle Timing
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3.0 Functional Description (continued)

3.4.1 Cycle Extension

To allow sufficient strobe widths and access times for any

speed of memory or peripheral device, the NS32016 pro-

vides for e)rtenslon of a bus cycle. Any type of bus cycle

except a Slave Processor cycle can be extended.

In Figures 3-7 and 3-8, note that during T3 all bus control

signals from the CPU and TCU are flat. Therefore, a bus

cycle can be cleanly extended by causing the T3 state to be

repeated. This is the purpose of the RDY (Ready) pin.

At the end of T2 on the falling edge of PHI2, the RDY line is

sampled by the CPU. If RDY is high, the next T-states will be

T3 and then T4, ending the bus cycle. If RDY is low, then

another T3 state will be inserted after the next T-state and

the RDY line will again be sampled on the falling edge of

PHI2. Each addlttonal T3 state after the first is referred to as

a "WAIT STATE". See Figure 3-9.

The RDY pin is driven by the NS32201 Timing Control Unit,

which applies WAIT States to the CPU as requested on

three sets of pin:

1) CWAIT (Continuous WAIT), which holds the CPU in

WAIT states until removed.

3)

2) WAIT1, WAIT2, WAIT4, WAITS (Collectively WAITn),

which may be given a four-bit binary value requesting a

specific number of WAIT States from to 15.

PER (Peripheral), which inserts five additional WAIT
states and causes the TCU to reshape the RD and WR
strobes. This provides the setup and hold times required

by most MOS peripheral Interface devices.

Combinations of these various WAIT requests are both legal

and useful. For details of their use, see the NS32201 Data

Sheet.

Figure 3-10 Illustrates a typical Read cycle, with two WAIT
states requested through ttie TCU WAITn pins.

TL/EE/5491-21

FIGURE 3-9. RDY Pin Timing

3.4.2 Bus Status

The NS32032 CPU presents four bits of Bus Status informa-

tion on pins ST0-ST3. The various combinations on these

pins indicate why the CPU is performing a bus cycle, or, if it

is Idle on the bus, then why is it idle.

Referring to Figures 3-7 and 3-8, note that Bus Status leads

the con-esponding Bus Cycle, going valid one clocl< cycle

before T1 , and changing to the next state at T4. This allows

the system designer to fully decode the Bus Status and, If

desired, latch the decoded signals before ADS initiates the

Bus Cycle.

The Bus Status pins are Interpreted as a four-bit value, with

STO the least significant bit. Their values decode as follows:

0000 - The bus is idle because the CPU does not need

to perform a bus access.

0001 - The txjs Is idle because the CPU is executing the

WAIT instruction.

0010 - (Reserved for future use.)

001 1 - The bus is idle because the CPU is waiting for a
Slave Processor to complete an instruction.

0100- Inteniipt Acknowledge, Master.

The CPU is performing a Read cycle. To ac-

knowledge receipt of a Non-Maskable Interrupt

(on NMl) it will read from address FFFFOOis, but

will ignore any data provided.

To acknowledge receipt of a Maskable Intemipt

(on INT) it will read from address FFFEOOie, ex-

pecting a vector number to be provided from the

Master NS32202 Internjpt Control Unit. If the

vectoring mode selected by the last SETCFG in-

struction was Non-Vectored, then the CPU will

Ignore the value it has read and will use a default

vector instead, having assumed that no NS32202

Is present. See Sec. 3.4.5.

0101 - Interrupt Acknowledge, Cascaded.

The CPU is reading a vector number from a Cas-

caded NS32202 Interrupt Control Unit. The ad-

dress provided is the address of the NS32202

Hardware Vector register. See Sec. 3.4.5.

0110 - End of Interrupt Master.

The CPU is performing a Read cycle to indicate

that it is executing a Return from Interrupt (RETI)

Instruction. See Sec. 3.4.5.

01 1 1 - End of Internipt, Cascaded.

The CPU is reading from a Cascaded Interrupt

Control Unit to indicate that it is returning

(through RETI) from an internjpt service routine

requested by that unit. See Sec. 3.4.5.

1000 - Sequential Instruction Fetch.

The CPU is reading the next sequential word

from the instruction stream into the Instruction

(0w
l\>o
I

COw
lOo
CO

MOw
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3.0 Functional Description (continued)

Queue, it wiif do so whenever the bus would oth-

enwlse be Idle and the queue Is not already full.

1001 - Non-Sequential Instruction Fetch.

The CPU is performing the first fetch of Instruc-

tion code after the Instmctlon Queue is purged.

This will occur as a result of any jump or brarx^,

or any Interrupt or trap, or execution of certain

Instructions.

1010- Data Transfer.

The CPU Is reading or writing an operand of an

instruction.

1011 - Read RMW Operand.

The CPU is reading an opei^nd which will subse-

quently be modified and rewritten. If memory pro-

tection circuitry would not allow the following

Write cycle, it must abort this cycle.

1100 - Read for Effective Address Calculation.

The CPU Is reading information from memory In

order to determine the Effective Address of an

operand. This will occur whenever an instruction

uses the Memory Relative or External addressing

mode.

1101 - Transfer Slave Processor Operand.

The CPU is either transferring an instruction op-

erand to or from a Slave Processor, or it is issu-

ing the Operation Word of a Slave Processor in-

struction. See Sec. 3.9.1.

1 1 1 - Read Slave Processor Status.

The CPU Is reading a Status Word from a Slave

Processor. This occurs after the Slave Processor

has signalled completion of an instruction. The
transferred word tells the CPU whether a trap

should be taken, and in some Instructions It pre-

sents new values for the CPU Processor Status

Register bits N, Z, L or F. See Sec. 3.9.1.

1111 - Broadcast Slave ID.

The CPU is initiating the execution of a Slave

Processor Instruction. The ID Byte (first byte of

the instruction) is sent to all Slave Processors,

one of which will recognize It. From this point the

CPU is communicating with only one Slave Proc-

essor. See Sec. 3.9.1.

3.4.3 Data Access Sequences

The 24-bit address provided by the NS32032 is a byte ad-

dress; that is, it uniquely identifies one of up to 16,777,216

eight-bit memory locations. An important feature of the

NS32032 is that the presence of a 32-blt data bus Imposes

no restrictions on data alignment; any data item, regardless

of size, may be placed starting at any memory address. The

NS3g032 provides special control signals. Byte Enable

(BE0-BE3) which facilitate individual byte accessing on a

32-bit bus.

Memory Is organized as four eight-bit banks, each bank re-

ceiving the double-word address (A2-A23) in parallel. One
bank, connected to Data Bus pins AD0-AD7 is enabled

when 3E0 is low. The second bank, connected to data bus

pins AD8-AD1 5 is enabled when BE1 is low. The third and
fourth banks are enabled by BE2 and BE3, respecBvely.

See Figure 3-11.

DCd ec< DC I OCI

i t 1 i
8 BITS 8 BITS 8 BITS 8 BITS

; i,

^ ^
; ;

r T

DO-DSI [BS ^B^ iBK9 Kai ! fBYTE
M

TL/EE/5491-23

FIGURE 3-11. Memory Interface

Since operands do not need to be aligned with respect to

the double-word bus accessed performed by the CPU, a

given double-word access can contain one, two, three, or

four bytes of the operand being addressed, and these bytes

can begin at various positions, as determined by A1, AO.

Table 3-1 lists the 10 resulting access types.

TABLE 3-1

Type

1

Bus Access Types

Bytes Accessed A1,A0 BE3

1 00 1

BE2

1

BE1

1

Bio

2 1 01 1 1 1

3 1 10 1 1 1

4 1 11 1 1 1

6 2 00 1 1

6 2 01 1 1

7 2 10 1 1

8 3 00 1

9 3 01 1

10 4 00

Accesses of operands requiring more than one bus cycle

are performed sequentially, with no idle T-States separating

them. The number of bus cycles required to transfer an op-

erand depends on Its size and its alignment. Table 3-2 lists

the bus cycles performed for each situation.

COw
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3.0 Functional Description (Continued)

TABLE 3-2

Access Sequences

Data Bus

Cycle Type Address BE3 BE2 BE1 BEO
f

Bytes Byte 2

^
Bytel ByteO

A. Wordataddress ending with 11 BYTE1 BYTEO •«- A

s
1. 4 A 111 ByteO X
2. 1A+1 1 1 10 X X

X X
X Bytel

N B. Double wordataddress ending with 01 BYTES BYTE 2| BYTE 1 BYTEO *- A

CO
1. 9 A 1 Byte2 Byte 1 ByteO X
2. 1 A + 3 1 1 1 X X X Bytes

BYTES BYTE 2 BYTE 1 BYTEO «-A

1. 7 A 11 Byte

2. 5 A + 2 1 1 X

1 ByteO X X
X Byte 3 Byte 2

BYTE 3 BYTE 2 BYTE 1 BYTEO - A

1. 4 A 1 1 1 ByteO X X X
2. 8 A + 1 1 X Byte 3 Byte 2 Byte 1

BYTE 7 BYTE 6 BYTES BYTE 4 BYTE 3 BYTE 2 BYTE 1 BYTEO tr- A

1. 10 A Byte3 Byte2 Byte 1 ByteO

Other bus cycles (Instruction prefetch or slave) can occur here.

2. 10 A + 4 Byte? Byte6 ByteS Byte4

F. Quad wordataddress ending with 01 BYTE 7 BYTE 6 BYTES BYTE 4 BYTES BYTE 2 BYTE1 BYTEO «- A

1. 9 A 1 Byte2 Byte 1 ByteO X

2. 1 A + 3 1 11 X X X Byte 3

Other bus cycles (Instruction prefetch or slave) can occur here.

3. 9 A + 4 1 Byte 6 Byte 5 Byte 4 X
4. 1 A + 7 1 1 1 X X X Byte7

G. Quad wordataddress ending with 10 BYTE 7 BYTE 6 BYTES BYTE 4 BYTES BYTE 2 BYTE1 BYTEO «- A

1. 7 A 1 1 Byte 1 ByteO X X
2. 5 A + 2 1 1 X X Bytes Byte2

Other bus cycles (Instruction prefetch or slave) can occur here.

3. 7 A + 4 1 1 Bytes Byte4 X X
4. 5 A + 6 1 1 X X Byte 7 Byte 6

H. Quad wordataddress ending with 11 BYTE 7 BYTE 6 BYTES BYTE 4 BYTES BYTE 2 BYTE1 BYTEO <- A

1. 4 A
2. 8 A + 1 1 (

Other bus cycles (Instruction prefetch or slave) ca

1. 4 A + 4 1

2. 8 A + 5 1 (

X = Don't Care

1 1 ByteO X X
) X ByteS Byte2 E

n occur here.

1 1 Byte4 X X
> X Byte7 Byte6 E

X

iytel

X

iyteS
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3.0 Functional Description (continued)

3.4.3.1 Bit Accesses

The Bit Instructions perform byte accesses to the byte con-

taining the designated bit The Test and Set Bit instruction

(SBiT), for example, reads a byte, alters it and rewrites it,

having changed the contents of one bit

3.4.3.2 Bit Field Accesses

An access to a Bit Field in memory always generates a Dou-

ble-Word transfer at the address containing the least signifi-

cant bit of the field. The Double Word is read by an Extract

instruction; an Insert instruction reads a Double Word, modi-

fies it and rewrites it.

3.4.3.3 Extending iMultiply Accesses

The Extending Multiply Instruction (MEI) will return a result

which is twice the size in bytes of the operand it reads. If the

multiplicand is in memory, the most-significant half of the

result is written first (at the higher address), then the least-

significant half. This is done in order to support retry if this

instruction is aborted.

3.4.4 Instruction Fetches

Instructions for the NS32032 CPU are "prefetched"; that is,

they are input before being needed into the next available

entry of the eight-byte Instruction Queue. The CPU performs

two types of Instruction Fetch cycles: Sequential and Non-

Sequential. These can be distinguished from each other by

their differing status combinations on pins ST0-ST3 (Sec.

3.4.2).

A Sequential Fetch will be performed by the CPU whenever

the Data Bus would otherwise be Idle and the Instruction

Queue is not currently full. Sequential Fetches are always

type 10 Read cycles CTable 3-1).

A Non-Sequential Fetch occurs as a result of any breal^ in

the normally sequential flow of a program. Any jump or

branch instruction, a trap or an interrupt will cause the next

Instruction Fetch cycle to be Non-Sequential. In addition,

certain instructions flush the instruction queue, causing the

next instruction fetch to display Non-Sequential status. Only

the first bus cycle after a break displays Non-Sequential

status, and that cycle depends on the destination address.

Note; Duing non-sequential fetches, BE0-BE3 are aH active regardless of

the alignment

3.4.5 lnterru|>t Control Cycles

Activating the INT or NMI pin on the CPU will initiate one or

more bus cycles whose purpose is intenupt control rather

than the transfer of instructions or data. Execution of the

Return from Interrupt instruction (RETI) will also cause Inter-

rupt Control bus cycles. These differ from Instruction or data

transfers only in the status pesented on pins ST0-ST3. All

Interrupt Control cycles are single-byte Read cycles.

This section describes only the Inten-upt Control sequences

associated with each intenxipt and with the return from its

service routine. For full details of the NS32032 Intemjpt

structure, see Sec. 3.8.
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3.0 Functional Description (continued)

TABLE 3-3

Interrupt Sequences

Data Bus

Cycle Status Address DDIN BE3 BE2 BE1 BEO Byte 3 Byte 2 Byte 1

A. Non-Maskable Interrupt ControlSequences

Interrupt Acknowledge

1 0100 FFFFOO16 1 1 1 X X X

interrupt Return

None: Performed tiirougti Return from Trap (RETT) instruction.

a Non-Vectored Interrupt ControlSequences

interrupt Acltnowledge

1 0100 FFFEOO16

Interrupt Return

1 0110 FFFEOO16

ByteO

1 1 1

1 1 1 X

C. Vectored InterruptSequences: Non-Cascaded.

Interrupt Aci<nowiedge

1 0100 FFFEOO16

Interrupt Return

1 0110 FFFEOO16

interrupt Acl^nowiedge

1 0100 FFFEOO16

1

1

1

1

1

1

D. Vectored Interrupt Sequences: Cascaded

1 1 1 X

X X X

X X X

X X Vector:

Range: 0-127

X X Vector Same as

in Previous Int.

Aoit. Cycle

X X Cascade Index:

range -16 to -1

(The CPU fiere uses tlie Cascade Index to find tfie Cascade Address.)

2 0101 Cascade See Note

Address

Interrupt Return

1 0110 FFFEOO16 111

(The CPU here uses the Cascade Index to find the Cascade Address)

2 0111 Cascade See Note

Address

Vector, range 9-255; on appropriate tjyte of

data bus.

Cascade Index:

Same as in

previous Int

Ack. Cycle

X = Don't Care

NolK BE0-BE3 signals will be activated according to the cascaded ICU address. Tlie cycle type can t» 1 , 2, 3 or 4, when reading the intemjpt vector. The vector
value can t>e in the range 0-255.
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3.0 Functional Description (continued)

3.4.6 Slave Processor Communication

In addition to Its use as the Address Translation strap (Sec.

3.5.1), the AT/SPC pin Is used as the data strobe for Slave

Processor transfers , in this role, it is referred to as Slave

Processor Control (SPC). In a Slave Processor tius cycle,

data is transferred on the Data Bus (AD0-AD15), and the

status lines (ST0-ST3) are monitored by each Slave Proc-

essor In order to determine the type of transfer being per-

formed. SPC is bidirectional, but Is driven by the CPU during

all Slave Processor bus cycles. See Sec. 3.9 for full protocol

sequences.

AD(0-15)

AT/SPC

NS32032
CPU

ST0-ST3

<^=^ D(0-15|

SPC

SLAVE
PROCESSOR

$T0-ST3

TUEE/5491-M

FIGURE 3-12. Slave Processor Connections

<0
<«>MO
««a

d>
•»»

z
<nw
lOow

CO

lOow
lO

NiXTCYCLE

AO0.AO1!

ST0-ST3

TUEE/a491-25

NOtK

(1 ) CPU samples Data Bus here.

(2) DBE and all other NS32201 TCU bus signals remain inactive l»cause no ADS pulse Is received from the CPU.

FIGURE 3-13. CPU Read from Slave Processor
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3.0 Functional Description (continued)

3.4.6.1 Slave Processor Bus Cycles

A Slave Processor bus cycle always takes exactly two clock

cycles, labeled T1 and T4 (see Figures 3-13 and 3-14). Dur-

ing a Read cycle, SPC is activated at T1 , data is sampled at

T4, and SPC is removed. Ttie Cycle Status pins lead the

cycle by one clock period, and are sampled at ttie leading

edge of SPC. During a Write cycle, the CPU applies data

and activates SPC at T1 , removing SPC at T4. The Slave
Processor latches status on the leading edge of SPC and

latches data on the trailing edge.

Since the CPU does not pulse the Address Strobe (ADS),

no bus signals are generated by the NS32201 Timing Con-

trol Unit. The direction of a transfer is determined by the

sequence ("protocol") established by the instruction under

execution; but the CPU indicates the direction on the DDIN
pin for hardware debugging purposes.

3.4.6.2 Slave Operand Transfer Sequences

A Slave Processor operand is transferred in one or more
Slave bus cycles. A Byte operand is transfen'ed on the

least-significant byte of the Data Bus (AD0-AD7), and a

Word operand is transferred on bits AD0-AD15. A Double

Word is transferred in a consecutive pair of bus cycles,

least-significant word first. A Quad Word is transfen-ed In

two pairs of Slave cycles, with other bus cycles possibly

occurring between them. The word order is from least-signif-

icant word to most-significant.

Note that the NS32032 uses only the two least significant

bytes of the data bus for slave cycles. This is to maintain

compatibility with existing slave processors.

PREV. CYCLE

T4 0»»Ti

ST0-ST3

(2)

DBE

'J

7

V

NEXTC

TIORTi

R

(1)

V

DATA our

)C

y:

NEXT STATUS

\7

x:

TL/EE/5491-26

Note:

(1) Slave Processor samples Data Bus here.

(2) DBE, being provided by thie NS32201 TCU. remains inactive due to the fact that no pulse Is presented on ADS. TCU signals HD, WH and TSO also remain

inactive.

FIGURE 3-14. CPU Write to Slave Processor
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3.0 Functional Description (continued)

3.5 MEMORY MANAGEMENT OPTION

The NS32032 CPU, in conjunction witli the NS32082 Mem-
ory Management Unit (MMU), provides full support for ad-

dress translation, memory protection, and memory alloca-

tion techniques up to and including Virtual Memory.

3.5.1 Address Translation Strap

The Bus Interface ContnsI section of the NS32032 CPU has

two bus timing modes: With or Without Address Translation.

The mode of operation is selected by the CPU by sampling

the AT/SPC (Address Translation/Slave Processor Control)

pin on the rising edge of the RSI (Reset) pulse. If AT/SPC

is sampled as high, the bus timing is as previously descritied

in Sec. 3.4. If it is sampled as low, two changes occur:

1) An extra clock cycle, Tmmu, is Inserted into all bus cy-

cles except Slave Processor transfers.

2) The DS/FLT pin changes in function from a Data Strobe
output (DS) to a Float Command Input (FLT).

The NS32082 MMU will itself pull the CPU AT/SPC pin low

wfien it is reset. In non-Memory-Managed systems this pin

should be pulled up to Vcc through a 10 kn resistor.

Note that the Address Translatktn strap does not specifksl-

ly declare the presence of an NS32082 MMU, but only the

mw
lOo

mw
lOo
CO

w
ow
lO

024-031

'nnmu

u u
/ADDRESS

VALID

\J

>

STATUS VAUO

13

isvn
D--

K

X

iNEXTADDR

\J

Z

L

TL/EE/5491-27

FIGURE 3-15. Read Cycle with Address Translation (CPU Action)

2-173



CM«o
CM
C«S

CO

CO
f

CM
CO

CM
CO
(Oz
(D
CM«O
CM
CO
(A

3.0 Functional Description (continued)

presence of external address translation circuitry. MMU in-

stnjctlons will still trap as being undefined unless the

SETCFG (Set Configuration) Instruction Is executed to de-

clare the MMU instruction set valid. See Sec. 2.1.3.

3.5.2 Translated Bus Timing

Figures 3-15 and 3-16 Illustrate the CPU activity during a

Read cycle and a Write cycle in Address Translation mode.

The additional T-State, Tmmu, is inserted between T1 and

T2. During this time the CPU places AD0-AD23 into the

TRl-STATE* mode, allowing the MMU to assert the trans-

lated address and issue the physical address strobe PAV.

T2 through T4 of the cycle are Identical to their counterparts

without Address Translation. Note that in order for the

NS32082 MMU to operate correctly It must be set to the

32032 mode by forcing A24/HBF low during reset. In this

mode the bus lines AD16-AD23 are floated after the MMU
address has been latched, since they are used by the CPU
to transfer data.

Figures 3-17 and 3-18 show a Read cycle and a Write cycle

as generated by the 32032/32082/32201 group. Note that

with the CPU ADS signal going only to the MMU, and with

the MMU PAV signal substituting for ADS everywhere else,

Tmmu through T4 look exactly like T1 through T4 in a non-

Memory-Managed system. For the connection diagram, see

Appendix B.

PHI1

PHI 2

T4 0I»T1 T1 Ttnmu T2 T3 T4 TIOHTi

AD0-AD23 AWMVaddbessV
/f\

valid ;- < DATA OUT
X"""

}R

D24-031 AWM'm.Wt OATAO iT WA'i

ADS
\ 1 \ 1

'7/
ST0-ST3 yX STAT JS VALID y • :XT STATUS

DON -0^^1
\ NEin

BE0-BE3 /M ITALID

X
NEXT

RDY A^^^^''mw 1m.m,I
TL/EE/5491-2B

FIGURE 3-16. Write Cycle with Address Translation (CPU Action)
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3.0 Functional Description (continued)
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FIGURE 3-17. Memory-Managed Read Cycle
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3.0 Functional Description (continued)

T40HTi T1

i^_n
VIRTUAL PHYSICAL

-^r^

BE0.BE3 //'

I ADDRESSY ADDRESSV
VALID

,
A VALID

\J

\J
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\
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T3 T4 TlOHTi
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X

NS32201TCU BUS SIGNALS

V

V

NEXT STATUS

X

^

f

J

TL/EE/5491-30

FIGURE 3-18. Memory-Managed Write Cycle
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3.0 Functional Description (continued)

3.5.3 The FLT (Roat) Pin

The FLT pin is used by the CPU for address transiation

support Activating FLT during Tmmu causes the CPU to

wart longer than Tmmu for address translation and valida-

tion. This feature is used occasbnally by the NS32082 MMU
in order to update its translation look-aside buffer (TLB)

from page tables in memory, or to update certain status bits

within them.

Figure 3-19 shows the effect of FLT. Upon sampling FLT
low, late in Tmmu, the CPU enters idle T-States (Tf) during

which it:

1) Sets AD0-AD23, D24-D31 and ODIN to the TRI-STATE
condition ("floating").

2) Suspends further internal processing of the current in-

struction. This ensures that the current instruction re-

mains abortable with retry. (See RST/ABT description,

Sec. 3.5.4.)

Note that the AD0-AD23 pins may be briefly asserted dur-

ing the first idle T-State. The above conditions remain in

effect until FLT again goes high. See the Timing Specifica-

tions, Sec. 4.
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3.0 Functional Description (continued)

3.5.4 Aborting Bus Cycles

The RST/ABT pin, apart from its Reset function (Sec. 3.3),

also serves as the means to "atwrt", or cancel, a bus cycle

and the instruction, if any, which initiated it. An Abort re-

quest is distinguished from a Reset in that the RST/ABT pin

is held active for only one clock cycle.

If RST/ABT is pulled low during Tmmu or Tf, this signals

that the cycle must be aborted. The CPU itself will enter T2

and then Ti, thereby terminating the cycle. Since it is the

MMU PAV signal which triggers a physical cycle, the rest of

the system remains unaware that a cycle was started.

The NS32082 MMU will abort a bus cycle for either of two

reasons;

1) The CPU is attempting to access a virtual address which

is not currently resident in physical memory. The refer-

enced page must be brought into physical memory from

mass storage to make it accessible to tfie CPU.

2) The CPU is attempting to perform an access which is not

allowed by the protection level assigned to that page.

When a bus cycle is aborted by the MMU, the instruction

that caused it to occur is also aborted in such a manner that

it is guaranteed re-executable later. The information that is

changed irrecoverably by such a partly-executed instruction

does not affect its re-executlon.

3.5.4.1 The Abort Interrupt

Upon aborting an instruction, the CPU immediately perfonns

an intenupt through the ABT vector in the Inten^pt Table

(see Sec. 3.8). The Return Address pushed on the Intemjpt

Stack Is the address of the aborted instruction, so that a

Return from Trap (RETT) instruction will automatically retry

it.

The one exception to this sequence occurs if the aborted

bus cyde was an instruction prefetch. If so, it is not yet

certain that the aborted prefetched code is to be executed.

Instead of causing an interrupt, the GPU only aborts the bus

cycle, and stops prefetching. If the infomiation in the In-

struction Queue mns out, meaning that the instnjction will

actually be executed, the ABT inten-upt will occur, in effect

aborting the instruction that was being fetched.

3.5.4.2 Hardware Considerations

In order to guarantee instruction retry, certain rules must be

followed in applying an Abort to the CPU. These rules are

followed by the NS32082 Memory Management Unit.

1) If FLT has not been applied to the CPU, the Abort pulse

must occur during or before Tmmu. See the Timing Spec-

ifications, Figure 4-22.

2) If FLT has been applied to the CPU, the Abort pulse must

tie applied before the T-State in which FLT goes inactive.

The CPU will not actually respond to the Abort command
until FLT is removed. See Figure 4-23.

3) The Write half of a Read-Modify-Write operand access

may not be aborted. The CPU guarantees that this will

never be necessary for Memory Management functions

by applying a special RMW status (Status Code 1011)

during the Read half of the access. When the CPU pres-

ents RMW status, that cycle must be aborted if it would

be illegal to write to any of the accessed addresses.

If RST/ABT is pulsed at any time other than as indicated

above. It will abort either the instruction cunrently under exe-

cution or the next instruction and will act as a very high-pri-

ority intemjpt. However, the program that was mnning at the

time is not guaranteed recoverable.

3.6 BUS ACCESS CONTROL
The NS32032 CPU has the capability of relinquishing its

access to the bus upon request from a DMA device or an-

other CPU. This capability is implemented on the HOLD
(Hold Request) and HLDA (Hold Acknowledge) pins. By as-

serting HOLD low, an external device requests access to

the bus. On receipt of HLDA from the CPU, the devfce may
pertomn bus cycles, as the CPU at this point has set the

AD0-AD23, D24-D31, ADS, DDIN and BE0-BE3 pins to

the TRI-STATE condition. To return control of the bus to the

CPU, the device sets HOLD inactive, and the CPU acknowl-

edges return of the bus by setting HLDA inactive.

How quickly the CPU releases the bus depends on whether

it is idle on the bus at the time the HOLD request is made,

as the CPU must always complete the current bus cycle.

Figure 3-20 shows the timing sequence when the CPU is

idle. In this case, the CPU grants the bus during the immedi-

ately following clock cycle. Figure 3-21 shovirs the sequence

if the CPU is using the bus at the time that the HOLD re-

quest is made. If the request is made during or before the

clock cycle shown (two clock cycles before T4), the CPU
will release the bus during the clock cycle following T4. If

the request occurs closer to T4, the CPU may already have

decided to initiate another bus cycle. In that case it will not

grant the bus until after the next T4 state. Note that this

situation will also occur if the CPU is idle on the bus but has

initiated a bus cycle internally.

In a Memory-Managed system, the HLDA signal is connect-

ed in a daisy-chain through the NS32082, so that the MMU
can release the bus if it is using it
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3.0 Functional Description (continued)
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3.0 Functional Description (continued)

T2 0RT3

PHI 2
I

HOLD
I

HLM

ADS

\

DOIN

>-BE3

[:

c:

j;^

Ti Ti Ti

L^^^J

\

IT^U
n^_n^_n.
/

V.

AFFECTED SIGNALS

-ih

/

nc>-

V_...4H-

>--»

—

-5i—

•

J

/

<

FIGURE 3-21. HOLD Timing, Bus Initially Not Idle

\J

J

--i

\

-(

NEXT STATUS

TUEE/5491-33

2-1 BO



3.0 Functional Description (continued)

3.7 INSTRUCTION STATUS

In addition to the four bits of Bus Cycle status (ST0-ST3),
the NS32032 CPU also presents Instruction Status informa-

tion on three separate pins. These pins differ from STO-
ST3 in that they are synchronous to the CPU's internal in-

struction execution section rather than to its bus interface

section.

PFS (Program Flow Status) is pulsed low as each instruction

begins execution. It is intended for debugging purposes, and
is used that way by the NS32082 Memory IVIanagement

Unit

U/S originates from the U bit of the Processor Status Regis-

ter, and indicates whether the CPU is currently running in

User or Supervisor mode. It is sampled by the IVIMU for

mapping, protection, and debugging purposes. Although it is

not synchronous to bus cycles, there are guarantees on its

validity during any given bus cycle. See the Timing Specifi-

cations, Figure 4-21.

Tl5 (Interlocked Operation) is activated during an SBITI (Set

.^.k, >i ikvii^t^i^v^w/ w, ^^L^l I I ^,_rioA LJIl, II lid i^^lX^U/ IIIOllUUUOll.

It is made available to external bus arbitration circuitry in

order to allow these instructions to implement the sema-
phore primitive operations for multi-processor communica-
tion and resource sharing. As with the U/S pin, there are

guarantees on its validity during the operand accesses per-

formed by the instructions. See the Timing Specification

Section, Figure 4-19.

3.8 NS32032 INTERRUPT STRUCTURE
INT, on which maskable interrupts may be requested,

NMI, on which non-maskable interrupts may be request-

ed, and

RST/ABT, which may be used to abort a bus cycle and
any associated instruction. See Sec. 3.5.4.

CASCADE TABLE

INTERRUPT BASE

REGISTER

CASCADE ADCRO

CASCADE ADDR 14

CASCADE ADDR IS

FIXED INTERRUPTS J
AND TRAPS T"
VECTORED

INTERRUPTS

In addition there is a set of internally-generated "traps"
which cause interrupt service to be performed as a result

either of exceptional conditions (e.g., attempted division by
zero) or of specific instructions whose purpose is to cause a
trap to occur (e.g., the Supervisor Call instruction).

3.8.1 General Interrupt/Trap Sequence

Upon receipt of an intenupt or trap request, the CPU goes
through four major steps:

1) Adjustment of Registers.

Depending on the source of the intenrupt or trap, the CPU
may restore and/or adjust the contents of the Program
Counter (PC), the Processor Status Register (PSR) and
the currently-selected Stack Pointer (SP). A copy of the
PSR is made, and the PSR is then set to reflect Supervi-
sor Mode and selection of the Intenupt Stack.

2) Saving Processor Status.

The PSR copy is pushed onto the Interrupt Stack as a 1 6-

bit quantity.

3) Vector Acf^uisltion.

A Vector is either obtained from the Data Bus or is sup-
plied by default.

4) Service Call.

The Vector is used as an index into the Intemipt Dispatch
Table, whose base address is taken from the CPU Inter-

rupt Base (INTBASE) Register. See Figure 3-22. A 32-bit

External Procedure Descriptor is read from the table en-

try, and an External Procedure Call is performed using it.

The MOD Register (16 bits) and Program Counter (32
bits) are pushed on the Inten-upt Stack.

DISPATCH TABLE

5

6

7

e

9

10

11-15;

16 VECTORED

INTERRUPTS

FIGURE 3-22. Interrupt Dispatch and Cascade Tables
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3.0 Functional Description (continued)

This process is illustrated in Figure 3-23, from the viewpoint

of the programmer.

Full sequences of events in processing Intemjpts and traps

may be found as follows:

Interrupt on iNT or NMl pin:

Abort Intenupt:

Traps (except Trace):

Trace Trap:

RETURN ADORESS
(PUSH)

STATUS MODULE
(PUSH)

PSR MOD INTERRUPT

STACK

' 32 BITS

32 BITS

Sec. 3.8.7.1.

Sec. 3.8.7.4.

Sec. 3.8.7.2.

Sec. 3.8.7.3.

TUEE/5481-35

INTBASE REGISTER

INTERRUPT BASE

CASCADE TABLE

-(3>—-<§_

DISPATCH

TABLE

DESCRIPTOR (32 BITS)

1

(Sk-

p 16 «

OFFSET MODULE

~x:
MOO REGISTER

MODULE TABLE ENTRY
32

STATIC BASE POINTER

UNK BASE POINTER

PROGRAM BASE POINTER

(RESERVED)

PROGRAM COUNTER

ENTRY POINT ADDRESS

MODULE TABLE

MODULE TABU ENTRY

SB REGISTER

_^ NEW STATIC BASE

TUEE/5491-36

FIGURE 3-23. Interrupt/Trap Service Routine Calling Sequence
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3.0 Functional Description (Continued)

3.8.2 Interrupt/Trap Return

To return control to an intermpted program, one of two in-

structions is used. The RETT (Return from Trap) instnjction

(Figure 3-24) restores the PSR, MOD, PC and SB registers

to their previous contents and, since traps are often used
deliberately as a call mechanism for Supervisor Mode pro-

cedures, it also discards a specified numtier of bytes from
the original stack as surplus parameter space. RETT is used
to return from any trap or interrupt except the Maskable
Interrupt. For this, the RETI (Return from Intemjpt) instnjc-

tion is used, which also Infomis any external Interrupt Con-
trol Units that interrupt service has completed. Since inter-

rupts are generally asynchronous external events, RETI
does not pop parameters. See Figure 3-25.

3.8.3 Maskable Interrupts (The INT Pin)

The iNT pin is a teyel-sensitive input. A continuous low level

is allowed for generating multiple interrupt requests.

The input is maskable, and is therefore enabled to generate
intenupt requests only while the Processor Status Register I

bit is set. The I bit is automatically cleared during service of
an INT, NMI or Abort request, and is restored to its original

setting upon return from the interrupt sen/ice routine via the
RETT or RETI instruction.

The INT pin may be configured via the SETCFG instruction

as either Non-Vectored (CFG Register bit I
= C) or Vec-

tored (bit I = 1).

3.8.3.1 Non-Vectored Mode
In the Non-Vectored mode, an interrupt request on the INT
pin will cause an Interrupt Acknowledge bus cycle, but the
CPU will ignore any value read from the bus and use instead

a default vector of zero. This mode is useful for small sys-

tems in which hardware inten-upt prioritization is unneces-
sary.

COw
oM
to

z
CO

o
o>
ro

V)w
O

PROGRAM COUNTER

RETURN ADDRESS
(POP)

STATUS MODULE -•
(POP)

INTERRUPT

STACK

MODULE TABLE ENTRY

STATIC BASE POINTER

UNK BASE POINTER

PROGRAM BASE POINTER

(RESERVED)

MODULE
TABLE

MODULE TABLE ENTRY

SB REGISTER

STATIC BASE

PARAMETERS

STACK SELECTED

IN NEWLY-

POPPED PSR.

POPANO
DISCARD

FIGURE 3-24. Return from Trap (RETT n) Instruction Flow
TL/EE/5491-37
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3.0 Functional Description (continued)

•END OF INTERRUPT'

INTERRUPT
CONTROL

UNCT

PROGRAM COUNTER

RETURN ADDRESS

(POP)

STATUS
(POP)

MODULE TABLE ENTRY

STATIC BASE POINTER

LINK BASE POINTER

PROGRAM BASE PaNTER

(RESERVED)

STATIC BASE

INTERRUPT
STACK

MODUU
TABLE

MODULE TABLE ENTRY

SB REGISTER

FIGURE 3-25. Return from Interrupt (RETI) Instruction Flow

TL/EE/5491-39
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3.0 Functional Description (continued)

3.8.3.2 Vectored Mode: Non-Cascaded Case

In the Vectored mode, the CPU uses an Interrupt Control

Unit (IGU) to prioritize up to 16 interrupt requests. Upon re-

ceipt of an intermpt request on the INT pin, the CPU per-

forms an "Inten-upt Acknowledge, Master" bus cycle (Sec.

3.4.2) reading a vector value from the low-order byte of the

Data Bus. This vector is then used as an Index into the

Dispatch Table in order to find the External Procedure De-

scriptor for the proper interrupt service procedure. The sen/-

ice procedure eventually returns via the Return from Inter-

rupt (RETI) instnjction, which performs an End of Interrupt

bus cycle, informing the ICU that it may re-prioritize any in-

ten\ipt requests still pending. The ICU provides the vector

number again, which the CPU uses to determine whether it

needs also to inform a Cascaded ICU (see below).

In a system with only one ICU (16 levels of inten-upt), the

vectors provided must be in the range of through 127; that

is, they must be positive numbers in eight bits. By providing

a negative vector number, an ICU flags the intermpt source

as being a Cascaded ICU (see below).

3.8.3.3 Vectored Mode: Cascaded Case

In order to allow up to 256 levels of interrupt, provision is

made both in the CPU and in the NS32202 Intemipt Control

Unit (ICU) to transparently support cascading. Figure 3-27,

shows a typical cascaded configuration. Note that the Inter-

mpt output from a Cascaded ICU goes to an Inten-upt Re-

quest input of the Master ICU, which is the only ICU which

drives the CPU iNT pin.

In a system which uses cascading, two tasks must be per-

formed upon initialization:

1) For each Cascaded ICU in the system, the Master ICU

must be Informed of the line numtier (0 to 15) on which It

receives the cascaded requests.

2) A Cascade Table must be established in memory. The

Cascade Table is located in a NEGATIVE direction from

the location Indicated by the CPU Interrupt Base (INT-

BASE) Register. Its entries are 32-bit addresses, pointing

to the Vector Registers of each of up to 16 Cascaded

ICUs.

^^^
CONTROL

NS32032
CPU

GROUP

ADDRSBfTS

STATUS 1

NS32202

iNT iNT

F

I

ROM
OGRESS '-

>EcnnFR
cs

Figure 3-22 illustrates the position of the Cascade Table. To
find the Cascade Table entry for a Cascaded ICU, take its

Master ICU line number (0 to 15) and subtract 16 from It,

giving an Index in the range —16 to -1. Multiply this value

by 4, and add the resulting negative number to the contents

of the INTBASE Register. The 32-bit entry at this address

must be set to the address of the Hardware Vector Register

of the Cascaded ICU. This Is referred to as the "Cascade
Address."

Upon receipt of an interrupt request from a Cascaded ICU,

the Master ICU Inten-upts the CPU and provides the nega-

tive Cascade Table index instead of a (positive) vector num-

ber. The CPU, seeing the negative value, uses It as an index

into the Cascade Table and reads the Cascade Address

from the referenced entry. Applying this address, the CPU
performs an "Intemipt Acknowledge, Cascaded" bus cycle

(Sec. 3.4.2), reading the final vector value. This vector is

interpreted by the CPU as an unsigned byte, and can there-

fore be in the range of through 255.

In returning from a Cascaded intermpt, the sen/Ice proce-

dure executes the Return from Intermpt (RETI) instruction,

as it would for any Maskable Intermpt. The CPU performs

an "End of Intermpt, Master" bus cycle (Sec. 3.4.2), where-

upon the Master ICU again provides the negative Cascade

Table index. The CPU, seeing a negative value, uses it to

find the corresponding Cascade Address from the Cascade

Table. Applying this address, it performs an "End of Inter-

rupt, Cascaded" bus cycle (Sec. 3.4.2), Informing the Cas-

caded ICU of the completion of the service routine. The byte

read from the Cascaded ICU is discarded.

Note: If an interrupt must tie masked off, the CPU can do so by setting the

con'esponding bit in the Interrupt Masl< Register of the interrupt Con-

troller.

However, if an interrupt is set pending during the CPU instruction that

rnasi<s off that interrupt, the CPU may sii!! perform an interrupt ac-

l<nowledge cycle foilowing that instruction since it might have sampled

the InT line before the ICU deasserted it. This could cause the ICU to

provide an invalid vector. To avoid this problem the above operation

should be performed with the CPU Interrupt disabled.

-IR1

-IRS

-IRS

-IR7

-IR9

-IR11

-iR13

HARDWARE
INTERRUPTS

OR
CASCADED

CONTROLLERS

-IR15 J

-QO/IRO^

-GinR2

- 02flR4

-Q3(IR6

-a4flR8

-Q5/IR10

- Q6riR12

- QTflRH

FIGURE 3-26. Interrupt Control Unit Connections (16 Levels)
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3.0 Functional Description (continued)

HARDWARE
f INTERRUPTS

TL/EE/5491-41

FIGURE 3-27. Cascaded interrupt Control Unit Connections

3.8.4 Non-Maskable Interrupt (The NMI Pin)

Ttie Non-Maskable Intemjpt is triggered wlienever a falling

edge is detected on the NMl pin. The CPU performs an

"Intermpt Acknowledge, Master" bus cycle (Sec. 3.4.2)

when processing of this interrupt actually begins. The Inter-

rupt Acknowledge cycle differs from that provided for Mask-

able Interrupts in that the address presented is FFFFOOie.
The vector value used for the Non-Maskable Interrupt is

taken as 1, regardless of the value.read from the bus.

The service procedure returns from the Non-Maskable In-

tenupt using the Return from Trap (RETT) instnjction. No
special bus cycles occur on return.

For the full sequence of events in processing the Non-

Maskable Interrupt, see Sec. 3.8,7.1.

3.8.5 Traps

A trap is an internally-generated interrupt request caused as

a direct and immediate result of the execution of an instruc-

tion. The Return Address pushed by any trap except Trap

(TRC) is the address of the first byte of the instmction during

which the trap occun-ed. Traps do not disable interrupts, as

they are not associated with external events. Traps recog-

nized by the NS32032 CPU are:

Trap (SLAVE): An exceptional condition was detected by

the Floating Point Unit or another Slave Processor during

the execution of a Slave Instruction. This trap is requested

via the Status Word returned as part of the Slave Processor

Protocol (Sec. 3.9.1).
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3.0 Functional Description (continued)

Trap (ILL): Illegal operation. A privileged operation was at-

tempted while the CPU was in User Mode (PSR bit U = 1).

Trap (SVC): The Supervisor Call (SVC) instruction was exe-

cuted.

Trap (DVZ): An attempt was made to divide an integer by

zero. (The FPU trap is used for Floating Point division by

zero.)

Trap (FLG): The FLAG instmction detected a "1" in the

CPU PSR F bit.

Trap (BPT): The Breakpoint (BPT) instruction was execut-

ed.

Trap (TRC): The instnjction just completed is being traced.

See below.

Trap (UND): An undefined opcode was encountered by the

CPU.

A special case is the Trace Trap (TRC), which is enabled by

setting the T bit in the Processor Status Register (PSR). At

the beginning of each instruction, the T bit is copied into the

PSR P (Trace "Pending") bit. If the P bit is set at the end of

an instruction, then the Trace Trap is activated. If any other

trap or interrupt request is made during a traced instmction,

its entire service procedure Is allowed to complete before

the Trace Trap occurs. Each interrupt and trap sequence

handles the P bit for proper tracing, guaranteeing one and

only one Trace Trap per instruction, and guaranteeing that

the Return Address pushed during a Trace Trap is always

the address of the next instruction to be traced.

3.8.6 Prioritization

The NS32016 CPU internally prioritizes simultaneous inter-

rupt and trap requests as follows:

1

)

Traps other than Trace (Highest priority)

2) Abort

3) Non-Masl(able Interoipt

4) Maskable Inten-upts

5) Trace Trap (Lowest priority)

3.8.7 Interrupt/Trap Sequences: Detailed Flow

For purposes of the following detailed discussion of inter-

rupt and trap service sequences, a single sequence called

"Service" is defined in Figure 3-28. Upon detecting any in-

ten-upt request or trap condition, the CPU first performs a

sequence dependent upon the type of inten'upt or trap. This

sequence will include pushing the Processor Status Regis-

ter and establishing a Vector and a Return Address. The

CPU then performs the Service sequence.

For the sequence followed in processing either Maskable or

Non-Maskable interrupts (on the TNT or NMI pins, respec-

tively), see Sec. 3.8.7.1 For Abort Interrupts, see Sec.

3.8.7.4. For the Trace Trap, see Sec. 3.8.7.3, and for all

other traps see Sec. 3.8.7.2.

3.8.7.1 Maskable/Non-Maskabie interrupt Sequence

This sequence is performed by the CPU when the NMl pin

receives a falling edge, or the INT pin becomes active with

the PSR I bit set. The intemjpt sequence begins either at

the next instmction boundary or, in the case of the String

instructions, at the next Interruptible point during Its execu-

tion.

i . If a String instruction was interrupted and not yet com-

pleted:

a. Clear the Processor Status Register P bit.

b. Set "Return Address" to the address of the first byte of

the internjpted instruction.

Othenwise, set "Return Address" to the address of the

next instruction.

2. Copy the Processor Status Register (PSR) into a tempo-

rary register, then clear PSR bits S, U, T, P and I.

3. If the interrupt is Non-Maskable:

a. Read a byte from address FFFFOO-ie, applying Status

Code 0100 (Interrupt Acknowledge, Master, Sec.

3.4.2). Discard the byte read.

b. Set "Vector" to 1.

c. Go to Step 8.

4. If the interrupt is Non-Vectored:

a. Read a byte from address FFFFOOis, applying Status

Code 0100 (Interrupt Acknowledge, Master: Sec.

o.'*.^). L/iauoiu inc uyva loau.

b. Set "Vector" to 0.

0. Go to Step 8.

5. Here the interrupt is Vectored. Read "Byte" from address

FFFEOO16, applying Status Code 0100 (Inteniipt Ac-

knowledge, Master: Sec. 3.4.2).

6. If "Byte" s 0, then set "Vector" to "Byte" and go to Step

8.

7. If "Byte" is in the range -16 through -1, then the inter-

rupt source is Cascaded. (More negative values are re-

served for future use.) Perform the following:

a. Read the 32-bit Cascade Address from memory. The

address is calculated as INTBASE -1-4* Byte.

b. Read "Vector," applying the Cascade Address just

read and Status Code 0101 (Interrupt Acknowledge,

Cascaded: Sec. 3.4.2).

8. Push the PSR copy (from Step 2) onto the Inten-upt Stack

as a 16-bit value.

9. Perform Service (Vector, Return Address), Figure 3-28.

Service (Vector, Return Address):

1) Read the 32-blt External Procedure Descriptor trom the Interrupt

Dispatch TatHe: address Is Vector' 4 + INTBASE Register contents.

2) Move the Module lleld of the Descriptor Into the MOD Register.

3) Read the new Static Base pointer from the memory address con-

tained In MOD, placing It Into the SB Register.

4) Read the Program Base pointer from memory address MOD + 8,

and add to It the Offset field trom the Descriptor, placing the result

In the Program Counter.

5) Flush queue: Non-sequentlally fetch first Instruction of Interrupt

routine.

6) Push MOD Register Into the Interrupt Stack as a 16-blt value. (The

PSR has already been pushed as a 1S-blt value.)

7) Push the Return Address onto the Interrupt Stack as a 32-blt quanti-

ty-

FiGURE 3-28. Service Sequence

Invoked during all interrupt/trap sequences.

COw
10

CO
ro

COw
10ow
10

COwMow

2-187



CM
COo
CM
CO

CM
COo
CM
CO
(O

CM
eoo
CM
CO
(OZ

3.0 Functional Description (continued)

3.8.7.2 Trap Sequence: Traps Other Than Trace

1) Restore the cun'ently selected Stack Pointer and the

Processor Status Register to their original values at the

start of the trapped instruction.

2) Set "Vector" to the value corresponding to the trap type.

SLAVE: Vector = 3.

ILL: Vector = 4.

SVC: Vector = 5.

DVZ: Vector = 6.

FLG: Vector = 7.

BPT: Vector = 8.

UND: Vector = 10.

3) Copy the Processor Status Register (PSR) into a tempo-

rary register, then clear PSR bits S, U, P and T.

4) Push the PSR copy onto the Intenupt Stack as a 16-bit

value.

5) Set "Return Address" to the address of the first byte of

the trapped instruction.

6) Perform Service (Vector, Return Address), Figure 3-28.

3.8.7.3 Trace Trap Sequence

1) In the Processor Status Register (PSR), clear the P bit.

2) Copy the PSR into a temporary register, then clear PSR
bits S, U and T.

3) Push the PSR copy onto the Interupt Stack as a 16-bit

value.

4) Set "Vector" to 9.

5) Set "Return Address" to the address of the next instruc-

tion.

6) Perform Service (Vector, Return Address), Figure 3-28.

3.8.7.4 Abort Sequence

1) Restore the cun'ently selected Stack Pointer to its original

contents at the beginning of the aborted instruction.

2) Clear the PSR P bit.

3) Copy the PSR into a temporary register, then clear PSR
bits S, U, T and I.

4) Push the PSR copy onto the Internjpt Stack as a 16-bit

value.

5) Set "Vector" to 2.

6) Set "Return Address" to the address of the first byte of

the aborted instruction.

7) Perform Service (Vector, Return Address), Figure 3-28.

3.9 SLAVE PROCESSOR INSTRUCTIONS

The NS32032 CPU recognizes three groups of instructions

being executable by external Slave Processor

Floating Point Instruction Set

Memory Management Instruction Set

Custom Instruction Set

Each Slave Instruction Set is validated by a bit in the Config-

uration Register (Sec. 2.1.3). Any Slave Instruction which

does not have its conresponding Configuration Register bit

set will trap as undefined, without any Slave Processor com-
munication attempted by the CPU. This allows software sim-

ulation of a non-existent Slave Processor.

3.9.1 Slave Processor Protocol

Slave Processor instructions have a three-byte Basic In-

struction field, consisting of an ID Byte followed by an Oper-

ation Word. The ID Byte has three functions:

1

)

It identifies the instruction as being a Slave Proc-

essor instruction.

2) It specifies which Slave Processor will execute it.

3) It determines the format of the following Opera-

tion Word of the instruction.

Upon receiving a Slave Processor instruction, the CPU initi-

ates the sequence outlined in Figure 3-29. While applying

Status Code 1111 (Broadcast ID, Sec. 3.4.2), the CPU
transfers the ID Byte on the least-significant byte of the

Data Bus (AD0-AD7). All Slave Processors input this byte

and decode it. The Slave Processor selected by the ID Byte

is activated, and from this point the CPU is communicating

only with it. If any other slave protocol was In progress (e.g.,

an aborted Slave instruction), this transfer cancels it.

The CPU next sends the Operation Word while applying

Status Code 1101 (Transfer Slave Operand, Sec. 3.4.2).

Upon receiving it, the Slave Processor decodes It, and at

this point both the CPU and the Slave Processor are aware

of the number of operands to be transferred and their sizes.

The operation Word Is swapped on the Data Bus, that is,

bits 0-7 appear on pins AD8-AD15 and bits 8-15 appear

on pins AD0-AD7.

Using the Address Mode fields within the Operation Word,

the CPU starte fetching operand and issuing them to the

Slave Processor. To do so, it references any Addressing

Mode extensions which may be appended to the Slave

Processor instruction. Since the CPU is solely responsible

status Combinations:

Send ID (ID): Code 1111

Xfer Operand (OP): Code 1101

Read Status (ST): Code 111C

Step Status Action

CPU Send ID Byte.

CPU Sends Operaton Word.

CPY Sends Required Operands

Slave Starts Execution. CPU Pre-fetches,

Slave Pulses SPC Low.

CPU Reads Status Word. (Trap? Alter Flags?)

CPU Reads Results (H Any).

FIGURE 3-29. Slave Processor Protocol

1 ID

2 OP

3 OP

4 -

5 -

6 ST

7 OP
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3.0 Functional Description (continued)

for memory accesses, these extensions are not sent to the

Slave processor. The Status Code applied is 1 101 (Transfer

Slave Processor Operand, Sec. 3.4.2).

After the CPU has issued the last operand, the Slave Proc-

essor starts the actual execution of the instruction. Upon

completion, it will signal the CPU by pulsing SPC low. To

allow for this, and for the Address Translation strap func-

tion, AT/SPC is normally held high only by an internal pull-

up device of approximately 5 kft.

While the Slave Processor is executing the instruction, the

CPU Is free to prefetch instructions into its queue. If it fills

the queue before the Slave Processor finishes, the CPU will

wait, applying Status Code 001 1 (Waiting for Slave, Sec.

3.4.2).

Upon receiving the pulse on SPC, the CPU uses SPC to

read a Status Word from the Slave Processor, applying

Status Code 1110 (Read Slave Status, Sec. 3.4.2). This

won) has the format shown in Figure 3-30. If the Q bit

("Quit", Bit 0) is set, this indicates that an error was detect-

ed by the Slave Processor. The CPU will not continue the

protocol, but will immediately trap through the Slave vector

in the Inten^jpt Table. Certain Slave Processor instructions

cause CPU PSR bits to be loaded from the Status Word.

The last step in the protocol is for the CPU to read a result,

if any, and transfer it to the destination. The Read cycles

from the Slave Processor are performed by the CPU while

applying Status Code 1101 (Transfer Slave Operand, Sec.

3.4.2).

An exception to the protocol above is the LMR (Load Mem-
ory Management Register) instruction, and a corresponding

Custom Slave instruction (LCR: Load Custom Register). In

executing these instructions, the protocol ends after the

CPU has issued the last operand. The CPU does not wait for

an acl<nowledgement from the Slave Processor, and it does
not read status.

3.9.2 Floating Point instructions

Table 3-4 gives the protocols followed for each Floating

Point instruction. The instructions are referenced by their

mnemonics. For the bit encodings of each instruction, see

Appendix A.

The Operand class columns give the Access Class for each

general operand, defining how the addressing modes are

interpreted (see Instoiction Set Reference Manual).

The Operand Issued columns show the sizes of the oper-

ands issued to the Floating Point Unit by the CPU. "D" indi-

cates a 32-bit Double Word, "i" indicates that the instruction

specifies an integer size for the operand (B = Byte, W =

Word, D = Double Word), "f" indicates that the instruction

specifies a Floating Point size for the operand (F = 32-bit

Standard Floating, L = 64-bit Long Floating).

The Returned Value Type and Destination column gives the

size of any returned value and where the CPU places it. The

PSR Bits Affected column indicates which PSR bits, if any,

are updated from the Slave Processor Status Word (Figure

3-30).
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TABLE 3-4

Floating Point Instruction Protocols.

Mnemonic
Operand 1 Operand 2 Operand 1 Operand 2 Returned Value PSR Bits

Class Class Issued Issued Type and Dest. Affected

ADDf read.f rmw.f f f to Op. 2 none

SUBf read.f rmw.f f f to Op. 2 none

MULf read.f rmw.f f f to Op. 2 none

DIVf read.f rmw.f f f to Op. 2 none

MOVf read.f write.f N/A f to Op. 2 none

ABSf read.f write.f N/A f to Op. 2 none

NEGf read.f write.f N/A f to Op. 2 none

CMR read.f read.f f N/A N,Z,L

FLOORfi read.f write.i N/A i to Op. 2 none

TRUNCfi read.f write.i N/A i to Op. 2 none

ROUNDfl read.f write.i N/A i to Op. 2 none

MOVFL read.F write.L N/A L to Op. 2 none

MOVLF read.L write.F N/A F to Op. 2 none

MOVif read.i write.f N/A f to Op. 2 none

LFSR read.D N/A D N/A N/A none

SFSR N/A write.D N/A N/A D to Op. 2 none

Note:

D = Double Word

i
= Integer size (B,W,D) specified in mnemonic

f - Floating Point type (F.L) specified in mnemonic.

N/A = Not Applicable to this instmcUon.
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3.0 Functional Description (continued)

oooooooo NZFOOLOQ

J)./

New PSR Bit Valuers) £

"Quit": Terminate Protocol, Trap<FPU).

TL/EE/6491-42

FIGURE 3-30. Slave Processor Status Word Format

Any operand indicated as being of type "f" will not cause a

transfer if the Register addressing mode is specified. This is

because the Floating Point Registers are physically on the

Floating Point Unit and are therefore available without CPU
assistance.

3.9.3 Memory Management Instructions

Table 3-5 gives the protocols for Memory Management In-

structions. Encodings for these instructions may be found in

Appendix A.

In executing the RDVAL and WRVAL instructions, the CPU
calculates and issues the 32-bit Effective Address of the

single operand. The CPU then performs a single-byte Read

cycle from that address, allowing the MMU to safely abort

the instruction If the necessary information is not cun'ently In

physical memory. Upon seeing the memory cycle complete,

the MMU continues the protocol, and returns the validation

result In the F bit of the Slave Status Word.

The size of a Memory Management operand is always a 32-

bit Double Word. For further details of the Memory Manage-

ment Instruction set, see the Instruction Set Reference

Manual and the NS32082 MMU Data Sheet.

TABLE 3-5

Memory Management Instruction Protocols.

Operand 1 Operand 2 Operand 1 Operand 2 Returned Value PSR Bits

Mnemonic Class Class Issued issued Type and Dest. Aflected

RDVAL* addr N/A D N/A N/A F

WRVAL* addr N/A D N/A N/A F

LMR* read.D N/A D N/A N/A none

SMR* write.D N/A N/A N/A DtoOp. 1 none

Note:

In the RDVAL and WRVAL instnjotions, the CPU issues the address as a Double Word, and performs a single-byte Read cycle from that memory address. For

details, see the Instmotion Set Reference Manual and the NS32082 Memory Management Unit Data Sheet.

D = Double Word

• = Privileged Instruction: will trap if CPU is in User Mode.

N/A = Not Applicable to tNs instruction.
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3.0 Functional Description (continued)

3.9.4 Custom Slave Instructions

Provided in the NS32032 is the capability of communicating

with a user-defined, "Custom" Slave Processor. The in-

struction set provided for a Custom Slave Processor defines

the instruction formats, the operand classes and the com-

munication protocol. Left to the user are the interpretations

of the Op Code fields, the programming model of the Cus-

tom Slave and the actual types of data transferred. The pro-

tocol specifies only the size of an operand, not its data type.

Table 3-6 lists the relevant information for the Custom Slave

instruction set. The designation "c" Is used to represent an

operand which can be a 32-bit ("D") or 64-bit ("Q") quantity

In any format; the size is determined by the suffix on the

mnemonic. Similarly, an "i" indicates an integer size (Byte,

Word, Double Word) selected by the corresponding mne-

monic suffix.

Any operand indicated as being of type "c" will not cause a
transfer if the register addressing mode is specified. It is

assumed in this case that the slave processor is already

holding the operand internally.

For the instruction encodings, see Appendix A.

Operand 1 Operand

Mnemonic Class Class

CCALOc read.c rmw.c

CCALIc read.c rmw.c

CCAL2C read.c rmw.c

CCAL3C read.c rmw.c

CMOVOC read.c write.c

CIl^OVIc read.c write.c

CM0V2C read.c write.c

CMOV3C read.c write.c

CCMPOc read.c read.c

CCMPIc read.c read.c

CCVOci read.c write.i

CCVIci read.c write.i

CCV2ci read.c write.i

CCV3ic read.i write.c

CCV4DQ read.D write.Q

CCV5QD read.Q write.D

LCSR read.D N/A

SCSR N/A write.D

CATSTO* addr N/A

CATST1' addr N/A

LCR' read.D N/A

SCR* write.D N/A

TABLE 3-6

Custom Slave Instruction

Operand 1

Issued

c

c

c

c

c

c

c

c

c

c

c

c

c

I

D

Q

D
N/A

D
D

D
N/A

Protocols.

Operand 2

Issued

c

c

c

c

N/A

N/A

N/A

N/A

c

c

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A
N/A

N/A

N/A

Returned Value

Type and Dest.

c to Op. 2

c to Op. 2

c to Op. 2

c to Op. 2

c to Op. 2

c to Op. 2

c to Op. 2

ctoOp.2

N/A

N/A

i to Op. 2

i to Op. 2

I to Op. 2

c to Op. 2

Q to Op. 2

D to Op. 2

N/A

D to OP. 2

N/A

N/A

N/A

D to Op.1

PSR Bits

Affected

none

none

none

none

none

none

none

none

N,Z,L

N,Z,L

none

none

none

none

none

none

none

none

F

F

none

none

COw
ow

to
to
to

u
no

z
COwMow

Note:

D = Double Word

i
- Integer size (B,W,D) specified in mnemonic.

c = Custom size (D:32 liils or Q:64 bits) specified in mnemonic.

* = Privileged instruction: will trap if CPU is in User Mode.

N/A = r^ot Applicable to this instruction.
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4.0 Device Specifications

4.1 NS32032 PIN DESCRIPTIONS

The following is a brief description of all NS32032 pins. The

descriptions reference portions of the Functional Descrip-

tion. Sec. 3.

Unless othenvise indicated (see pin 34) reserved pins

should be left open.

4.1.1 Supplies

Power (Vcc): +5V Positive Supply. Sec. 3.1.

Logic Ground (GNDL): Ground reference for on-chip logic.

Sec. 3.1.

Buffer Grounds #1 (GNDB1, GNDB2, GNDB3): Ground

references for the on-chip output drivers connected to out-

put pins. Sec. 3.1.

Back-Bias Generator (BBG): Output of on-chip substrate

voltage generator. Sec. 3.1

.

4.1.2 Input Signals

Clocks (PHI1, PHI2): Two-phase clocking signals. Sec. 3.2.

Ready (RDY): Active high. While RDY is inactive, the CPU
extends the current bus cycle to provide for a slower memo-
ry or peripheral reference. Upon detecting RDY active, the

CPU terminates the bus cycle. Sec. 3.4.1.

Hold Request (HOLD): Active low. Causes the CPU to re-

lease the bus for DMA or multiprocessing purposes. Sec.

3.6.

Note 1: HOLD must not b« asserted until HLDA from a previous

HOLD/HLDA sequence is (Reasserted.

Note 2: If ttie HOLD signal is generated asynchronously, Ifs set up and hold

times may be violated.

In this case it is recommended to synchronize it with CTTL to mini-

mize ttie possibility of nwtastatile states.

The CPU provides only one synchronization stage to minimize the

HLDA latency. This is to avoid speed degradations in cases of

heavy HOLD activity ((.e., DMA controller cycles interleaved with

CPU cycles.)

Interrupt (iNT): Active low. Maskable Interrupt request.

Sec. 3.8.

Non-Maskable Interrupt (NMI): Active low. Non-Maskable
Inten-upt request, Sec. 3.8.

Reset/Abort (RST/ABT): Active low. If held active for one
clock cycle and released, this pin causes an Abort Com-
mand, Sec. 3.5.4. If held longer, it initiates a Reset. Sec. 3.3.

4.1.3 Output Signals

Address Strobe (ADS): Active low. Controls address latch-

es: indicates start of a bus cycle. Sec. 3.4.

Data Direction in (DOIN): Active low. Status signal indicat-

ing direction of data transfer during a bus cycle. Sec. 3.4.

Byte Enable (BE0-BE3): Active low. Four control signals

enabling data transfers on individual bus bytes. Sec. 3.4.3.

Status (ST0-ST3): Bus cycle status code, STO least signifi-

cant. Sec. 3.4.2. Encodings are:

0000-

0001 -

0010-

0011 -

0100-

0101 -

0110-

0111 -

1000-

1001 -

1010-

1011 -

1100-

1101 -

1110-

1111 -

Idle: CPU Inactive on Bus.

- Idle: WAIT Instruction.

(Reserved).

- Idle: Waiting for Slave.

- Interrupt Acknowledge, Master.

- Interrupt Acknowledge, Cascaded.
- End of Interrupt, Master.

- End of Interrupt, Cascaded.

Sequential Instruction Fetch.

- Non-Sequential Instruction Fetch.

Data Transfer.

Read Read-Modify-Write Operand.

Read for Effective Address.

Transfer Slave Operand.

- Read Slave Status Word.

Broadcast Slave ID.

Hold Acknowledge (HLDA): Active low. Applied by the

CPU in response to HOLD input, indicating that the bus has

been released for DMA or multiprocessing purposes. Sec.

3.6.

User/Supervisor (U/S): User or Supervisor Mode status.

Sec. 3.7. High state indicates User Mode, low indicates Su-

pervisor Mode. Sec. 3.7.

Interlocked Operation (ILO): Active low. Indicates that an

interiocked instnjction is being executed. Sec. 3.7.

Program Flow Status (PFS): Active low. Pulse indicates

beginning of an instruction execution. Sec. 3.7.

4.1.4 Input-Output Signals

Address/Data 0-23 (AD0-AD23): Multiplexed Address/

Data informatton. Bit is the least significant bit of each.

Sec. 3.4.

Data Bits 24-31 (D24-D31): The high order 8 bits of the

data bus.

Address Translation/Slave Processor Control (AT/

SPC): Active low. Used by the CPU as the data strobe out-

put for Slave Processor transfers; used by Slave Proces-

sors to acknowledge completion of a slave instruction.

Sec. 3.4.6; Sec. 3.9. Sampled on the rising edge of Reset

pulse as Address Translation Strap. Sec. 3.5.1.

In non-memory-managed systems, this pin should be
pulled-up to Vcc through a 10 kft resistor.

Data Strobe/Float (DS/FLT): Active low. Data Strobe out-

put. Sec. 3.4, or Float Command input. Sec. 3.5.3. Pin func-

tion is selected on AT/SPC pin. Sec. 3.5.1.
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4.0 Device Specifications (continued)

4.2 ABSOLUTE MAXIMUM RATINGS

Specifications for Military/Aerospace products are not

contained in this datasheet Refer to the associated

reliability electrical test specifications document.

Temperature Under Bias 0°C to + 70°C

Storage Temperature - 65°C to + 1 50°C

All Input or Output Voltages With

Respect to GND - 0.5V to + 7V
Power Dissipation l .5 Watt

Note: Absolute maximum ratings indicate iimits ixyond
wtiich permanent damage may occur. Continuous operation

at tfiese limits is not intended; operation stiouldbe iimited to

tfiose conditions specified under Electrical Characteristics.

4.3 ELECTRICAL CHARACTERISTICS Ta = 0° to +70'C, Vcc = 5V ±5%, GND = OV

Symbol Parameter Conditions Min Typ Max Units

V|H Loglcail Input Voltage 2.0 Vcc +0.5 V

V|L Logical Input Voltage -0.5 0.8 V

VCH Logical 1 Clock Voltage PHI1,PHI2 pins only Vcc - 0.35 Vcc +0.5 V

VCL Logical Clock Voltage PHI1,PHI2 pins only -0.5 0.3 V

Vclt
Logical Clock Voltage.

Transient (ringing tolerance)
PHI1,PHI2 pins only -0.5 0.6 V

VOH Logical 1 Output Voltage !0H= -400 ^lA 2.4 y

Vol Logical Output Voltage lOL = 2 mA 0.45 V

IlLS AT/SPC Input Cun-ent (low) V|N = 0.4V, AT/SPC In input mode 0.05 1.0 mA

ii Input Load Current
s V|N :S Vcc. All inputs except

PHI1,PHI2, AT/SPC
-20 20 M

IO(OFF) Output Leakage Current

(Output pins In TRI-STATE

condition.)

0.4 i VouT ^ Vcc
-20 30 IxA

Ice Active Supply Current lour = 0, Ta = 25-C 180 300 mA

gel|=tzl= C9Q> a a a a o a

RESERVED
^uuuuLJLJLIIJLJIJLILlULIUyL

AD22

sn 3 c AD21

PFS 3 c AD20

OOIN 3 c A019

RESERVED =1 c ADW
RESERVED 3 c A017

PHI1 3 c AD«
PHIZ D NS32032 C AD1S

ADS rm CPU c A014

m ai c A013

RESERVED 3 C A012

RESERVED 3 C AD11

Bisn 3 C A010

SS/FiJ 3 c ADS

RST/AiT 3 C ADt

RESERVED =1 C AD7

RESERVED (CONNECT TD V^ ID BS. ADC

HRouGH*4.7inHEsisTOR)hHnnnnnnnnnnnnnnn0r

iiieigii§§iiiiii§iis
B TL/EE/5491-2

Bottom View

FIGURE 4-1. NS32032 Connection Diagram

Order Number NS32032E-6, NS32032E-8, NS32032E-10,

NS32032V-6, NS32032V-S or NS32032V-10

See NS Package E68B or V68A
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4.0 Device Specifications (continued)

4.4 SWITCHING CHARACTERISTICS

4.4.1 Definitions

All the tinning specifications given in this section refer to

2.0V on the rising or falling edges of the clock phases PHM

and PHI2 and 0.8V or 2.0V on all other signals as illustrated

In Figures 4-2 and 4-3, unless specifically stated othenwise.

ABBREVIATIONS:

LE. — leading edge R.E. — rising edge

I.E. — trailing edge F.E. — falling edge

8102

ISIQ1I
OJV
-0.45V

tSIGSh

0.4SV

TL/EE/6491-43

— 0.45V

TL/EE/5491-44

FIGURE 4-2. Timing Specification Standard

(Signal Valid After Clock Edge)

FIGURE 4-3. Timing Specification Standard

(Signal Valid Before Clocic Edge)

4.4.2 Timing Tables

4.4.2.1 Output Signals: Internal Propagation Delays, NS32032-6, NS32032-8, NS32032-10

Maximum times assume capacitive loading of 100 pF.

Name Figure Description Reference/Conditions
NS32032-6 NS32032-8 NS32032-10

Units

Min Max Min Max Min Max

tALv 4-4 Address bits 0-23 valid after RE., PHI 1T1 65 55 40 ns

Ulh 4-4 Address bits 0-23 hold after R.E., PHM Tmmu or T2 5 5 5 ns

tDv 4-4 Data valid (write cycle) after R.E.,PHI1T2 70 60 50 ns

tDh 4-4 Data hold (write cycle) after R.E.,PHI1 next T1 or n ns

'ALADSs 4-5 Address bits 0-23 setup before ADS I.E. 25 25 25 ns

Uladsh 4-10 Address bits 0-23 hold after ADS T.E. 25 20 15 ns

*ALf 4-5 Address bits 0-23

floating (no MMU)
after R.E., PHI1 T2 25 25 25 ns

tADf 4-5 Data bits D24-D31

floating (no MMU)
after R.E., PHI1 T2 25 25 25 ns

tALMf 4-9 Address bits 0-23

floating (with MMU)
after R.E., PHI1 Tmmu 25 25 25 ns

UoMf 4-9 Data bits 21 -31

floating (with MMU)

after R.E., PHM Tmmu 25 25 25 ns

tBEv 4-4 BEn signals valid after R.E.,PHI2T4 70 60 45 ns

tBEh 4-4 BEn signals hold after R.E.,PHI2T4 or Ti ns

tSTv 4-4 Status (ST0-ST3) valid after R.E., PHI1 T4

(before TI , see note)

65 55 45 ns

tSTh 4-4 Status (ST0-ST3) hold after R.E.,PHI1T4 (after TI) ns
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4.0 Device Specifications (continued)

4.4.2.1 Output Signals: Internal Propagation Delays, NS32032-6, NS32032-8, NS32032-10 (Continued)

Name Figure Description
Reference/

Conditions

NS32032-6 NS32032-8 NS32032-10
Units

Min Max Min Max Min Max

tDDINv 4-5 DDIN Signal valid after R.E., PHI 1T1 83 62 50 ns

tDDINh 4-5 DDIN signal hold after R.E., PH1 1 nextTI orTi ns

UDSa 4-4 ADS signal active (low) after R.E.,PHI1T1 55 45 35 ns

tADSia 4-4 ADS signal inactive after R.E.,PHI2T1 60 55 45 ns

IaDSw 4-4 ADS pulse width at 0.8V (both edges) 50 40 30 ns

tDSa 4-4 DS signal active (low) after R.E.,PHI1T2 70 60 45 ns

tpSia 4-4 DS signal inactive after R.E.,PHI1T4 50 50 40 ns

tALf 4-6 AD0-AD23 floating

(caused by HOLD)

after R.E.,PHI1T1 100 65 25 ns

tADf 4-6 D24-D31 floating

fcaused bv HOLD)

after R.E., PHI 1T1 100 65 25 ns

tDSf 4-6 DS floating after R.E., PHI1 Ti 100 80 55 ns

i (caused by HOLD) 1 ; i

Uosf 4-6 ADS floating after R.E., PHI1 TI 100 80 55 ns

(caused by HOLD)

tBEf 4-6 Btn floating after R.E., PHI1 Ti 100 80 55 ns

(caused by HOLD)

tODINf 4-6 DDIN floating after R.E.,PHI1Ti 100
1

1
80

1
55 ns

(caused by HOLD)
i

tHLDAa 4-6 HLDA signal active (low) after R.E.,PHI1Ti 1 100 90 75 ns

tHLDAia 4-8 HLOA signal inactive afterR.E.,PHI1TI 100 90 75 ns

tDSr 4-8 DS signal returns from

floating (caused by HOLD)

after R.E.,PHI1Ti 100 80 55 ns

UoSr 4-8 ADS signal returns from

floating (caused by HOLD)

afterR.E.,PHI1Ti 100 80 55 ns

tBEr 4-8 BEn signals return from

floating (caused by HOLD)

after R.E.PHIITi 100 80 55 ns

tpDINr 4-8 DDIN signal returns from

floating (caused by HOLD)

after R.E.,PHI1Ti 100 80 55 ns

tooiNf 4-9 DDIN signal floating

(caused by FLT)

after FLT F.E. 80 65 50 ns

tDDINr 4-10 DDIN signal returns from

floating (caused by FLT)

after FLT R.E. 75 65 50 ns

tSPCa 4-13 SI^C output active (low) after R.E.PHIITI 50 45 35 ns

tSPCia 4-13 SPC output inactive after R.E., PHI1 T4 50 45 35 ns

<SPCnf 4-15 SPC output nonforcing after R.E., PHI2 T4 40 25 10 ns

tDv 4-13 Data valid (slave processor

write)

after R.E,PHI1T1 80 65 50 ns

tDh 4-13 Data hold (slave processor

write)

after R.E, PHI1

nextTI orTi

ns

tPFSw 4-18 PFS pulse width at 0.8V (both edges) 70 70 70 ns

(Aw
ls»o
c<a
ro
I

a>

COw
lOo
CO

COw
ou
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i 4.0 Device Specifications (continued)

4.4.2.1 Output Signals: Internal Propagation Delays, NS32032-6, NS32032-8, NS32032-10 (Continued)

Name Figure Description
Reference/

Conditions

NS32032-6 NS32032-8 NS32032-10
Units

? MIn Max Min Max MIn Max
CM

s
CM
eo

tpFSa 4-18 PFS puise active (low) after R.E., PHI2 70 60 50 ns

tpFSia 4-18 PFS puise inactive after R.E., PHI2 70 60 50 ns

(0Z

513

tjLOs 4-20a iCO signal setup before R.E., PHI1 T1

of first interlocked

read cycle

30 30 30 ns

1

tlLOh 4-20b IlS signal hold after R.E., PHI1 T3

of last interlocked

write cycle

10 10 10 ns

tiLOa 4-21 iLO signal active (low) after R.E.,PHI1 70 65 55 ns

tlLCHa 4-21 TTO signal inactive after R.E.,PHI1 70 65 55 ns

tuSv 4-22 U/S signal valid after R.E., PHI1 T4 70 60 45 ns

tuSh 4-22 U/g signal hold after R.E., PHI1T4 10 10 10 ns

tNSPF 4-1 9b Nonsequential fetch to

next PFS clock cycle

after R.E., PHI 1T1 4 4 4 tcp

tpFNS 4-1 9a PFS clocl< cycle to next

non-sequential fetch

before R.E., PHI1 TI 4 4 4 tcp

'UPF 4-29 Last operand transfer

of an instruction to next

PFS clock cycle

before R.E.,PHI1T1 of first

of first bus

cycle of transfer

tcp

Mote: Every raemory cycle starts with T4. during which Cycle Status is applied. If the CPU was idling, the sequence will lie: ". . . Ti, T4. T1 . .
.". If the CPU was

not idling, the sequence will be: ".
. . T4, T1 . .

.".

4.4.2.2 Input Signal Requirements: NS32032-6, NS32032-8, NS32032-10

Name Figure Description Reference/Conditions
NS32032-6 NS32032-8 NS32032-10

Units

MIn Max Min Max Min Max

tpWR 4-25 Power stable to

HST R.E.

after Vcc reaches 4.5V 50 50 50 ;i.S

tDIS 4-5 Data in setup

(read cycle)

before F.E.,PHI2T3 20 15 10 ns

tDlh 4-5 Data in hold

(read cycle)

after R.E„PHI1T4 10 10 10 ns

'HLDa 4-6 HOLD active (low) setup

time (see note)

before F.E.,PHI2TX1 25 25 25 ns

'HLDIa 4-8 HOLD inactive setup

time

before F.E.,PHI2Ti 25 25 25 ns

tHLDh 4-6 HOLD hold time after R.E.,PHI1TX2 ns

tpLTa 4-9 FLT active (low)

setup time

before F.E., PHI2 Tmmu 25 25 25 ns

tPLTia 4-10 FLT inactive setup

time

before F.E.,PHI2T2 25 25 25 ns

tRDYs 4-11,4-12 ROY setup time before F.E.,PHI2T2 or T3 25 20 15 ns

tRDYh 4-11,4-12 ROY hold time after F.E.,PHI1T3 ns

Ubts 4-23 ABT setup time

(FLT inactive)

before F.E., PHI2 Tmmu 30 25 20 ns

UbTs 4-24 ABT setup time

(FLT active)

before F.E., PHI2 Tf 30 25 20 ns

tABTh 4-23 ABT hold time after R.E.,PHI1 ns
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4.0 Device Specifications (continued)

4.4.2.2 Input Signal Requirements NS32032-6, NS32032-8, NS32032-10 (Continued)

Name Figure Description
Reference/

Conditions

NS32032-6 NS32032-8 NS32032-10
Units

Min Max Min Max Min Max

tRSTs 4-25, 4-26 RST setup time before F.E., PH11 20 20 15 ns

tRSTw 4-26 RST pulse width at 0.8V (tjoth edges) 64 64 64 tCp

tiNTs 4-27 InT setup time before F.E., PHI1 25 25 25 ns

tNMIw 4-28 NMI pulse width at 0.8V (both edges) 70 70 70 ns

tois 4-14 Data setup (slave

read cycle)

before F.E., PHI2 T1 30 25 20 ns

tOih 4-14 Data hold (slave

read cycle)

after R.E.,PHI1T4 10 10 10 ns

tsPCd 4-15 SPC pulse delay from

slave

after R.E.,PHI2T4 40 35 25 ns

tSPCs 4-15 SPC setup time before F.E., PHI1 35 30 25 ns

tsPCw 4-15 SPC pulse width from

slave processor

(async Input)

at 0.8V (both edges) 30 25 20 ns

tATs 4-16 AT/SPC setup for ad-

dress translation strap

before R.E., PHI1 of cycle

during which RST

pulse is removed

1 1 1 top

'ATh 4-16 AT/SPC hold for ad-

dress translation strap

after F.E.,PHI1 of cycle

during which RST
pulse is removed

2 2 2

1

tep

Note: This setup time is necessary to ensure prompt acknowledgement via HLDA and the ensuing floating of CPU off the buses. Note that the time from the receipt

of the HOLD signal until the CPU floats is a function of the time HOLD signal goes low, the state of the RDY input (in MfulU systems), and the length of the current

MMU cycle.

4.4.2.3 Clocking Requirements: NS32032-6, NS32032-8, NS32032-10

Name Figure Description
Reference/

Conditions

NS32032-6 NS32032-8 NS32032-10
Units

lUin Max Min Max Min Max

tCLr 4-17 PHI1,PHI2 rise time 0.8V to Vcc- 0.9V

onR.E.,PHI1,PHI2

9 8 7 ns

tCLf 4-17 PHI1,PHI2 fall time Vcc -0.9V to 0.8V

onF.E.,PHI1,PHI2

9 8 7 ns

tep 4-17 Clock period R.E.,PHI1,PHI2tonext

R.E.,PHI1,PHI2

170 50O0 130 5000 100 5000 ns

tCLw(1,2) 4-17 PHI1,PHI2

pulse width

At2.0VonPHI1,

PHI2 (both edges)

0.5tcp

-14ns

O.Stcp

-12ns

O.Stcp

-10ns

tCLh(1,2) 4-17 PHI1,PHI2 high time At Vcc -0.9V on

PHI1,PHI2 (both edges)

O.Stcp

-18ns

O.Stcp

-17ns
0.5tcp

-15ns

'nOVL(1,2) 4-17 Non-overiap time 0.8VonF.E.,PHI1,PHI2to

0.8VonR.E.,PH12,PHI1

7 7 7 ns

tnOVLas Non-overlap asymmetry

(tnOVL(1)-tnOVL(2))

at0.8VonPHI1,PHI2 -4 4 -4 4 -4 4 ns

tCLwas PHI1,PHI2 asymmetry

{lCLw(1)-tGLw(2))

at2.0VonPHI1,PHI2 -5 5 -5 5 -5 5 ns

z
w
lOo
CO
ro

w
owM

CO

roow
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4.0 Device Specifications

4.4.3 Timing Diagrams
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FIGURE 4-4. Write Cycie
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FiGURE 4-5. Read Cycle
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4.0 Device Specifications (continued)

HLOA

DS

Are
DDM

'HLDa^

'HLDh

•dsf

'ADSf

'ODINI

"X
'HLDAa

X
•BEf

•ali

•adi
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-

n

(FLOATING)

(FLOATmcf
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(FLOATING)

1

1

(FLOATING)

]--_

FIGURE 4-6. Floating by HOLD Timing (CPU Not Idle Initially).
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loo
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lOo

TL/EE/5491-47

Note that whenever the CPU is not idling (not in Ti), the HOLD request (HOLD low) must be active tHLDa before the falling edge
Of PHI2 of the clock cycle that appears two clocl< cycles before T4 (TX1) and stay low until tHLDh after the rising edge of PHI1 of

the cloclt cycle that precedes T4 (TX2) for the request to be acknowledged.

I I I

[-ruLrU-TL
PHI2

[

hloaL

ADS,
I

DOIN *

4D0-AD23
I

D24-D31 r

n n
n

n

\

j~i_

B
DSf

'ADSf

DDINf

( FLOATING )

(rLOATINo]

( FLOATING )

( FLOATING )

TL/EE/a491-48

FIGURE 4-7. Floating by HOLD Timing (CPU Initially idle)

Note that during Ti1 the GPU is already idling.

i I I
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'HLDioH
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n
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-'in.;DSr
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TL/EE/5491-49

FIGURE 4-8. Release from HOLD
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4.0 Device Specifications (continued)

MMU STATES

PHM

PAV
(MMU)

I

---<
<ODINf

TL/EE/5491-50

FIGURE 4-9. FLT Initiated Float Cycle Timing

CPU STATES

MMU STATES

PHM

FLT
(MMU)

A16-S3 r
(CPU)

|_

DOiN p
(CPUjT—
Aos r

(CPU) I

BE(S-BE3|

Tl

Dninu

l-J
..._.zr_l__.._

(FLOATING, DRIVEN BY MMU)
'POINf-c

n

TL/EE/6491-S1

FIGURE 4-10. Release from FLT Timing

Note that when FLT is deasserted the CPU restarts driving DDIN before the MMU releases it. This, however, does not cause any

conflict, since both CPU and MMU force DDIN to the same logic level.

r n-1 Tier
Tynmu

j T2
i

T3 —
1
"

r

1

tR JYh

1

>J <HDY»
TL/EE/5491-52

FIGURE 4-11. Ready Sampling (CPU Initially READY)
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4.0 Device Specifications (continued)

PHI1
T3

1

1

T3 T4

PHQ

»v| ^
'RDYs —

—

r^
1

TL/EE/5491-53

FIGURE 4-12. Ready Sampling (CPU Initially NOT READY)

io»

n.

A
i'SPCa tSPCia

-i-<Oh

STATUS VALID XNEXTCYCLE
STATUS

I

(HIGH)

TL/EE/6491-54

FIGURE 4-13. Slave Processor Write Timing
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FIGURE 4-14. Slave Processor Read Timing
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FIGURE 4-15. SPC Timing

After transferring last operand to a Slave Processor, CPU

turns OFF driver and holds SPC high with internal 5 kn pullup.
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/
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>l

/
1 1^'AT. -1 <AItl
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FIGURE 4-16. Reset Configuration Timing
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4.0 Device Specifications (continued)
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FIGURE 4-17. Clock Waveforms
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«PFSw

FIGURE 4-18. Relationship of PFS to Clock Cycles
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FIGURE 4-19a. Guaranteed Delay, PFS to Non-SequenUal Fetch
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FIGURE 4-l9b. Guaranteed Delay, Non-Sequential Fetch to PFS
TL/EE/5491-61
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4.0 Device Specifications (continued)

TSORTl T4 0fiTl T1 " T3 T4

iilo

tiLOs

\

COw
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(Ow
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TL/EE/5491-62

FIGURE 4-20a. Relationship of ILO to First Operand Cycle of an interloclced Instruction
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TL/EE/5491 -S3

FIGURE 4-20b. Relationship of iLO to l^st Operand Cycle of an Interlocked Instruction
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TL/EE/5491 -64

FIGURE 4-21. Relationship of ILO to Any Clocl( Cycle

[I\SII\

'USv

R
\I

TL/EE/5491 -65

FIGURE 4-22. U/S Relationship to Any Bus Cycle— Guaranteed Valid interval
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4.0 Device Specifications (continued)

RST/ABT

v/
<AB1k

TJ

'ABTh

FIGURE 4-23. Abort Timing, FLT Not Applied
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FIGURE 4-24. Abort Timing, FLT Applied
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FIGURE 4-25. Power-On Reset
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FIGURE 4-26. Non-Power-On Reset

TL/EE/5491-69

2-204



4.0 Device Specifications (continued)
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tiNTt
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TL/EE/5491-70

FIGURE 4-27. iNT Interrupt Signal Detection

TL/EE/5491-71

FIGURE 4-28. NMI Interrupt Signal Timing
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FIGURE 4-29. Relationship Between Last Data Transfer of an Instruction and PFS Pulse of Next Instruction

Note: In a transfer of a Read-Mod(fy-Writ6 type operand, this is the Read transfer, displaying BMW Status (Code 1011).
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Appendix A: Instruction Formats

NOTATIONS

i= Integer Type Field

B = 00 (Byte)

W = 01 (Word)

D = 11 (Double Word)

f= Floating Point Type Field

F = 1 (Std. Floating: 32 bits)

L = (Long Floating: 64 bits)

c= Custom Type Field

D = 1 (Double Word)

Q = (Quad Word)

op= Operation Code

Valid encodings shown with each format,

gen, gen 1 ,
gen 2 = General Addressing Mode Field

See Sec. 2.2 for encodings.

reg= General Purpose Register Number

cond= Condition Code Field

0000 = EQual: Z = 1

0001 = Not Equal: Z =

0010 = Carry Set: C = 1

001

1

= Carry Clear: C =

0100 = Higher: L = 1

0101 = Lower or Same: L =

0110 = Greater Than: N = 1

01 1

1

= Less or Equal: N =

1000 = Flag Set: F = 1

1001 = Flag Clear: F =

1010 = LOwer: L = and Z =

1 01

1

= Higher or Same: L = 1 or Z = 1

1 100 = Less Than: N = and Z =

1101 = Greater or Equal: N = 1 or Z = 1

1110 = (Unconditionally True)

1111= (Unconditionally False)

short= Short Immediate value. May contain

quick: Signed 4-bit value, in MOVQ, ADDQ,

CMPQ, ACB.

cond: Condition Code (above), in Scond.

areg; CPU Dedicated Register, in LPR, SPR.

0000 = US

0001 - 0111 = (Reserved)

1000 = FP

1001 = SP

1010 = SB

1011 = (Reserved)

1100 = (Reserved)

1101 = PSR

1110 = INTBASE

1111 = MOD
Options: in String Instructions

Configuration bits, in SETCFG:

C M F 1

mreg: MMU Register number, in LMR, SMR.

0000

0001

0010

0011

0100

0101

0110

0111

1000

1001

1010

1011

1100

1101

1110

1111

BPRO

BPR1

(Reserved)

(Resen/ed)

PFO

PF1

(Reserved)

(Reserved)

SC

MSR
BCNT
PTBO

PTB1

= EIA

l^^ i I i I

cond 10 10

Format

Bcond (BR)

7

op 10

Format 1

u/w B T

BSR -0000 ENTER -1000

RET -000 EXIT -1001

CXP -0010 NOP -1010

RXP -001 WAIT -1011

RETT -0100 DIA -1100

RETI -010 FLAG -1101

SAVE -0110 SVC -1110

RESTORE -011 BPT -1111

15 8 7

gen short

1 1

op 1 1 i

Format 2

ADDQ -00 3 ACB -100

CMPQ -00 1 MOVQ -101

SPR -01 D LPR -110

Scond -01 1

T = Translated

B = Backward

U/W = 00: None

01: While Match

11: Until Match
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Appendix A: Instruction Formats (continued)

15 8 7
-I—r—[—

gen op

I 1 I I

11111

CXPD
BICPSR

JUMP
BISPSR

Format 3

-0000 ADJSP
-0010 JSR
-0100 CASE
-0110

-1010

-1100

-1110

Trap (UND) on XXXI, 1000

15 8 7
"T—1—I

—

geni gen 2

"T—I—

r

op

Format 4

ADD
CMP
BIC

ADDC
MOV
OR

-0000

-0001

-0010

-0100

-0101

-0110

SUB
ADDR
AND
SUBC
TBIT

XOR

-1000

-1001

-1010

-1100

-1101

-1110

23 16 15 8 7

short op i 1110

Format 5

MOVS -0000 SETCFG
CMPS -0001 SKPS

Trap (UND) on 1XXX, 01XX

-0010

-0011

23 16 15 8 7

gem gen 2 op i 10 1110

Format 6

ROT
ASH
CBIT

CBITI

Trap (UND)

LSH

SBIT

SBITI

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

NEG
NOT
Trap (UND)

SUBP
ABS
COM
IBIT

ADDP

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

23
"T

1 1

geni

MOVM
CMPM
INSS

EXTS

MOVXBW
MOVZBW
MOVZiD
MOVXiD

I I I

gen 1

EXT

CVTP
INS

CHECK
MOVSU
MOVUS

MOVIf

LFSR

MOVLF
MOVFL

16 15

gen 2 op

—1—I—I—I—I—1—I

—

110 1110

Format 7

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

MUL
MEI

Trap (UND)

DEI

QUO
REM
MOD
DIV

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

I I I I

gen 2

TT
reg

Format 8

-0 00 INDEX

-0 01 FFS

-010

-Oil

-110, reg = 001

-110, reg = Oil

I I II I

10 1110

TL/EE/5491-73

-1 00

-101

23 16 15 8 7

gen 1 gen 2 op f 1 111110

Formats
-000 ROUND
-001 TRUNC
-010 SFSR
-Oil FLOOR

-100

-101

-110

-111

1111110
TL/EE/5491-38

Format 10

Trap (UND) Always

wMO
CO

Z
COw
•oo
CO

m
CO

o
CO
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Appendix A: Instruction Formats (continued)

23 16 15 8 7

gen1 gen 2 op f 10 111110

Format 11

ADDf

MOVf

CMPf

Trap (SLAVE)

SUBf

NEGf

Trap (UND)

Trap (UND)

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

DIVf

Trap (SLAVE)

Trap (UND)

Trap (UND)

MULf

ABSf

Trap (UND)

Trap (UND)

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

7

I I I I I I I11111110
TL/EE/5491-75

Format 12

Trap (UND) Always

7

I I I I I I I

10 11110
TL/EE/5491-76

Format 13

Trap (UND) J

23

Mways

16 15 8 7

geni short op i 11 1 1

Format 14

RDVAL -0000 LMR
WRVAL -0001 SMR
Trap (UND) on 01 XX, 1XXX

-0010

-0011

23 16 IS 8 7

n n n 1 1 1

Operation Word

Format 15

ID Byte

(Custom Slave)

Operation Word Format

000

CATSTO

CATST1

23 16 15 8

geni Short X op i

Format 15.0

-0000

-0001

LCR

SCR
-1010

-1011

Trap (UND) on all others

23

001

CCV3
LCSR
CCV5
CCV4

101

CCALO
CMOVO
CGMPO
CCMP1
CCAL1

CM0V2
Trap (UND)

Trap (UND)

16 15
-T—I

1—

T

geni

-I—I—I—

r

gen 2

-I—

r

op

Format 15.1

-000

-001

-010

-oil

CCV2
CCV1

SCSR
ccvo

-100

-101

-110

-111

23 16 15 8

geni gen 2 op X c

Format 15.5

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

CCAL3

CM0V3
Trap (UND)

Trap (UND)

CCAL2

CM0V1
Trap (UND)

Trap (UND)

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

Ifnnn = 010,011.100,110,111

then Trap (UND) Always
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Appendix A: Instruction Formats (continued)

M I I I M
10 11 110

Format 16

Trap (UND) Always

TL/EE/5491-77

7

I I II I II
110 11110

Format 17

Trap (UND) Always

TL/EE/6491-78

7

I I II I I I

10 1110
TL/EE/5491-79

Format 18

Trap (UND) Always

I I I I I I I

-

X X X 1 1

TL/EE/5491-80

Format 19

Trap (UND) Always

Implied Immediate Encodings:

7

r7
,

re
,

rs
,

r4
,

r3
,

r2
,

r1
,

rO

7

Register Marie, appended to SAVE, ENTER

rO
,

n
,

r2
,

r3
,

r4
,

rs
,

re
,

r7

7

Register Marit, appended to RESTORE, EXIT

offset

1 1

length -

1

1 1 1 1

Offset/Lengtti Modifier appended to INSS, EXTS

Z
COw
loow
lO

CO
(a
loow

CO
CO
IS»o
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prjri National PRELIMINARY^^ Semiconductor
Afl Corporah'on

NS32C016-6/NS32C016-10/NS32C016-15
High-Performance Microprocessors

General Description Features
The NS32C016 is a 32-bit, CMOS microprocessor witli TTL 32-bit arciiitecture and implementation

compatible inputs. The NS32C016 has a 16M byte linear 16M byte uniform addressing space

address space and a 16-bit external data bus. It is fabricat- Powerful instruction set

ed with National Semiconductor's advanced CMOS process _ General 2-address capability

and is fully object code compatible with other Series — Very high degree of symmetry
32000® CPU's. The NS32C01 6 has a 32-bit ALU, eight 32- _ Addressing modes optimized for high-level

bit general purpose registers, an eight-byte prefetch queue Ijinguage references

and a highly symmetric architecture. It also incorporates a High-speed CMOS technology
slave processor interface and provides for full virtual memo- ^ -pp|_ compatible inputs
ry capability in conjunction with the NS32082 memory man- ^ g^^ .^ gy supply
agement unit (MMU). High perfomiance floating-point in- = r'/^ „,^k,„»
structions are provided with the NS32081 floating-point unit " ^'^" auai-in-iine pacrage

(FPU). The NS32G018 is intended for a -Aide range of high

performance computer applications.

Block Diagram
ADD/DATA CONTROLS 1 STATUS

z ^
BUS INTERFACE CONTROL

DATA

IN! TRUCTIONS 16

MICROCODE ROM
AND

8-BYTE

QUEUE

CONTROL LOGIC

16
INSTRUCTION

h~ DECODER

^DISPUCEMENTAND 1 II II
IMMEDIATE EXTRACTOR

. i
CFG REGISTER

REGISTER SET

INTBASE
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SB
FP

SP1

SPO
1 1

PC 1 1 1

RO T ' \ / ' /

R1 \ V /
R2 \ 3?-.=F / 1
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R4

R5
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R7
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1
MOO
PSR

i
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1
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1.0 Product Introduction
The Series 32000 Microprocessor family is a new genera-

tion of devices using National's XMOS and CMOS technolo-

gies. By combining state-of-the-art MOS technology with a
very advanced architectural design philosophy, this family

brings mainframe computer processing power to VLSI proc-

essors.

The Series 32000 family supports a variety of system con-

figurations, extending from a minimum low-cost system to a

powerful 4 gigabyte system. The architecture provides com-
plete upward compatibility from one family member to an-

other. The family consists of a selection of CPUs supported

by a set of peripherals and slave processors that provide

sophisticated Intenupt and memory management facilities

as well as high-speed floating-point operations. The archi-

tectural features of the Series 32000 family are described

briefly below:

Powerful Addressing Modes. Nine addressing modes
available to all Instructions are included to access data

structures efficiently.

Data Types. The architecture provides for numerous data

types, such as byte, word, doubleword, and BCD, which may
be arranged into a wide variety of data structures.

Symmetric Instruction Set. While avoiding special case

instructions that compilers can't use, the Series 32000 fami-

ly incorporates powerful instructions for control operations,

such as array indexing and external procedure calls, which

save considerable space and time for compiled code.

Memory-to-Memory Operations. The Series 32000 CPUs
represent two-operand machines with each operand ad-

dressable by all addressing modes. This powerful memory-
to-memory architecture permits memory locations to be
treated as registers for all useful operations. This is impor-

tant for temporary operands as well as for context switch-

ing.

Memory Management. Either the NS32382 or the

NS32082 Memory Management Unit may be added to the

system to provide advanced operating system support func-

tions, including dynamic address translation, virtual memory
management, and memory protection.

L^rge, Uniform Addressing. The NS32C01 6 has 24-blt ad-

dress pointers that can address up to 16 megabytes without

any segmentation; this addressing scheme provides flexible

memory management without added-on expense.

Modular Software Support. Any software package for the

Series 32000 family can be developed independent of all

other packages, without regard to individual addressing. In

addition, ROM code is totally relocatable and easy to ac-

cess, which allows a significant reduction in hardware and
software cost.

Software Processor Concept. The Series 32000 architec-

ture allows future expansions of the instaiction set that can
be executed by special slave processors, acting as exten-

sions to the CPU. This concept of slave processors is

unique to the Series 32000 family. It allows software com-
patibility even for future components because the slave

hardware is transparent to the software. With future ad-

vances in semiconductor technology, the slaves can be
physically integrated on the CPU chip itself.

To summarize, the architectural features cited above pro-

vide three primary performance advantages and character-

istics:

• High-Level Language Support

• Easy Future Growth Path

• Application Flexibility

2.0 Architectural Description

2.1 PROGRAMMING MODEL
The Series 32000 architecture includes 16 registers on the
NS32C016CPU.

2.1.1 General Purpose Registers

There are eight registers for meeting high speed general

storage requirements, such as holding temporary variables

and addresses. The general purpose registers are free for

any use by the programmer. They are thirty-two bits in

length. If a general register is specified for an operand that

is eight or sixteen bits long, only the low part of the register

is used; the high part is not referenced or modified.

2.1.2 Dedicated Registers

The eight dedicated registers of the NS32C016 are as-

signed specific functions.

PC: The PROGRAM COUNTER register is a pointer to the

first byte of the instruction cun-ently being executed. The PC
is used to reference memory in the program section. (In the

NS32C016 the upper eight bits of this register are always

zero.)

SPQ, SP1: The SPO register points to the lowest address of

the last item stored on the INTERRUPT STACK. This stack

is normally used only by the operating system. It is used
primarily for storing temporary data, and holding return infor-

mation for operating system subroutines and interrupt and

o

w
o
a>

COw
O
at

DEDICATED

M
PROGRAM COUNTER

STATIC BASE SB

FRAME POINTER FP

USER STACK PTR. SP1

INTERRUPT STACK PTH. SPO

INTERRUPT BASE
[ INTBASE

]

GENERAL

Ro
: ;

R1 11
R2

1 11
R3 1 11
R4

1 11
R5

1 1 !

R6
1

1

-1
I 1 1

FIGURE 2-1. The General and Dedicated Registers
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2.0 Architectural Description (continued)

trap service routines. The SP1 register points to ttie lowest

address of tlie last item stored on the USER STACK. This

stack is used by normal user programs to hold temporary

data and subroutine return information.

In this document, reference is made to the SP register. The

terms "SP register" or "SP" refer to either SPO or SP1,

depending on the setting of the S bit in the PSR register. If

the S bit in the PSR is then SP refers to SPO. If the S bit in

the PSR is 1 then SP refers to SP1. (In the NS32C016 the

upper eight bits of these registers are always zero.)

Stacks in the Series 32000 family grow downward in memo-

ry. A Push operation pre-decrements the Stack Pointer by

the operand length. A Pop operation post-increments the

Stack Pointer by the operand length.

FP: The FRAME POINTER register is used by a procedure

to access parameters and local variables on the stack. The

FP register is set up on procedure entry with the ENTER
instruction and restored on procedure termination with the

EXIT instruction.

The frame pointer holds the address in memory occupied by

the old contents of the frame pointer. (In the NS32C016 the

upper eight bits of this register are always zero.)

SB: The STATIC BASE register points to the global vari-

ables of a software module. This register is used to support

relocatable global variables for software modules. The SB

register holds the lowest address in memory occupied by

the global variables of a module. (In the NS32C016 the up-

per eight bits of this register are always zero.)

INTBASE: The INTERRUPT BASE register holds the ad-

dress of the dispatch table for inten^jpts and traps (Section

3.8). The INTBASE register holds the lowest address in

memory occupied by the dispatch table. (In the NS32C016

the upper eight bits of this register are always zero.)

MOD: The MODULE register holds the address of the mod-

ule descriptor of the cun-ently executing software module.

The MOD register is sixteen bfts long, therefore the module

table must be contained within the first 64k bytes of memo-

ry-

PSR: The PROCESSOR STATUS REGISTER (PSR) holds

the status codes for the NS32C016 microprocessor.

The PSR is sixteen bits long, divided into two eight-bit

halves. The low order eight bits are accessible to all pro-

grams, but the high order eight bits are accessible only to

programs executing in Supervisor Mode.

IS

IXMXlXli IpIsIuMzI.mxJlItthi
TL/EE/8525-78

FIGURE 2-2. Processor Status Register

C: The C bit indicates that a cany or borrow occun-ed after

an addition or subtraction instruction. It can be used with the

ADDC and SUBC instmotions to perform multiple-precision

integer arithmetic calculations. It may have a setting of (no

carry or borrow) or 1 (carry or borrow).

T: The T bit causes program tracing. If this bit is a 1, a TRC
trap is executed after every instruction (Section 3.8.5).

L: The L bit is altered by comparison instructions. In a com-

parison instruction the L bit is set to "1 " if the second oper-

and is less than the first operand, when both operands are

interpreted as unsigned integers. Othenwise, it is set to "0".

In Floating Point comparisons, this bit is always cleared.

F: The F bit is a general condition flag, which Is altered by

many instructions (e.g., integer arithmetic instructions use it

to indicate overflow).

Z: The Z bit is altered by comparison instructions. In a com-

parison instruction the Z bit is set to "1"
if the second oper-

and is equal to the first operand; othenwise it is set to "0".

N: The N bit is altered by comparison instructions. In a com-

parison instruction the N bit is set to "1"
if the second oper-

and is less than the first operand, wfien both operands are

interpreted as signed integers. Otherwise, it is set to "0".

U: If the U bit is "1" no privileged instructtons may be exe-

cuted. If the U bit is "0" then all instructions may be execut-

ed. When U = the NS32C016 is said to be in Supen/isor

Mode; when U = 1 the NS32C016 is said to be in User

Mode. A User Mode program is restricted from executing

certain instructions and accessing certain registers which

could interfere with the operating system. For example, a

User Mode program is prevented from changing the setting

of the flag used to indicate its own privilege mode. A Super-

visor Mode program is assumed to be a trusted part of the

operating system, hence it has no such restrictions.

S: The S bit specifies whether the SPO register or SP1 regis-

ter is used as the stack pointer. The bit is automatically

cleared on intenijpts and traps. It may have a setting of

(use the SPO register) or 1 (use the SP1 register).

P: The P bit prevents a TRC trap from occurring more than

once for an instmction (Section 3.8.5). It may have a setting

of (no trace pending) or 1 (trace pending).

I: If I
= 1 , then all interrupts will be accepted (Section 3.8). If

1=0, only the NMI interrupt is accepted. Trap enables are

not affected by this bit

2.1.3 The Configuration Register (CFG)

Within the Control section of the NS32C0ie CPU is the four-

bit CFG Register, which declares the presence of certain

external devices. It is referenced by only one instruction,

SETCFG, virtiich is intended to be executed only as part of

system initialization after reset. The format of the CFG Reg-

ister is shown in Figure 2-3.

c M F 1

FIGURE 2-3. CFG Register

The CFG I bit declares the presence of external interrupt

vectoring circuitry (specifically, the NS32202 Intemipt Con-

trol Unit). If the CFG I bit is set, interrupts requested through

the INT pin are "Vectored." If it is clear, these intermpts are

"Non-Vectored." See Section 3.8.

The F, M and C bits declare the presence of the FPU, MMU
and Custom Slave Processors. If these bits are not set, the

conesponding instructions are trapped as being undefined.

2.1.4 Memory Organization

The main memory of the NS32C016 is a uniform linear ad-

dress space. Memory locations are numbered sequentially

starting at zero and ending at 22''— 1. The number specify-

ing a memory location is called an address. The contents of

each memory location is a byte consisting of eight bits. Un-

less othenwise noted, diagrams in this document show data

stored in memory with the lowest address on the right and

the highest address on the left. Also, when data is shown

vertically, the lowest address is at the top of a diagram and
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2.0 Architectural Description (continued)

the highest address at the bottom of the diagram. When bits

are numbered in a diagram, the least significant bit is given

the number zero, and is shown at the right of the diagram.

Bits are numbered in increasing significance and toward the

left

Byte at Address A

Two contiguous bytes are called a word. Except where not-

ed (Section 2.2.1), the least significant byte of a word is

stored at the lower address, and the most significant byte of

the word is stored at the next higher address. In memory,

the address of a word is the address of its least significant

byte, and a word may start at any address.

15 MSB's 8 7 LSB's

A+1 A
Word at Address A

Two coniiguous words are called a double word. Except

where noted (Section 2.2.1), the least significant word of a
double word is stored at the lowest address and the most

significant word of the double word is stored at the address

two greater. In memory, the address of a double word is the

address of its least significant byte, and a double word may
start at any address.

31 MSB's 24 23 16 15 8 7 LSB's

A+3 A+2 A+1 A
Double Word at Address A

Although memory Is addressed as bytes. It Is actually orga-

nized as words. Therefore, words and double words that are

aligned to start at even addresses (multiples of two) are

accessed more quickly than words and double words that

are not so aligned.

2.1.5 Dedicated Tables

Two of the NS32C016 dedicated registers (MOD and INT-

BASE) serve as pointers to dedicated tables in memory.

The INTBASE register points to Vne Interrupt Dispatch and

Cascade tables. These are described in Section 3.8.

The MOD register contains a pointer into the Module Table,

whose entries are called Module Descriptors. A Module De-

scriptor contains four pointers, three of which are used by

the NS32C016. The MOD register contains the address of

the Module Descriptor for the cun-ently running module. It is

automatically updated by the Call Brtemal Procedure in-

structions (CXP and CXPD).

The format of a Module Descriptor is shown in Figure 2-4.

The Static Base entry contains the address of static data

assigned to the running module. It is loaded into the CPU
Static Base register by the CXP and CXPD instructions. The
Program Base entry contains the address of the first byte of

instruction code In the module. Since a module may have

multiple entry points, the Program Base pointer sen/es only

as a reference to find them.

STAIKBASE

UNKTABLE ADDRESS

PnOGHANBASE

TUEE/8526-4

FIGURE 2-4. Module Descriptor Format

The Link Table Address points to the Link Table for the

cun-ently running module. The Link Table provides the infor-

mation needed for:

1) Sharing variables between modules. Such variables

are accessed through the Link Table via the External

addressing mode.

2) Transferring control from one module to another. This

is done via the Call External Procedure (CXP) instruc-

tion.

The format of a Link Table is given in Figure 2-5. A Link

Table Entry for an external variable contains the 32-blt ad-

dress of that variable. An entry for an external procedure

contains two 16-bit fields: Module and Offset. The Module

field contains the new MOD register contents for the mod-

ule being entered. The Offset field is an unsigned number

giving the position of the entry point relative to the new
module's Program Base pointer.

For further details of the functions of these tables, see the

Series 32000 Insfruction Set Reference Manual.

(Pflccmifle)

TL/EE/e525-5

FIGURE 2-5. A Sample Link Table

2.2 INSTRUCTION SET

2.2.1 General Instruction Format

Figure 2-6 shows the general format of a Series 32000 in-

struction. The Basic Instruction is one to three bytes long

and contains the Opcode and up to 5-bit General Address-

ing Mode ("Gen") fields. Following the Basic Instruction

fieW is a set of optional extensions, wtiich may appear de-

pending on the instruction and the addressing modes se-

lected.

Index Bytes appear when either or both Gen fields specify

Scaled Index. In this case, the Gen field specifies only the

Scale Factor (1, 2, 4 or 8), and the Index Byte specifies

which General Purpose Register to use as the index, and

which addressing mode calculation to perform before index-

ing. See Figure 2-7.

Following Index Bytes come any displacements (addressing

constants) or immediate values associated with the select-

ed addressing modes. Each Oisp/Imm field may contain

COw
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2.0 Architectural Description (continued)

OPTIONAL
EXTENSIONS

"-v

BASIC
INSTRUCTION

A .

IMPLIED
IMMEDIATE
OPERAND(S)

DISP2 DISP1 DISP2 DISP1

INDEX
BYTE OPCODEDISP DISP

INDEX
BYTE

ADDR
MODE
A

ADDR
MODE
B

IMM IMM

V

V

( )

J

V '

FIGURE 2-6. General Instruction Format

7 3 2

SEN. ADDR. MODE REG. NO.

TL/EE/8525-7

FIGURE 2-7. Index Byte Format

one Of two displacements, or one immediate value. Ttie size

of a Displacement field is encoded within the top bits of that

field, as shown in Figure 2-8, with the remaining bits inter-

preted as a signed (two's complement) value. The size of an

immediate value Is determined from the Opcode field. Both

Displacement and Immediate fields are stored most-signifi-

cant byte first. Note that this is different from the memory

representation of data (Section 2.1.4).

Some instructions require additional "Implied" immediates

and/or displacements, apart from those associated with ad-

dressing modes. Any such extensions appear at the end of

the instruction, In the order that they appear within the list of

operands in the instruction definition (Section 2.2.3).

2.2.2 Addressing Modes

The NS32C016 CPU generally accesses an operand by cal-

culating its Effective Address based on information avail-

able when the operand Is to be accessed. The method to be

used in performing this calculation is specified by the pro-

grammer as an "addressing mode."

Addressing modes in the NS32C01 6 are designed to opti-

mally support high-level language accesses to variables. In

nearly all cases, a variable access requires only one ad-

dressing mode, within the instruction that acts upon that

variable. Extraneous data movement is therefore minimized.

NS32G016 Addressing Modes fall into nine basic types:

Register: The operand is available In one of the eight Gen-

eral Purpose Registers. In certain Slave Processor instruc-

tions, an auxiliary set of eight registers may be referenced

instead.

Register Relative: A General Purpose Register contains an

address to which is added a displacement value from the

instruction, yielding the Effective Address of the operand in

memory.

Memory Space: Identical to Register Relative above, ex-

cept that the register used is one of the dedicated registers

PC, SP, SB or FP. These registers point to data areas gen-

erally needed by high-level languages.

Memory Relative: A pointer variable is found within the

memory space pointed to by the SP, SB or FP register. A

Byte Displacement: Range -64 to -1-63

SIGNED DISPLACEMENT

Word Displacement: Range - 8192 to + 8191

7

a î^-
^̂

Double Word Displacement

Range (Entire Addressing Space)

1 1

I

..^
.^-

J"̂

TL/EE/6525-8

FIGURE 2-8. Displacement Encodings

displacement is added to that pointer to generate the Effec-

tive Address of the operand.

Immediate: The operand is encoded within the instruction.

This addressing mode is not allowed if the operand is to be

written.

Absolute: The address of the operand Is specified by a

displacement field in the instruction.

External: A pointer value is read from a specified entry of

the current Link Table. To this pointer value is added a dis-

placement, yielding the Effective Address of the operand.

Top of Stack: The currently-selected Stack Pointer (SPO or

SP1) specifies the location of the operand. The operand is

pushed or popped, depending on whether it is written or
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2.0 Architectural Description (continued)

Scaled index: Although encoded as an addressing mode eral Purpose Register by 1, 2, 4 or S and adding Into the

Scaled Indexing Is an option on any addressing mode ex total, yielding the final Effective Address of the operand.

cept Immediate or another Scaled Index. It has the effect o ' Table 2-1 Is a brief summary of the addressing modes. For a
calculating an Effective Address, then multiplying any Gen complete descriptron of their actions, see the Series 32000

Instnjctlon Set Reference Manual.

TABLE 2-1. NS32C016 Addressing Modes

ENCODING MODE ASSEMBLER SYNTAX EFFECTIVE ADDRESS
Register

00000 Register RO or FO None: Operand Is In the specified

00001 Register 1 R1 or F1 register.

0O010 Register 2 R2 or F2

00011 Registers R3 or F3

00100 Register 4 R4 or F4

00101 Register 5 R5 or F5

00110 Register 6 R6orF6

00111 Register 7 R6orF7

Register Relative

01000 Register relative disp(RO) DIsp + Register.

01001 Register 1 relative disp(RI)

01010 Register 2 relative disp(R2)

01011 Register 3 relative disp(R3)

01100 Register 4 relative disp(R4)

01101 Register 5 relative disp(RS)

01110 Register 6 relative disp(R6)

01111 Register 7 relative disp(R7)

Memory Relative

10000 Frame memory relative disp2(dlsp1 (FP)) Dlsp2 + Pointer; Pointer found at

10001 Stack memory relative disp2(dlsp1 (SP)) address DIsp 1 + Register. "SP"

10010 Static memory relative dlsp2(dlsp1 (SB)) is either SPO or SP1 , as selected

in PSR.

Reserved

10011 (Reserved for Future SJse)

immediate

10100 Immediate value None: Operand Is Input from

instruction queue.

AI)soiute

10101 Absolute @disp DIsp.

External

10110 External EXT(dlsp1) + dlsp2 Dlsp2 + Polnten Pointer Is found

at Link Table Entry number DIspl

.

Top Of stack

10111 Top of stack TOS Top of current stack, using either

User or Interrupt Stack Pointer,

as selected In PSR. Automatic

Push/Pop included.

Memory Space

11000 Frame memory disp(FP) DIsp + Register; "SP" is either

11001 Stack memory dlsp(SP) SPO or SP1 , as selected In PSH.

11010 Static memory dlsp(SB)

11011 Program memory •+dlsp

Scaled Index

11100 Index, bytes mode[Rn:B] EA (mode) + Rn.

11101 Index, words mode[Rn:W] EA(mode) + 2xRn.

11110 index, double words mode[Rn:D] EA(mode) + 4XRn.

11111 Index, quad words mode[Rn:Ql EA(mode)-i- 8XRn.

"Mode" and "n" are contained

within the index Byte.

EA (mode) denotes the effective

address generated using mode.

lOo

0>
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2.0 Architectural Description (continued)

2.2.3 Instruction Set Summary

Table 2-2 presents a brief description of the NS32C016 in-

struction set. The Format column refers to the Instruction

Format tables (Appendix A). The Instruction column gives

the instruction as coded in assembly language, and the De-

scription column provides a short description of the function

provided by that instruction. Further details of the exact op-

erations performed by each Instruction may be found In the

Series 32000 Instruction Set Reference Manual.

Notations:

i= Integer length suffix: B = Byte

W= Word
D = Double Wonj

f= Floating Point length suffix: F= Standard Floating

L= Long Floating

gen= General operand. Any addressing mode can be speci-

fied.

short= A 4-bit value encoded within the Basic Instruction

(see Appendix A for encodings).

Imm= Implied Immediate operand. An 8-bit value appended
after any addressing extensions.

dlsp = Displacement (addressing constant): 8, 16 or 32 bits.

All three lengths legal.

reg= Any General Purpose Register: R0-R7.

areg=Any Dedicated/Address Register: SP, SB, FP, MOD,
INTBASE, PSR, US (bottom 8 PSR bits).

mreg= Any Memory Management Status/Control Register.

creg= A Custom Slave Processor Register (Implementation

Dependent).

cond=Any condition code, encoded as a 4-bit field within

the Basic Instruction (see Appendix A for encodings).

TABLE 2-2. NS32C016 Instruction Set Summary

IMOVES

Format Operation Operands Description

4 MOVi gen,gen Move a value.

2 MOVQI short,gen Extend and move a signed 4-bit constant

MOVMi gen,gen,dlsp Move multiple: disp bytes (1 to 16).

MOVZBW gen.gen Move with zero extension.

MOVZiD gen,gen Move with zero extension.

MOVXBW gen,gen Move with sign extension.

MOVXiD gen,gen Move with sign extension.

ADDR gen,gen Move effective address.

INTEGER ARITHMETIC

Format Operation Operands Description

4 ADDi gen.gen Add.

2 ADDQi short.gen Add signed 4-bit constant.

4 ADDQ gen.gen Add with carry.

4 SUBi gen.gen Subtract.

4 SUBCI gen.gen Subtract with carry (borrow).

6 NEGI gen.gen Negate (2's complement).

6 ABSI gen.gen Take absolute value.

7 MULi gen.gen Multiply.

7 QUOl gen.gen Divide, rounding toward zero.

7 REMI gen.gen Remainder from QUO.

7 DM gen.gen Divide, rounding down.

7 MODI gen.gen Remainder from DIV (Modulus).

7 MEIi gen.gen Multiply to extended Integer.

7 DEIi gen,gen Divide extended integer.

PACKED DECIMAL (BCD) ARITHMETIC

Format Operation Operands Description

6 ADDPi gen.gen Add packed.

6 SUBPI gen.gen Subtract packed.
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2.0 Architectural Description (continued)

TABLE 2-2. NS32C016 Instruction Set Summary (Continued)

INTEGER COMPARISON
Format Operation Operands Description

4 CMP! gen.gen Compare.

2 CMPQi short.gen Compare to signed 4-b!t constant.

7 CMPMI gen.gen.disp Compare multiple: disp bytes (1 to 16).

LOGICAL AND BOOLEAN
Format Operation Operands Description

4 AND! gen.gen Logical AND.

4 ORI gen.gen Logical OR.

4 BICI gen.gen Clear selected bits.

4 XORI gen.gen Logical exclusive OR.

6 COMI gen,gen Complement all bits.

6 NOTI gen.gen Boolean complement: LSB only.

2 Scondl gen Save condition code (cond) as a Boolean variable of size 1.

SHIFTS

Format Operation Operands Description

6 LSHI gen,gen Logical shift, left or right.

6 ASHI gen.gen Arithmetic shift, left or right

6 Ron gen.gen Rotate, left or right.

BITS

Format Operation Operands Description

4 TBITi gen.gen Test bit

6 SBITI gen.gen Test and set bit

6 SBITII gen.gen Test and set bit, interlocked.

6 CBin gen.gen Test and clear bit.

6 CBITII gen.gen Test and clear bit, interlocked.

6 IBITi gen.gen Test and invert bit.

B FFSI gen.gen Find first set bit.

BIT FIELDS

BK fields are values In memory tliat are not aligned to byte boundaries. Examples are PACKED arrays and records used in 1

Pascal. "Extract ' Instructions read and align a bit field. "Insert" Instructions write a bit field from an aligned source. |

Format Operation Operands Description

8 EXTi reg.gen.gen.disp Extract bit field (array oriented).

8 INSI reg.gen.gen.disp Insert bit field (array oriented).

7 EXTSi gen.gen.imm.imm Extract bit field (short form).

7 INSSi gen.gen.imm.imm Insert bit field (short form).

8 CVTP reg.gen.gen Convert to bit field pointer

ARRAYS
Format Operation Operands Description

8 CHECK! reg.gen.gen Index bounds check.

8 INDEX! reg.gen.gen Recursive indexing step for multiple-dimensional arrays.

(AW
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2.0 Architectural Description (continued)

TABLE 2-2. NS32C016 Instruction Set Summary (Continued)

COz STRINGS Options on all string instructions are:

o String instructions assign specific functions to the General B (Backward): Decrement strong pointers after each |

^ Purpose Registers: step rather than incrementing.

R4— Comparison Value U (Until match): End instruction if String 1 entry matches

1 R3 — Translation Table Pointer R4.

CM
«2 R2 — String 2 Pointer W (While match): End instniction if String 1 entry does not

(O
R1 — String 1 Pointer

match R4.

1 RO — Umit Count All string instmctions end when RO decrements to zero.

CO

o Format Operation Operands Description

^ 5 MOVSi options Move string 1 to string 2.

CO2 MOVST options Move string, translating bytes.

5 CMPSi options Compare string 1 to string 2.

CMPST options Compare, translating string 1 bytes.

5 SKPSi options SItip over string 1 entries.

SKPST options Skip, translating bytes for until/while.

JUMPS AND LINKAGE

Format Operation Operands Description

3 JUMP gen Jump.

BR disp Branch (PC Relative).

Bcond disp Conditional branch.

3 CASEi gen Multiway branch.

2 ACBI short,gen,disp Add 4-bit constant and branch If non-zero.

3 JSR gen Jump to subroutine.

1 BSR disp Branch to subroutine.

1 CXP disp Call external procedure

3

1

1

1

CXPD
SVC
FLAG

BPT

gen Call external procedure using descriptor.

Supervisor call.

Flag trap.

Breakpoint trap.

1 ENTER [reg list], disp Save registers and allocate stack frame (Enter Procedure).

1 EXIT [reg list] Restore registers and reclaim stack frame (Exit Procedure).

1 RET disp Return from subroutine.

1 RXP disp Return from external procedure call.

1 RETT disp Return from trap. (Privileged)

1 RETI Return from intemjpt. (Privileged)

CPU REGISTER MANIPULATION

Format Operation Operands Description

1 SAVE [reg list] Save general purpose registers.

1 RESTORE [reg list] Restore general purpose registers.

2 LPRI areg,gen Load dedicated register. (Privileged if PSR or INTBASE)

2 SPRi areg.gen Store dedicated register. (Privileged if PSR or INTBASE)

3 ADJSPi gen Adjust stack pointer.

3 BISPSRI gen Set selected bits in PSR. (Privileged if not Byte length)

3 BICPSRi gen Clear selected bits in HSH. (Privileged if not Byte length)

5 SETCFG [option list] Set configuration register. (Privileged)
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2.0 Architectural Description (continued)

TABLE 2-2. NS32C016 Instruction Set Summary (Continued)
|

FLOATING POINT
Format Operation Operands Description

11 MOVf gen.gen Move a floating point value.

9 MOVLF gen,gen Move and shorten a long value to standard.

9 MOVFL gen.gen Move and lengthen a standard value to long.

9 MOVif gen.gen Convert any integer to standard or long floating.

9 ROUNDfi gen.gen Convert to integer by rounding.

9 TRUNCfi gen.gen Convert to integer by truncating, toward zero.

9 FLOORfi gen.gen Convert to largest integer less than or equal to value.

11 ADDf gen.gen Add.

11 SUBf gen.gen Subtract.

11 MULf gen.gen Multiply.

11 DIVf gen.gen Divide.

11 CMR gen.gen Compare.

11 NEGf gen.gen Negate.

11 ABSf gen.gen Take absolute value.

9 LFSR gen Load FSR.

9 SFSR gen Store FSR.

MEMORY MANAGEMENT
Format Operation Operands Description

14 LMR mreg.gen Load memory management register. (Privileged)

14 SMR mreg.gen Store memory management register. (Privileged)

14 RDVAL gen Validate address for reading. (Privileged)

14 WRVAL gen Validate address for writing. (Privileged)

8 MOVSUi gen.gen Move a value from supervisor

space to user space. (Privileged)

8 MOVUSi gen.gen Move a value from user space

to supen/isor space. (Privileged)

MISCELLANEOUS
Format Operation Operands Description

1 NOP No operation.

1 WAIT Wait for interrupt.

1 DIA Diagnose. Single-byte "Branch to Self" for hardware

breai^pointing. Not for use in programming.

CUSTOM SLAVE
Format Operation Operands Description

15.5 CCALOc gen.gen Custom calculate.

15.5 CCALIc gen.gen

15.5 CCAL2C gen.gen

15.5 CCAL3C gen.gen

15.5 CMOVOc gen.gen Custom move.

15.5 CMOVIc gen.gen

15.5 CM0V2C gen.gen

15.5 CM0V3C gen.gen

15.5 CCMPOc gen.gen Custom compare.

15.5 CCMP1C gen.gen

15.1 GCVOci gen.gen Custom convert.

15.1 CX;V1ci gen.gen

15.1 CCV2ci gen.gen

15.1 CCV3ic gen.gen

15.1 CCV4DQ gen.gen

15.1 CCV5QD gen.gen

15.1 LCSR gen Load custom status register.

15.1 SCSR gen Store custom status register.

15.0 CATSTO gen Custom address/test. (Privileged)

15.0 CATST1 gen (Privileged)

15.0 LCR creg.gen Load custom register. (Privileged)

15.0 SCR creg.gen Store custom register. (Privileged)

O
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3.0 Functional Description

3.1 POWER AND GROUNDING

Power and ground connections for the NS32C016 are made
on four pins. On-cfiip logic is connected to power through

the logic power pin (VCCL, pin 48) and to ground through

the logic ground pin (GNDL, pin 24). On-chip output drivers

are connected to power through the buffer power pin

(VCCP, pin 29) and to ground through the buffer ground pin

(GNDB, pin 25). For optimal noise immunity, it is recom-

mended that single conductors be connected directly from

VCCL to VCCB and from GNDL to GNDB, as shown below

{Figure 3-1).

VCCL

»^ NS32C016

CPU

Is]

GNDL GNDB

-0+5V

25
_ . ^ OTHER GROUND
"

T CONNECTIONS

TL/EE/8S25-9

FIGURE 3-1. Recommended Supply Connections

3.2 CLOCKING

The NS32C016 inputs clocking signals from the NS32C201
Timing Control Unit [TCU), which presents two non-overlap-

ping phases of a single clock frequency. These phases are

called PHI1 (pin 26) and PHI2 (pin 27). Their relationship to

each other is shown in Figure 3-2.

Each rising edge of PHI1 defines a transition in the timing

state ("T-State") of the CPU. One T-State represents the

execution of one microinstruction within the CPU, and/or

one step of an external bus transfer. See Section 4 for com-

plete specifications of PHI1 and PHI2.

I* Hh
r

mri
NON-OVERLAPPING

TL/EE/B526-10

FIGURE 3-2. Clock Timing Relationships

As the TCU presents signals with very fast transitions, it is

recommended that the conductors canying PHI1 and PHI2

be kept as short as possible, and that they not be connect-

ed anywhere except from the TCU to the CPU and, if pres-

ent, the MMU. A TTL Clock signal (CTTL) is provided by the

TCU for all other clocking.

3.3 RESETTING

The RST/ABT pin serves both as a Reset for on-chip logic

and as the Abort input for Memory-Managed systems. For

its use as the Abort Command, see Section 3.5.4.

The CPU may be reset at any time by pulling the RST/ABT
pin low for at least 64 clock cycles. Upon detecting a reset,

the CPU terminates instruction processing, resets its inter-

nal logic, and clears the Program Counter (PC) and Proces-

sor Status Register (PSR) to all zeroes.

On appltoation of power, RST/ABT must be held low for at

least 50 fiS after Vcc is stable. This is to ensure that all on-

chip voltages are completely stable before operation.

Whenever a Reset is applied, it must also remain active

Vcc

PiST/Aif

n^Uh^^^
EG4 CLOCK
CYCLES

-fj-

-ESO;iUC-

FIGURE 3-3. PowerOn Reset Requirements

TL/EE/8525-11
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3.0 Functional Description (continued)

for not less than 64 clock cycles. The rising edge must oc-

cur while PHI1 Is high. See Figures 3-3 and 3-4.

The NS32C201 Timing Control Unit (TCU) provides circuitry

to meet the Reset requirements of the NS32C01 6 CPU. Fig-

ure 3-5a shows the recommended connections for a non-

Memory-Managed system. Figure 3-Sb shows the connec-

tions for a Memory-Managed system.

vce

Q

'^^Ul^R^
r

TL/EE/8525-12

FIGURE 3-4. General Reset Timing

RESET> ^>f-

EXTERNAL RESET
(OPTIONAL)

19

I
I i

RESET SWTTCH
(OPTIONAL)

Q
V

NS32C2ai
TCU

RSTI RSTO

;50/^sec

NS32C01S
CPU

SYSTEM RESET

FIGURE 3-5a. Recommended Reset Connections, Non-Memory-Managed System

Vcc

Q

1 r-. Q
EXTERNAL RESET

(OPTIONAL)

NS32C201
TCU

NS32082
MMU

TUEE/8525-13

NS32C016
CPU

RST/ABT

I 1

RESET SWITCH
(OPTIONAL)

TL/EE/8S25-14

FIGURE 3-5b. Recommended Reset Connections, Memory-Managed System

3.4 BUS CYCLES

The NS32C016 CPU has a strap option which defines the

Bus Timing Mode as either With or Without Address Trans-

lation. This section describes only bus cycles under the No
Address Translation option. For details of the use of the

strap and of bus cycles with address translation, see Sec-

tion 3.5.

The CPU will perform a bus cycle for one of the following

reasons:

1) To write or read data, to or from memory or a peripheral

Interface device. Peripheral input and output are memo-
ry-mapped In the Series 32000 family.

2) To fetch instructions Into the eight-byte instruction

queue. This happens whenever the bus would othenwise

be Idle and the queue Is not already full.

3) To acknowledge an intentjpt and allow external circuitry

to provkJe a vector numtjer, or to acknowledge comple-

tion of an Interrupt service routine.

4) To transfer information to or from a Slave Processor.

In terms of bus timing, cases 1 through 3 above are identi-

cal. For timing specifications, see Section 4. The only exter-

nal difference between them Is the four-bit code placed on

the Bus Status pins (ST0-ST3). Slave Processor cycles dif-

fer in that separate control signals are applied (Section

3.4.6).

The sequence of events in a non-Slave bus c^cle Is shown
In Figure 3-7 for a Read cycle and Figure 3-8 for a Write

cycle. The cases shown assume that the selected memory
or interface device Is capable of communicating with the

CPU at full speed. If it Is not, then cycle extension may be

requested through the RDY line (Section 3.4.1).
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3.0 Functional Description (continued)

A full-speed bus cycle Is performed in four cycles of tfie

PHI1 clock signal, labeled T1 througfi T4. Clock cycles not

associated with a bus cycle are designated Ti (for "Idle").

During TI, tfie CPU applies an address on pins AD0-AD15
and A16-A23. It also provides a low-going pulse on tfie

ADS pin, whicfi serees the dual purpose of informing exter-

nal circuitry that a bus cycle is starting and of providing con-

trol to an external latch for demultiplexing Address bits 0-

15 from the AD0-AD15 pins. See Figure 3-6. During this

time also the status signals DDIN, indicating the direction of

the transfer, and HBE, indicating whether the high byte

(AD8-AD15) is to be referenced, become valid.

During T2 the CPU switches the Data Bus, AD0-AD15, to

either accept or present data. Note that the signals A16-
A23 remain valid , and need not be latched. It also starts the

data strabe (OS), signaling the beginning of the data trans-

fer. Associated signals from the NS32C201 Timing Control

Unit are also activated at this time: RD (Read Strobe) or WR
(Write Strobe), TSO (Timing State Output, indicating that T2

has tieen reached) and DBE (Data Buffer Enable).

The T3 state provides for access time requirements, and it

occurs at least once in a bus cycle. At the end of T2, on the

falling edge of the PHI2 clock, the RDY (Ready) line is sam-

pled to determine whether the bus cycle will be extended

(Section 3.4.1).

If the CPU is performing a Read cycle, the Data Bus (ADO-

AD15) is sampled at the falling edge of PHI2 of the last T3

state, see Section 4. Data must, however, be held at least

until the beginning of T4. DS and RD are guaranteed not to

go inactive before this point, so the rising edge of either of

them may safely be used to disable the device providing the

input data.

TheT4 state finishes the bus cycle. At the beginning of T4,

the DS, RD, or WR, and TSO signals go inactive, and at the

rising edge of PHI2, DBE goes Inactive, having provided for

necessary data hold times. Data during Write cycles re-

mains valid from the CPU throughout T4. Note that the Bus

Status lines (ST0-ST3) change at the beginning of T4, an-

ticipating the following bus cycle (if any).

TL/EE/86Z5-15

FIGURE 3-6. Bus Connections

2-226



3.0 Functional Description (contmued)

NS32C016 CPU BUS SIGNALS

~J

J

n
ADDRESS VALID

\ r

STATUS VALID

V

T4 TlORTi

>-

X

w
)€

^
T r

f

NS32C201 TCU BUS SIGNALS

V

7

J
\

f

I

L

1

TL/EE/8525-16

FIGURE 3-7. Read Cycle Timing
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3.0 Functional Description (continued)

HORTi T1

NS32C01E CPU BUS SIGNALS

T2 T3 T» T1 OR Ti

ADDRESS VALID

fv/

T

TSO

ADDRESS
VALID K

STATUS VALID

_/

17

7

T

V

I

)€

)^

\J

7

NS32C201 TCU BUS SIGNALS

V

v

7

V

7

7

TL/EE/8525-17

FIGURE 3-8. Write Cycle Timing
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3.0 Functional Description (continued)

3.4.1 Cycle Extension

To allow sufficient strobe widths and access times for any

speed of memory or periplieral device, the NS32C016 pro-

vides for extension of a bus cycle. Any type of bus cycle

except a Slave Processor cycle can be extended.

In Figures 3-7 and 3-8, note that during T3 all bus control

signals from the CPU and TCU are flat. Therefore, a bus

cycle can be cleanly extended by causing the T3 state to be

repeated. This is the purpose of the RDY (Ready) pin.

At the end of T2 on the falling edge of PHI2, the RDY line is

sampled by the CPU. If RDY is high, the next T-states will be

T3 and then T4, ending the bus cycle. If it is sampled low,

then another T3 state will be inserted after the next T-state

and the RDY line will again be sampled on the falling edge

of PHI2. Each additional T3 state after the first is referred to

as a "wait state." See Figure 3-9.

The RDY pin is driven by the NS32C201 Timing Control

Unit, which applies WAIT States to the CPU as requested

on three sets of pins:

1 ) CWAIT (Continues WAIT), which holds the CPU in WAIT
states until removed.

2)

n n

WAIT1, WAIT2, WAIT4, WAITS (Collectively WAITn),

which may be given a four-bit binary value requesting a
specific number of WAIT States from to 15.

3) PER (Peripheral), which inserts five additional WAIT
states and causes the TCU to reshape the RD and WR
strobes. This provides the setup and hold times required

by most MOS peripheral interface devices.

Combinations of these various WAIT requests are both legal

and useful. For details of their use, see the NS32C201 TCU
Data Sheet.

Figure 3-10 illustrates a typical Read cycle, with two WAIT
states requested through the TCU WAITn pins.

T3
(WAm

u u u
n n.

NEXT NEXT
STATE: STATE

T3 T4
TL/EE/8525-18

FIGURE 3-9. RDY Pin Timing

3.4.2 Bus Status

The NS32C016 CPU presents four bits of Bus Status infor-

mation on pins ST0-ST3. The various combinations on

these pins indicate why the CPU is performing a bus cycle,

or, if it is idle on the bus, then why it is idle.

Referring to Figures 3-7 and 3-8, note that Bus Status leads

the corresponding Bus Cycle, going valid one clock cycle

before T1, and changing to the next state at T4. This allows

the system designer to fully decode the Bus Status and, if

desired, latch the decoded signals before ADS initiates the

Bus Cycle.

The Bus Status pins are interpreted as a four-bit value, with

STO the least significant bit. Their values decode as follows:

0000— The bus is idle because the CPU does not need

to perform a bus access.

0001 — The bus is idle because the CPU is executing

the WAIT instnjction.

(Reserved for future use.)

The bus is idle because the CPU is waiting for a

Slave Processor to complete an instruction.

Interrupt Acknowledge, Master.

The CPU is performing a Read cycle. To ac-

knowledge receipt of a Non-Maskable l^te^^lpt

(on NMI) it will read from address FFFFOOie,

but will ignore any data provided.

To acknowledge receipt of a Maskable Interrupt

(on INT) it will read from address FFFEOO-ie,

0010—
0011 —

0100-

expecting a vector number to be provided from

the Master NS32202 Interrupt Control Unit. If

the vectoring mode selected by the last

SETCFG instruction was Non-Vectored, then

the CPU will ignore the value it has read and will

use a default vector instead, having assumed

that no NS32202 is present. See Section 3.4.5.

01 01 — Interrupt Acknowledge, Cascaded.

The CPU is reading a vector number from a
Cascaded NS32202 Inten-upt Control Unit. The
address provided is the address of the

NS32202 Hardware Vector register. See Sec-

tion 3.4.5.

0110— End of Interrupt, Master.

The CPU is performing a Read cycle to indicate

that it Is executing a Return from Interrupt

(RETI) instruction. See Section 3.4.5.

01 1

1

— End of Inten-upt, Cascaded.

The CPU is reading from a Cascaded Inten-upt

Control Unit to indicate that it is returning

(through RETI) from an inten-upt service routine

requested by that unit. See Section 3.4.5.

1000— Sequential Instruction Fetch.

The CPU is reading the next sequential word

from the instruction stream into the Instruction

Queue. It will do so whenever the bus would

othenwise be Idle and the queue is not already

full.
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3.0 Functional Description (Continued)

HIEV. CYCLE

T4 0RTil T1

NS32C016 CPU BUS SIONALS
NEXT CYCLE

PHI 2

AD15
I

/

ADS
I

D-ST3

Doiii
I

HBF. r ^

DS [17

[17

[17

rj

Y\J\JUVJVJ\J\J\.

\J

ADDRESS VALID

y m̂m^y^

STATUS VALID

V

-).....(,

u
T

I
NS32C201 TCU EXTENSION SIGNALS

NS32C2ai TCU BUS SIGNALS

V

\

r

J

)e

L

)G

TL/EE/8525-19

FIGURE 3-10. Extended Cyde Example

Note: Arrows on CWAIT, PER, WAITn indicate points at which the TCU samples. Arrows on AD0-AD15 and

ROY indicate points at which the CPU samples.
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3.0 Functional Description (continued)

1001 — Non-Sequential Instruction Fetcli.

The CPU is performing the first fetch of instruc-

tion code after the Instruction Queue is purged.

This will occur as a result of any jump or branch,

or any inten'upt or trap, or execution of certain

instructions.

1 01 — Data Transfer.

The CPU is reading or writing an operand of an

instruction.

1011— Read RMW Operand.

The CPU is reading an operand which will sub-

sequently be modified and rewritten. If memory

protection circuitry would not allow the following

Write cycle, it must abort this cycle.

1 1 00— Read for Effective Address Calculation.

The CPU is reading information from memory in

order to determine the Effective Address of an

operand. This will occur whenever an insti-uc-

dressing mode.

1 101 — Transfer Slave Processor Operand.

The CPU is either transfening an instruction op-

erand to or from a Slave Processor, or it is issu-

ing the Operation Word of a Slave Processor

instruction. See Section 3.9.1.

1110— Read Slave Processor Status.

The CPU is reading a Status Word from a Slave

Processor. This occurs after the Slave Proces-

sor has signalled completion of an instruction.

The transferred word tells the CPU whether a

trap should be taken, and in some instructions it

presents new values for the CPU Processor

Status Register bits N, Z, L or F. See Section

3.9.1.

1 1 1

1

— Broadcast Slave ID.

The CPU is initiating the execution of a Slave

Processor instruction. The ID Byte (first byte of

the instruction) is sent to all Slave Processors,

one of which will recognize it. From this point

tine CPU is communicating with only one Slave

Processor. See Section 3.9.1.

3.4.3 Data Access Sequences

The 24-bit address provided by the NS32C016 is a byte

address; that is, it uniquely identifies one of up to

16,777,216 eight-bit memory locations. An important feature

of the NS32C016 is that the presence of a 16-bit data bus

imposes no restrictions on data alignment; any data item,

regardless of size, may be placed starting at any memory
address. The NS32C01 6 provides a special control signal,

High Byte Enable (HBE), which facilitates individual byte ad-

dressing on a 16-bit bus.

Memory is intended to be organized as two eight-bit banits,

each bank receiving the word address (Al -A23) in parallel.

One bank, connected to Data Bus pins AD0-AD7, is en-

abled to respond to even byte addresses; i.e., when the

least significant address bit (AO) is low. The other bank,

connected to Data Bus pins AD8-AD15, is enabled when
HBE is low. See Figure 3-11.

AO(LBE)

TU/EE/'e525-20

FIGURE 3-1 1. Memory Interface

Any bus cycle falls into one of three categories: Even Byte

Access, Odd Byte Access, and Even Word Access. All ac-

cesses to any data type are made up of sequences of these

cycles. Table 3-1 gives the state of AO and HBE for each

category.

TABLE 3-1. Bus Cycle Categories

Category

Even Byte

Odd Byte

Even Word

Accesses of operands requiring more than one bus cycle

are performed sequentially, with no idle T-States separating

them. The number of bus cycles required to transfer an op-

erand depends on its size and its alignment (i.e., whether it

starts on an even byte address or an odd byte address).

Table 3-2 lists the bus cycle performed for each situation.

For the timing of AO and HBE, see Sectkjn 3.4.
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3.0 Functional Description (continued)

Cycle Type

TABLE 3-2. Access Sequences

Address HIE AO High Bus Low Bus

O
<M«

(D

U
tn

Odd Byte

Even Byte

Even Word

Even Word

A. Odd WordAccess Sequence

A
A+1

B. Even Double-WordAccess Sequence

A
A + 2

BYTE1 BYTEO

ByteO

Don't Care

Byte1

Byte 3

Don't Care

Byte1

BYTES BYTE 2 BYTE1 BYTEO

ByteO

Byte 2

Odd Byte

Even Word

Even Byte

C. Odd Double-WordAccess Sequence

A

A+1
A+3

BYTE 3 BYTE 2 BYTE1 BYTEO

ByteO

Byte 2

Don't Care

Don't Care

Bytel

Byte 3

D. Even Quad-WordAccess Sequence

BYTE? BYTES BYTE 5 BYTE 4 BYTE 3 BYTE 2 BYTE1 BYTEO

Even Word

Even Word

A
A+2

Other bus cycles (instruction prefetch or siave) can occur here.

3 Even Word A+4
4 Even Word A+6

Bytel

Byte 3

Byte 5

Byte?

ByteO

Byte 2

Byte 4

Byte 6

£ Odd Quad-WordAccess Sequence

BYTE? BYTES BYTE 5 BYTE 4 BYTE 3 BYTE 2 BYTE1 BYTEO

1 Odd Byte A
2 Even Word A+1
3 Even Byte A+3 1

Other bus cycies (instruction prefetch or slave) can occur here.

4 Odd Byte A+4
5 Even Word A + 5

6 Even Byte A + 7 1

ByteO

Byte 2

Don't Care

Byte 4

Byte 6

Don't Care

Don't Care

Bytel

Byte 3

Don't Care

Bytes

Byte?
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3.0 Functional Description (continued)

3.4.3.1 Bit Accesses

The Bit Instructions perform byte accesses to the byte con-

taining the designated bit. The Test and Set Bit Instruction

(SBIT), for example, reads a byte, alters It, and rewrites it,

having changed the contents of one bit.

3.4.3.2 Bit Field Accesses

An access to a Bit Field in memory always generates a Dou-

ble-Word transfer at the address containing the least signifi-

cant bit of the field. The Double Word is read by an Extract

instruction; an Insert instruction reads a Double Word, modi-

fies it, and rewrites it.

3.4.3.3 Extending Multipiy Accesses

The Extending Multiply Instruction (MEI) will return a result

which is twice the size in bytes of the operahd it reads. If the

multiplicand Is in memory, the most-significant half of the

result is written first (at the higher address), then the least-

significant half. This Is done in order to support retry if this

instruction is atiorted.

3.4.4 instruction Fetches

Instnjctions for the NS32C016 CPU are "prefetched"; that

is, they are input before being needed into the next available

entry of the eight-byte Instruction Queue. The CPU performs

two types of Instruction Fetch cycles: Sequential and Non-

Sequential. These can be distinguished from each other by

their differing status combinations on pins ST0-ST3 (Sec-

tion 3.4.2).

A Sequential Fetch wll be performed by the CPU whenever

the Data Bus would othenwise be idle and the Instruction

Queue is not currently full. Sequential Fetches are always

Even Word Read cycles (Table 3-1).

A Non-Sequential Fetch occurs as a result of any break in

the normally sequential flow of a program. Any jump or

branch Instruction, a trap or an intermpt will cause the next

Instruction Fetch cycle to be Non-Sequential. In addition,

certain instructions flush the instruction queue, causing the

next instruction fetch to display Non-Sequential status. Only

the first bus cycle after a break displays Non-Sequential

status, and that cycle is either an Even Word Read or an

Odd Byte Read, depending on whether the destination ad-

dress is even or odd.

3.4.5 Interrupt Control Cycles

Activating the iNT or NMl pin on the CPU will initiate one or

more bus cycles whose purpose is interrupt control rather

than the transfer of instructions or data. Execution of the

Return from Inten'upt Instruction (RETI) will also cause Inter-

rupt Control bus cycles. These differ from instruction or data

transfers only in the status presented on pins ST0-ST3. All

Interrupt Control cycles are single-byte Read cycles.

This section describes only the Interrupt Control sequences

associated with each interrupt and with the return from its

sen/ice routine. For full details of the NS32C016 interrupt

structure, see Section 3.8.
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3.0 Functional Description (continued)

TABLE 3-3. Interrupt Sequences

Cycle Status Address DDIN HBE AO High Bus Low Bus

A. Non-Maskable Interrupt ControlSerpmnces.

Interrupt Acknowledge

1 0100 FFFFOO16 1 Don't Care Don't Care

Interrupt Return

None: Performed through Return from Trap (RETT) instruction.

B. Non-Vectored Irrtemipt Control Sequences.

Interrupt Acknowledge

1 0100 hl-l-bOOie 1 Don't Care Don't Care

Interrupt Return

None: Performed through Return from Trap (Rb 1 1 ) instruction.

C. Vectored InterruptSequences: Non-Cascaded.

Interrupt Acknowledge

1 0100 FFFEOO16 1 Don't Care Vector:

Range: 0-127

Interrupt Return

1 0110 FFFEOO16 1 Don't Care Vector Same as

in Previous Int.

Ack. Cycle

D. VectoredIntenvpt Sequences: Cascaded.

Interrupt Acknowledge

1 0100 FFFEOO16 1 Don't Care Cascade Index:

range -16to-1

(The CPU here uses the Cascade Index to find the Cascade Address.)

2 0101 Cascade lor Oor Vector, range 0-255; on appropriate

Address 0' 1* half of Data Bus for even/odd address

Interrupt Return

1 0110 l-l-l-b00i6 1 Don't Care Cascade Index:

same as in

previous Int.

Ack. Cycle

(The CPU here uses the Cascade Index to find the Cascade Address.)

2 0111 Cascade lor Oor Don't Care

Address 0* 1'

Don't Care

• If the Cascaded ICU Address is Even (AO is low), men the CPU applies HBE high and reads the vector number torn bits 0-7 of the Data Bus.

If the address is Odd (AO is high), then the CPU applies RHE low and reads the vector number from bits 8-1 S of the Data Bus. The vector number may be in the
range 0-255.
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3.0 Functional Description (continued)

3.4.6 Slave Processor Communication

In addition to its use as ttie Address Transiation strap (Sec-

tion 3.5.1), the AT/SPC pin is used as the data strobe for

Slave Processor transfers. In this role, it is referred to as

Slave Processor Control (SPC). In a Slave Processor bus

cycle, data is transferred on the Data Bus (AD0-AD15), and

the status lines ST0-ST3 are monitored by each Slave

Processor in order to determine the type of transfer being

performed. SPC is bidirectional, but is driven by the CPU
during all Slave Processor bus cycles. See Section 3.9 for

full protocol sequences.

PREV CYCLE

T4orTi

AD(0.15)

«f/SPC
!^C=^

NS32C016
CPU

D(Q-15)

SPC

SLAVE
PROCESSOR

TL/EE/B525-21

FIGURE 3-12. Slave Processor Connections

NEXT CYCLE

TIORTi

MOO

at

w
O
at

w
oo

TUEE/8526-22

Notes:

(1) CPU samples Data Bus here.

(2) Sbe and all other NS32C201 TCU bus signals remain inactive because no ADS pulse is received from the CPU.

FIGURE 3-13. CPU Read from Slave Processor
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3.0 Functional Description (continued)

3.4.6.1 Slave Processor Bus Cycles

A Slave Processor bus cycle always takes exactly two clock

cycles, labeled T1 and T4 (see Figures 3-13 and 3-14).

During a Read cycle , SPC is activated at T1, data is sam-

pled at T4, and SPG is removed. The Cycle Status pins lead

the cycle by one clock period, and are sampled at the lead-

ing edge of SPC. During a Write cycle, the CPU applies data

and activates SPC at T1 , removing SPC at T4. The Slave
Processor latches status on the leading edge of SPC and
latches data on the trailing edge.

Since the CPU does not pulse the Address Strobe (ADS),

no bus signals are generated by the NS32C201 Timing Con-

trol Unit. The direction of a transfer is determined by the

sequence ("protocol") established by the instruction under

PREV. CYCLE
I

T4 0RTi

execution; but the CPU indicates the direction on the DDIN
pin for hardware debugging purposes.

3.4.6.2 Slave Operand Transfer Sequences

A Slave Processor operand is transferred in one or more
Slave bus cycles. A Byte operand is transferred on the

least-significant byte of the Data Bus (AD0-AD7), and a
Word operand Is transferred on the entire bus. A Double

Word is transfen'ed in a consecutive pair of bus cycles,

least-significant word first A Quad Word is transferred in

two pairs of Slave cycles, with other bus cycles possibly

occurring between them. The word order Is from least-signif-

icant word to most-significant.

NEXT CYCLE

nOBTi I

SPC [7

ST0-ST3

[

HBE

-(2)

[

Sg

[I'mk

7

\
0)

Y
DATA OUT I

x:
NEXT STATUS

X7

Y

Z

TL/EE/8625-23

Notes:

(1) Slave Processor samples Data Bus here.

(2) BBE. being provided by the NS32C201 TCU. remains Inactive due to the fact that no pulse is presented on ADS.
TCU signals RD, WR and TSO also remain inactive.

FIGURE 3-14. CPU Write to Slave Processor
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3.0 Functional Description (continued)

3.5 MEMORY MANAGEMENT OPTION

The NS32C016 CPU, in conlunction with the NS32082
Memory Management Unit (MMU), provides full support for

address translation, memory protection, and memory alloca-

tion techniques up to and including Virtual Memory.

3.5.1 Address Translation Strap

The Bus Interface Control section of the NS32G016 CPU
has two bus timing modes: With or Without Address Trans-

lation. The mode of operation is selected by the GPU by

sampling the AT/SPC (Address Translation/Slave Proces-

sor Control) pin on the rising edge of the RST (Reset) pulse.

If AT/SPC Is sampled as high, the bus timing is as previous-

ly described in Section 3.4. If it is sampled as low, two
changes occur

1) An extra clock cycle, Tmmu, is inserted into all bus
cycles except Slave Processor transfers.

2) The DS/fET pin changes in function from a Data
Strobe output (DS) to a Float Command Input (FTo.

The NS32082 MMU will itself pull the CPU AT/SPC pin low
when it is reset. In nor-Memory-Managed systems this pin

should be pulled up to Vcc through a 10 kfl resistor.

Note that the Address Translation strap does not specifical-

ly declare the presence of an NS32082 MMU, but only the

0)

toO

CO
CO

O
o>

w
roOo

..J
L_l

n n

HBE

/ADDRESS
VALID >

v/

n n n n

X

€

^

Ol

XJ
NEXT STATUS

L

1

'A

TL/EE/8525-24

FIGURE 3-15. Read Cycle with Address Translation (CPU Action)
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3.0 Functional Description (continued)

presence of external address translation circuitry. MMU in-

structions will still trap as being undefined unless the

SETCFG {Set Ctonfiguration) instruction is executed to de-

clare the MMU instruction set valid. See Section 2.1.3.

3.5.2 Translated Bus Timing

Figures 3-15 and 3-16 illustrate the CPU activity during a

Read cycle and a Write cycle in Address Translation mode.

The additional T-State, Tmmu, is inserted between T1 and

T2. During this time the CPU places AD0-AD15 and A16-

A23 into the TRI-STATE® mode, allowing the MMU to as-

sert the translated address and issue the physical address

strobe PAV. T2 through T4 of the cycle are identical to

their counter-parts without Address Translation, with the ex-

ception that the CPU Address lines A16-A23 remain in the

TRI-STATE condition. This allows the MMU to continue as-

serting the translated address on those pins.

Note that in order for the NS32082 MMU to operate correct-

ly, it must be set to the 32C016 mode by forcing A24 high

during reset.

Figures 3-17 anA 3-18 show a Read cycle and a Write cycle

as generated by the 32C016/32082/32C201 group. Note

that with the CPU ADS signal going only to the MMU, and

with the MMU PAV signal substituting for ADS everywhere

else, Tmmu through T4 look exactly like T1 through T4 in a

non-Memory-Managed system. For the connection diagram,

see Appendix 6.

-

T4 RTi n Tnimu X2 T3 T4 TIORTi

j

-{^
y.^ Vaddress

/J\
VALID •\- EXT AD

'/.

—._ _

\i%^/K VALID"r-k
1

!

DATA OUT YNEXTAOpn

i

I

w
\ / \ /

STAT us VALID y •XT STATUS

ifm1 VNEXT

^W///.^ MLID X NEXT

^W^/,^^^^%/ 1m,WA ^
TL/EE/8525-25

FIGURE 3-16. Write Cycle with Address Translation (CPU Action)
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3.0 Functional Description (continued)

[^

NS32C016 CPU BUS SIGNALS

TJ I T3

I ADDRESS
VALID% ADDRESS VALID

VIRTUAL PHYSICAL

ADDRESS
VALID

[^;
HBE O

V7

\J

JN/aooressX

f^
VALID ^y

vy

£)—-(

X

n_

)^

\j

X

NS32C201 TCU BUS SIGNALS

u
[=7

[J

V J

L

:/.

^-^
\

,

(

CO
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lOoo
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CO
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lOO
a>

CO
CO
lOO
o>

TL/EE/8525-26

FIGURE 3-17. Memory-Managed Read Cycle
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3.0 Functional Description (continued)

3.5.3 The FCf (Floai) Pin

The FLT pin Is used by the CPU for address translation

support. Activating FLT during Tmmu causes the CPU to

wait longer than Tmmu for address translation and valida-

tion. This feature is used occasionally by the NS32082 MMU
In order to update its internal translation Look-Aside Buffer

(TLB) from page tables in memory, or to update certain

status bits within them.

Figure 3-19 shows the effects of FLT. Upon sampling FLT

low, late in Tmmu, the CPU enters idle T-States (Tf) during

which it:

1) Sets AD0-AD15, A16-A23 and DDIN to the TRI-

STATE condition ("floating").

2) Sets HBE low.

3) Suspends further internal processing of the current in-

struction. This ensures ttiat the current instruction re-

mains abortable with retry. (See RST/ABT description,

Section 3.5.4.)

Note that the AD0-AD15 pins may be briefly asserted dur-

ing the first idle T-State. The above conditions remain in

effect until FLT again goes high. See the Timing Specifica-

tions, Section 4.

(AU
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noO
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TL/EE/8525-28

FIGURE 3-19. FLT Timing
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3.0 Functional Description (continued)

3.S.4 Aborting Bus Cycles

The RST/ABT pin, apart from its Reset function (Section

3.3), also serves as the means to "abort," or cancel, a bus

cycle and the instruction. If any, which initiated It. An Abort

request is distinguished from a Reset in that the RST/ABT
pin is held active for only one clock cycle.

If RST/ABT is pulled low during Tmmu or Tf, this signals

that the cycle must be atwrted. The CPU itself will enter T2

and then Ti, thereby terminating the cycle. Since it is the

MMU PAV signal which triggers a physical cycle, the rest of

the system remains unaware that a cycle was started.

The NS32082 MMU will abort a bus cycle for either of two

reasons:

1) The CPU is attempting to access a virtual address

which is not currently resident in physical memory. The

reference page must be brought into physical memory

from mass storage to make It accessible to the CPU.

2) The CPU Is attempting to perform an access which is

not allowed by the protection level assigned to that

page.

When a bus cycle is aborted by the MMU, the instruction

that caused It to occur is also aborted in such a manner that

it is guaranteed re-executable later. The information that is

changed irrecoverably by such a partly-executed instruction

does not affect its re-execution.

3.5.4.1 The Abort Interrupt

Upon aborting an instruction, the CPU immediately performs

an interrupt through the ABT vector In the Interupt Table

(see Section 3.8). The Return Address pushed on the Inter-

rupt Stack is the address of the atlorted instruction, so that

a Return from Trap (RETT) instruction will automatically re-

try it.

The one exception to this sequence occurs if the aborted

bus cycle was an Instruction prefetch. If so, it is not yet

certain that the atiorted prefetched code is to be executed.

Instead of causing an intenxjpt, the CPU only aborts the bus

cycle, and stops prefetching. If the information In the In-

struction Queue runs out, meaning that the instruction will

actually be executed, the ABT interrupt will occur. In effect

aborting the instruction that was tieing fetched.

3.5.4.2 Hardware Considerations

In order to guarantee instruction retry, certain rules must be

followed in applying an Abort to the CPU. These rules are

followed by the NS32082 Memory Management Unit.

1) If FLT has not been applied to the CPU, the Abort

pulse must occur during or before Tmmu. See the Tim-

ing Specifications, Figure 4-23.

If FLT has been applied to the CPU, the Abort pulse

must be applied before the T-State in which FLT goes

Inactive. The CPU will not actually respond to the Abort

command until FLT is removed. See Figure 4-24.

The Write half of a Read-Modify-Write operand access

may not be aborted. The CPU guarantees that this will

never be necessary for Memory Management funtions

by applying a special RMW status (Status Code 1011)

during the Read half of the access. When the CPU
presents RMW status, that cycle must be aborted if it

would be illegal to write to any of the accessed ad-

If RST/ABT is pulsed at any time other than as indicated

above, it will abort either the instruction currently under exe-

cution or the next instruction and will act as a very high-pri-

ority Interrupt. However, the program that was running at the

time Is not guaranteed recoverable.

3.6 BUS ACCESS CONTROL

The NS32C016 CPU has the capability of relinquishing Its

access to the bus upon request from a DMA device or an-

other CPU. This capability is implemented on the HOLD
(Hold Request) and HLDA (Hold Acknowledge) pins. By as-

serting HOLD low, an external device requests access to

the bus. On receipt of HLDA from the CPU, the device may
perform bus cycles, as the CPU at this point has set the

AD0-AD15, A16-A23, ADS, DDiN and HBE pins to the

TRl-STATE condition . To return control of the bus to the

CPU, the device sets HOLD inactive, and the CPU acknowl-

edges return of the bus by setting HLDA inactive.

How quickly the CPU releases the bus depends on whether

it is idle on the bus at the time tfie HOLD request is made,

as the CPU must always complete the current bus cycle.

Figure 3-20 shows the timing sequence when the CPU is

idle. In this case, the CPU grants the bus during the immedi-

ately following clock cycle. Rgure 3-21 shows the sequence

if the CPU is using the bus at the time that the HOLD re-

quest Is made. If the request Is made during or before the

clock cycle shown (two clock cycles before T4), the CPU
will release the bus during the clock cycle following T4. If

the request occurs closer to T4, the CPU may already have

decided to Initiate another bus cycle. In that case it will not

grant the bus until after the next T4 state. Note that this

situation will also occur if the CPU is idle on the bus but has

initiated a bus cycle Internally.

In a Memory-Managed system, the HLDA signal Is connect-

ed in a daisy-chain through the NS32082, so that the MMU
can release the bus if it is using it.
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3.0 Functional Description (continued)
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FIGURE 3-21. HOLD Timing, Bus initiaiiy Not idle
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3.0 Functional Description (continued)

3.7 INSTRUCTION STATUS

In addition to the four bits of Bus Cycle status (ST0-ST3),

the NS32C016 CPU also presents Instruction Status infor-

mation on three separate pins. These pins differ from STO-
ST3 in that they are synchronous to the CPU's internal in-

struction execution section rather than to its bus interface

section.

PFS (Program Flow Status) is pulsed low as each instruction

begins execution. It is intended for debugging purposes, and

is used that way by the NS32082 Memory Management
Unit.

U/S originates from the U bit of the Processor Status Regis-

ter, and indicates whether the CPU is cun-ently running in

User or Supervisor mode. It is sampled by the MMU for

mapping, protection and debugging purposes. Although it is

not synchronous to bus cycles, there are guarantees on its

validity during any given bus cycle. See the Timing Specifi-

cations, Figure 4-22.

ILO (Interlocked Operation) is activated during an SBITI (Set

Bit, Interlocked) or CBITI (Clear Bit, Interlocked) instruction.

It is made available to external bus arbitration circuitry In

order to allow these instructions to implement the sema-

phore primitive operations for multi-processor communica-

tion and resource sharing. As with the U/S pin, there are

guarantees on its validity during the operand accesses per-

formed by the instructions. See the Timing Specification

Section, Figure 4-20.

3.8 NS32C016 INTERRUPT STRUCTURE

INT, on which maskable interrupts may be requested,

NMI, on which non-maskable interrupts may be request-

ed, and

RST/ABT, which may be used to abort a bus cycle and

any associated instruction. See Section 3.5.4.

In addition, there is a set of internally-generated "traps"

which cause interrupt service to be performed as a result

either of exceptional conditions (e.g., attempted division by
zero) or of specific instructions whose purpose is to cause a
trap to occur (e.g., the Supervisor Call instruction).

3.8.1 General Interrupt/Trap Sequence

Upon receipt of an interrupt or trap request, the CPU goes
through four major steps:

1) Adjustment of Registers.

Depending on the source of the interrupt or trap, the

CPU may restore and/or adjust the contents of the

Program Counter (PC), the Processor Status Register

(PSR) and the currently-selected Stack Pointer (SP). A
copy of the PSR is made, and the PSR is then set to

reflect Supervisor Mode and selection of the Intemjpt

Stack.

2) Saving Processor Status.

The PSR copy is pushed onto the Inten-upt Stack as a
16-bit quantity.

3) Vector Acquisition.

A Vector is either obtained from the Data Bus or is

supplied by default.

4) Service Call.

The Vector is used as an index into the Inten^pt Dis-

patch Table, whose base address is taken from the

CPU Inten-upt Base (INTBASE) Register. See Figure

3-22. A 32-bit External Procedure Descriptor is read

from the table entry, and an External Procedure Call is

performed using it. The MOD Register (16 bits) and

Program Counter (32 bits) are pushed on the Interrupt

Stack.
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FIGURE 3-22. Interrupt Dispatch and Cascade Tables
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3.0 Functional Description (continued)

This process is illustrated In Figure 3-23, from the viewpoint

of the programmer.

Full sequences of events In processing Interrupts and traps

may be found as follows:

Interrupt on INT or NMI pin:

Abort Inten-upt:

Traps (except Trace):

Trace Trap:

Section 3.8.7.1.

Section 3.8.7.4.

Section 3.8.7.2.

Section 3.8.7.3.

oO
CM
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CO
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oo
CM

(O

RETURN ADDRESS
(PUSH)

STATUS MODULE
(PUSH)

PSR MOD INTERRUPT

STACK

' 32 BITS

TUEE/8526-32

INTBASE REGISTER

INTERRUPT BASE

VECTOR

i»TBASE •—

(S) -^

CASCADE TABLE

DISPATCH

TABLE

DESCRIPTOR (32 BITS)

0-

16 16 -

OFFSET MODULE

"x:
MOD REGISTER

NEW MODULE -^

MODULE TABLE ENTRY
32

STATIC BASE POINTER

LINK BASE POINTER

PROGRAM BASE POINTER

(RESERVED)

PROGRAM COUNTER

ENTRY POINT ADDRESS

D MODULE TABLE

MODULE TABLE ENTRY

SB REGISTER

_^ NEW STATIC BASE

TL/EE/8525-33

FIGURE 3-23. Interrupt/Trap Service Routine Calling Sequence
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3.0 Functional Description (continued)

3.8.2 Interrupt/Trap Return

To return control to an Interrupted program, one of two In-

structions Is used, the RETT (Return from Trap) Instnjctlon

{Figure 3-24) restores the PSR, MOD, PC and SB registers

to their previous contents and, since traps are often used

deliberately as a call mechanism for Supervisor Mode pro-

cedures, It also discards a specified number of bytes from

the original stack as surplus parameter space. RETT Is used

to return from any trap or Interrupt except the Masloble

Intenupt For this, the RETI (Return from Interrupt) Instnjc-

tion Is used, wtilch also Informs any external Internipt Con-

trol Units that Inten-upt service has completed. Since Inter-

rupts are generally asynchronous external events, RETI

does not pop parameters. See Figure 3-25.

3.8.3 IMasloble Interrupts (The INT Pin)

The INT pin Is a level-sensitive Input. A continuous low level

Is allowed for generating multiple Interrupt requests. The

Input Is maskable, and Is therefore enabled to generate In-

terrupt requests only while the Processor Status Register I

bit Is set. The I bit is automatically cleared during service of

an INT, NMI or Abort request, and Is restored to its original

setting upon return from the intenupt service routine via the

RETT or RETI instruction.

The iNT pin may be configured via the SETCFG instruction

as either Non-Vectored (CFG Register bit 1 = 0) or Vectored

(bit 1 = 1).

3.8.3.1 Non-Vectored Mode

In the Non-Vectored mode, an interrupt request on the iNT
pin will cause an Interrupt Acknowledge bus cycle, but the

CPU will Ignore any value read from the bus and use Instead

a default vector of zero. This mode is useful for small sys-

tems in which hardware Interrupt prioritization is unneces-

sary.

PROGRAM COUNTER
(POP)

(POP)

STATUS M

PSR MOD
INTERRUPT

INDULE TABI.E ENTRY

STATIC BASE POINTER

LINK BASE POINTER

PROGRAM BASE POINTER

(RESERVED)

L

PARAMETERS

STACK SELECTED

IN NEWLY-

POPPED PSR.

POPAND
DISCARD

TL/EE/8525-34

FIGURE 3-24. Return from Trap (RETT n) Instruction Flow
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FIGURE 3-25. Return from Interrupt (RET 1) Instruction Flow
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3.0 Functional Description (continued)

3.8.3.2 Vectored Mode: Non-Cascaded Case

In the Vectored mode, the CPU uses an Interrupt Control

Unit (ICU) to prioritize up to 16 Interrupt requests. Upon re-

ceipt of an Interrupt request on the INT pin, the CPU per-

forms an "Interrupt Acknowledge, Master" bus cycle (Sec-

tion 3.4.2) reading a vector value from the low-order byte of

the Data Bus. This vector is then used as an index into the

Dispatch Table In order to find the External Procedure De-

scriptor for the proper interrupt service procedure. The serv-

ice procedure eventually returns via the Return from Inter-

rupt (RETI) instruction, which performs an End of Interrupt

bus cyde, informing the ICU that it may re-prioritize any in-

terrupt requests still pending. The ICU provides the vector

number again, which the CPU uses to determine whether it

needs also to inform a Cascaded ICU (see below).

In a system with only one ICU (16 levels of interrupt), the

vectors provided must be in the range of through 127; that

is, they must be positive numbers In eight bits. By providing

a negative vector number, an ICU flags the interrupt source

as being a Cascaded ICU (see below).

3.8.3.3 Vectored Mode: Cascaded Case

In order to allow up to 256 levels of interrupt, provision Is

made both In the CPU and in the NS32202 Interrupt Control

Unit (ICU) to transparently support cascading. Figure 3-27

shows a typical cascaded configuration. Note that the Inter-

rupt output from a Cascaded ICU goes to an Interrupt Re-

quest input of the Master ICU, which is the only ICU which

drives the CPU INT pin.

In a system which uses cascading, two tasks must be per-

formed upon initialization:

1) For each Cascaded ICU in the system, the Master ICU

must be informed of the line number (0 to 1 5) on which

it receives the cascaded requests.

2) A Cascade Table must be established In memory. The
Cascade Table is located in a NEGATIVE direction

from the location indicated by the CPU Interrupt Base
(INTBASE) Register. Its entries are 32-bit addresses.

pointing to the Vector Registers of each of up to 16

Cascaded ICUs.

Figure 3-22 illustrates the position of the Cascade Table. To
find the Cascade Table entry for a Cascaded ICU, take Its

Master ICU line number (0 to 15) and subtract 16 from it,

giving an index in the range - 1 6 to - 1 . Multiply this value

by 4, and add the resulting negative number to the contents

of the INTBASE Register. The 32-bit entry at this address

must be set to the address of the Hardware Vector Register

of the Cascaded ICU. This is referred to as the "Cascade
Address."

Upon receipt of an interrupt request from a Cascaded ICU,

the Master ICU interrupts the CPU and provides the nega-

tive Cascade Table index instead of a (positive) vector num-
ber. The CPU, seeing the negative value, uses it as an index

into the Cascade Table and reads the Cascade Address

from the referenced entry. Applying this address, the CPU
performs an "Interrupt Acknowledge, Cascaded" bus cycle

(Section 3.4.2), reading the final vector value. This vector is

Interpreted by the CPU as an unsigned byte, and can there-

fore be in the range of through 255.

In returning from a Cascaded interrupt, the service proce-

dure executes the Return from Interrupt (RETI) Instruction,

as it would for any Maskable Interrupt. The CPU performs

an "End of Inten'upt, Master" bus cycle (Section 3.4.2),

whereupon the Master ICU again provides the negative

Cascaded Table index. The CPU, seeing a negative value,

uses It to find the corresponding Cascade Address from the

Cascade Table. Applying this address, it performs an "End
of Interoipt, Cascaded" bus cycle (Section 3.4.2), informing

the Cascaded ICU of the completion of the service routine.

The byte read from the Cascaded ICU is discarded.

Note: If an interrupt must be masked off, the CPU can do so by setting tiie

corresponding bit in tfie Interrupt iWask Register of the Inten-upt Con-

troller. However, if an interrupt is set pending during the CPU instruc-

tion that masks off that Inten'upt, the CPU may still perfomi an inter-

rupt acknowledge cycle following that instruction since it might have

sampled the INT line before the ICU deasserted it. This could cause

the ICU to provide an invalid vector. To avoid this problem the above

operation should be performed with the CPU interrupt disabled.
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FIGURE 3-26. Interrupt Control Unit Connections (16 Levels)
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3.0 Functional Description (continued)
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FIGURE 3-27. Cascaded Interrupt Control Unit Connections

3.8.4 Non-Maskable Interrupt (The NMI Pin)

The Non-Maskable Intermpt is triggered whenever a falling

edge is detected on the NMI pin. The CPU performs an

"Intemjpt Acknowledge, Master" bus cycle (Section 3.4.2)

when processing of this interrupt actually begins. The Inter-

njpt Acknowledge cycle differs from that provided for Mask-

able Inten'upts In that the address presented is FFFFOOie-

The vector value used for the Non-Maskable Interrupt Is

taken as 1 , regardless of the value read from the bus.

The service procedure returns from the Non-Maskable In-

ternjpt using the Return from Trap (RETT) instruction. No
special bus cycles occur on return.

For the full sequence of events in processing the Non-

Maskable Intemjpt, see Section 3.8.7.1.

3.8.5 Traps

A trap is an internally-generated interrupt request caused as

a direct and Immediate result of the execution of an instruc-

tion. The Return Address pushed by any trap except Trap

(TRC) below is the address of the first byte of the instnjction

during which the trap occurred. Traps do not disable inter-

rupts, as they are not associated with external events. Traps

recognized by NS32C016 CPU are:

Trap (SLAVE): An exceptional condition was detected by

the Floating Point Unit or another Slave Processor during

the execution of a Slave Instruction. This trap Is requested

via the Status Word returned as part of the Slave Processor

Protocol (Section 3.9.1).
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3.0 Functional Description (Continued)

Trap (ILL): Illegal operation. A privileged operation was at-

tempted while the CPU was In User Mode (PSR bit U = 1).

Trap (SVC): The Supervisor Call (SVC) Instruction was exe-

cuted.

Trap (DVZ): An attempt was made to divide an Integer by
zero. (The FPU trap Is used for Roating Point division by

zero.)

Trap (FLQ): The FLAG instnjctlon detected a "1" In the

CPU PSR F bit

Trap (BPT): The Breakpoint (BPT) Instruction was execut-

ed.

Trap (TRC): The Instruction just completed is being traced.

See below.

Trap (UND): An undefined opcode was encountered by the

CPU.

A special case Is the Trace Trap (TRC), which Is enabled by

setting the T bit In the Processor Status Register (PSR). At

tfie beginning of each Instruction, the T bit Is copied Into the

PSR P (Trace "Pending") bit. If the P bit Is set at the end of

an Instruction, then the Trace Trap Is activated. If any other

trap or interrupt request Is made during a traced Instruction,

Its entire service procedure is allowed to complete before

the Trace Trap occurs. Each interrupt and trap sequence
handles the P bit for proper tracing, guaranteeing one and
only one Trace Trap per Instruction, and guaranteeing that

the Return Address pushed during a Trace Trap Is always

the address of the next instruction to be traced.

3.8.6 Prioritization

The NS32C016 CPU Internally prioritizes simultaneous inter-

rupt and trap requests as follows:

1

)

Traps other than Trace (Highest priority)

2) Abort

3) Non-Maskable Inten'upt

4) Maskable Interrupts

5) Trace Trap (Lowest priority)

3.8.7 Interrupt/Trap Sequences: Detail Flow

For purposes of the following detailed discussion of Inter-

rupt and trap service sequences, a single sequence called

"Service" is defined In Figure 3-28. Upon detecting any in-

termpt request or trap condition, the GPU first performs a
sequence dependent upon the type of intemjpt or trap. This

sequence will Include pushing the Processor Status Regis-

ter and establishing a Vector and a Return Address. The
CPU then performs the Service sequence.

For the sequenced followed In processing either Maskable
or Non-Maskable Inten-upts (on the INT or NMI pins, respec-

tively), see Section 3.8.7.1. For Abort interrupts, see Section

3.8.7,4. For the Trace Trap, see Section 3.8.7.3, and for all

other traps see Section 3.8.7.2.

3.8.7.1 Maskable/Non-Maskable Interrupt Sequence

This sequence Is performed by the CPU when the NMI pin

receives a falling edge, or the INT pin becomes active with

the PSR I bit sat. The interrupt sequence begins either at

the next instruction boundary or. In the case of the String

Instructions, at the next interruptible point during Its execu-

tion.

9.

If a String instruction was interrupted and not yet com-
pleted:

a. Clear the Processor Status Register P bit.

b. Set "Return Address" to the address of the first

byte of the interrupted instruction.

Otherwise, set "Return Address" to the address of the
next instruction.

Copy the Processor Status Register (PSR) Into a tem-
porary register, then clear PSR bits S, U, T, P and I.

If the interrupt Is Non-Maskable:

a. Read a byte from address FFFFOOie, applying

Status Code 0100 (Interrupt Acknowledge, Mas-
ter: Section 3.4.2). Discard the byte read.

b. Set "Vector" to 1.

c. Go to Step 8.

If the interrupt is Non-Vectored:

a. Read a byte from address FFFFOO16, applying

Status Code 0100 (Interrupt Acknowledge, Mas-
ter Section 3.4.2). Discai-d the byte read.

b. Set "Vector" to 0.

0. Go to Step 8.

Here the Interrupt is Vectored. Read "Byte" from ad-

dress FFFEOO16, applying Status Code 0100 (Interrupt

Acknowledge, Master: Section 3.4.2).

If "Byte" 2: 0, then set "Vector" to "Byte" and go to

Step 8.

If "Byte" Is in the range -16 through -1, then the

Interrupt source Is Cascaded. (More negative values

are reserved for future use.) Perform the following:

a. Read the 32-bit Cascade Address from memory.
The address Is calculated as INTBASE + 4* Byte.

Read "Vector," applying the Cascade Address

just read and Status Code 0101 (Intemjpt Ac-

knowledge, Cascaded: Section 3.4.2).

Push the PSR copy (from Step 2) onto the Interrupt

Stack as a 16-blt value.

Perform Service (Vector, Return Address), Figure 3-28.

b.

4)

Service (Vector, Return Addrees):

1) Read the 32-bit External Procedure Descriptor from the interrupt Dis-

patch Table: address is VectorM + INTBASE Register contents.

2) Move the Module field of the Descriptor into the MOO Register.

3) Read the new Static Base pointer from the memory address contained

in MOD, placing it into the SB Register.

Read the Program Base pointer from memory address MOD+8, and
add to it the Offset field from the Descriptor, placing the result In the

Program Counter.

5) Flush Queue: Non-sequentially fetch first instniction of Interrupt Rou-

tine.

6) Push MOD Register onto the interrupt Stack as a 16-bit value. (The

PSR has already been pushed as a 16-bit value.)

7) Push the Return Address onto the Interrupt Stack as a 32-bit quantity.

FIGURE 3-28. Service Sequence
Invoked during all interrupt/trap sequences
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3.0 Functional Description (continued)

3.8.7.2 Trap Sequence: Traps Other Than Trace

1) Restore the cun-ently selected Stack Pointer and the

Processor Status Register to their original values at the

start of the trapped Instmctlon.

2) Set "Vector" to the value corresponding to the trap

type.

SLAVE: Vector=3.

ILL: Vector=4.

SVC: Vector =5.

DVZ: Vector=6.

FLG: Vector =7.

BPT: Vector =8.

UND: Vector=10.

3) Copy the Processor Status Register (PSR) into a tem-

porary register, then clear PSR bits S, U, P and T.

4) Push the PSR copy onto the Intermpt Stack as a 1 6-bit

value.

5) Set "Return Address" to the address of the first byte of

the trapped Instruction.

6) Perform Service (Vector, Return Address), r^ure 3-28.

3.8.7.3 Trace Trap Sequence

1

)

In the Processor Status Register (PSR), clear the P bit

2) Copy the PSR Into a temporary register, then clear

PSR bits S, U and T.

3) Push the PSR copy onto the Interrupt Stack as a 16-bit

value.

4) Set "Vector" to 9.

5) Set "Return Address" to the address of the next in-

struction.

6) Perform Sen/ice (Vector, Return Address), Figure 3-28.

3.8.7.4 Abort Sequence

1

)

Restore the cunently selected Stack Pointer to Its origi-

nal contents at the tieginning of the aborted instruction.

2) Clear the PSR P bit.

3) Copy the PSR Into a temporary register, then clear

PSR bits S, U, T and I.

4) Push the PSR copy onto the Intemjpt Stack as a 1 6-bit

value.

5) Set "Vector" to 2.

6) Set "Return Address" to the address of the first byte of

the aborted Instruction.

7) Perform Service (Vector, Return Address), Figure 3-28.

3.9 SLAVE PROCESSOR INSTRUCTIONS

The NS32C01 6 CPU recognizes three groups of instnjctions

as being executable by external Slave Processors:

Floating Point Instruction Set

Memory Management Instruction Set

Custom Instmctlon Set

Each Slave instruction Set Is validated by a bit in the Config-

uration Register (Section 2.1 .3). Any Slave Instruction which

does not have its corresponding Configuration Register bit

set will trap as undefined, without any Slave Processor com-

munication attempted by the CPU. This allows software sim-

ulation of a non-existent Slave Processor.

3.9.1 Slave Processor Protocol

Slave Processor instnjctions have a three-byte Basic In-

struction field, consisting of an ID Byte followed by an Oper-

ation Word. The ID Byte has three functions:

1) It identifies the Instruction as being a Slave Processor

instruction.

2) It specifies which Slave Processor will execute it.

3) It determines the format of the following Operation

Word of the instruction.

Upon receiving a Slave Processor instruction, the CPU Initi-

ates the sequence outlined In Rgure 3-29. While applying

Status Code 1111 (Broadcast ID, Section 3.4.2), the CPU
transfers the ID Byte on the least-significant half of the Data

Bus (AD0-AD7). All Slave Processors input this byte and

decode it. The Slave Processor selected by the ID Byte is

activated, and from this point the CPU is communicating

only with it. If any other slave protocol was in progress (e.g.,

an aborted Slave instruction), this transfer cancels It.

The CPU next sends the Operation Word while applying

Status Code 1101 (Transfer Slave Operand, Section 3.4.2).

Upon receiving it, the Slave Processor decodes it, and at

this point both the CPU and the Slave Processor are aware

of the number of operands to be transferred and their sizes.

The Operation Word is swapped on the Data Bus; that Is,

bits 0-7 appear on pins AD8-AD15 and bits 8-15 appear

on pins AD0-AD7.

Using the Addressing Mode fields within the Operation

Word, the CPU starts fetching operands and issuing them to

the Slave Processor. To do so, it references any Addressing

Mode extensions which may be appended to the Slave

Processor instruction. Since the CPU is solely responsible

tor memory accesses, these extensions are not sent to the

Slave Processor. The Status Code applied is 1 101 (Transfer

Slave Processor Operand, Section 3.4.2).

Status Combinations:

Send ID (ID): Code 1111

Xfer Operand (OP): Code 1 101

Read Status (ST): Code 1110

Step Status Action

CPU Send ID Byte.

CPU Sends Operation Word.

CPU Sends Required Operands.

Slave Starts Execution. CPU Pre-Fetches.

Slave Pulses SPC Low.

CPU Reads Status Word. (Trap? Alter Flags?)

CPU Reads Results (If Any).

FIGURE 3-29. Slave Processor Protocol

1 ID

2 OP
3 OP
4 —
5 —
6 ST

7 OP
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3.0 Functional Description (continued)

After the CPU has issued the last operand, the Slave Proc-

essor starts the actual execution of the Instruction. Upon
completion, It will signal the CPU by pulsing SRC low. To
allow for this, and for the Address Translation strap func-

tion, AT/SPC is normally held high only by an internal pull-

up device of approximately 5 kH.

While the Slave Processor Is executing the instruction, the

CPU Is free to prefetch instructions into Its queue. If It fills

the queue before the Slave Processor finishes, tfie CPU will

wait, applying Status Code 0011 (Waiting for Slave, Section

3.4.2).

Upon receiving the pulse on SPC, the CPU uses SPC to

read a Status Word from the Slave Processor, applying

Status Code 1110 (Read Slave Status, Section 3.4.2). This

word fias the format sfrawn in Figure 3-30. If the Q bit

("Quit", Bit 0) is set, this Indicates that an error was detect-

ed by the Slave Processor. The CPU will not continue the

protocol, but will immediately trap through the Slave vector

in the Interrupt Table. Certain Slave Processor Instructions

cause CPU PSR bits to be loaded from the Status Word.

The last step in the protocol is for the CPU to read a result,

if any, and transfer it to the destination. The Read cycles

from the Slave Processor are performed by the CPU while

applying Status Code 1101 (Transfer Slave Operand, Sec-

tion 3.4.2).

An exception to the protocol above Is the LMR (Load Mem-
ory Management Register) instruction, and a corresponding

Custom Slave instruction (LCR: Load Custom Register). In

executing these instructions, the protocol ends after the

CPU has Issued the last operand. The CPU does not wait for

an acltnowledgement from the Slave Processor, and it does
not read status.

3.9.2 Floating Point Instructions

Table 3-4 gives the protocols followed for each Floating

Point instruction. The instructions are referenced by their

mnemonics. For the bit encodings of each instruction, see
Appendix A.

The Operand class columns give the Access Class for each
general operand, defining how the addressing modes are

interpreted (see Series 32000 Instruction Set Reference

Manual).

The Operand Issued columns show the sizes of the oper-

ands issued to the Floating Point Unit by the CPU. "D" indi-

cates a 32-bit Double Word, "i" indicates that the instruction

specifies an integer size for the operand (B=Byte,

W=Word, D= Double Word), "f" indicates that the instruc-

tion specifies a Floating Point size for the operand (F = 32-

bit Standard Floating, L= 64-bit Long Floating).

The Returned Value Type and Destination column gives the

size of any returned value and where the CPU places it The
PSR Bits Affected column indicates which PSR bits, if any,

are updated from the Slave Processor Status Word (Figure

3-30).

TABLE 3-4. Floating Point Instruction Protocols

Operand 1 Operand 2 Operand 1 Operand 2 Returned Value PSR Bits

Mnemonic Class Class Issued Issued Type and Dest. Affected

ADDf read.f rmw.f f f to Op. 2 none

SUBf read.f rmw.f f f to Op. 2 none

MULf read.f rmw.f f f to Op. 2 none

DIVf read.f rmw.f f f to Op. 2 none

MOVf read.f write.f N/A f to Op. 2 none

ABSf read.f write.f N/A f to Op. 2 none

NEGf read.f write.f N/A f to Op. 2 none

CMPf read.f read.f f N/A N,Z,L

FLOORfi read.f write.i N/A i to Op. 2 none

TRUNCfi read.f write.i N/A i to Op. 2 none

ROUNDfi read.f write.i N/A i to Op. 2 none

MOVFL read.F write.L N/A L to Op. 2 none

MOVLF read.L write.F N/A F to Op. 2 none

MOVif read.i write.f 1 N/A ftoOp.2 none

LFSR read.D N/A D N/A N/A none

SFSR N/A wrIte.D N/A N/A D to Op. 2 none

Note:

D = Double Word

i = integer size (B.W.D) specified in mnemonic.

c = Custom size (D;32 bits or Q;64 bits) specified in mnemonic.

* ^ Privileged Instruction: will trap if CPU is in User Mode.

N/A = f>lot Applicable to this instmction.

COu
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3.0 Functional Description (continued)

15 6 7

00000000 NZFOOLOO

Mi ^
NewP5RBitValue{s)i

"Quit" : Terminate Protocot, Trap(FPU).7
TL/EE/8526-38

FIGURE 3-30. Slave Processor Status Word Format

Any operand indicated as being of type "f" will not cause a

transfer if the Register addressing mode is specified. This is

because the Floating Point Registers are physically on the

Floating Point Unit and are therefore available without CPU
assistance.

3.9.3 Memory lUlanagement instructions

Table 3-5 gives the protocols for Memory Management in-

structions. Encodings for these instructions may be found in

Appendix A.

In executing the RDVAL and WRVAL instructions, the CPU
calculates and issues the 32-bit Effective Address of the

single operand. The CPU then performs a single-byte Read

cycle from that address, allowing the MMU to safely abort

the instruction if the necessary information is not currently in

physical memory. Upon seeing the memory cycle complete,

the MMU continues the protocol, and returns the validation

result in the F bit of the Slave Status Word.

The size of a Memory Management operand is always a 32-

bit Double Word. For further details of the Memory Manage-

ment Instruction set, see the Series 32000 Instruction Set

Reference Manual and the NS32a82 MMU Data Sheet.

TABLE 3-5. Memory Management Instruction Protocols

Mnemonic

Operand 1

Class

Operand 2

Class

Operand 1

issued

Operand 2

Issued

Returned Value

Type and i3est.

PSR Bits

Affected

RDVAL*

WRVAL*
addr

addr

N/A

N/A

D

D

N/A

N/A

N/A

N/A

F

F

LMR*
SMR*

read.D

write.D

N/A
N/A

D

N/A

N/A

N/A

N/A

D to Op. 1

none

none

In the RDVAL and WRVAL instructions, the CPU issues the address as a Double Word, and performs a singie-byte Read cycle from that memory address. For

details, see the Series 32000 Instruction Set Reference Manual and the NS32082 Memory Management Unit Data Sheet.

D = Double Word

* = Privileged Instnjction: m\\ trap if CPU is In User Mode.

N/A - Not Applicable to this instruction.
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3.0 Functional Description (continued)

3.9.4 Custom Slave Instructions

Provided in the NS32C016 is the capability of communicat-

ing with a user-defined, "Custom" Slave Processor. The In-

struction set provided for a Custom Slave Processor defines

the Instruction formats, the operand classes and the com-
munication protocol. Left to the user are the interpretations

of the Op Code fields, the programming model of the Cus-

tom Slave and the actual types of data transfened. The pro-

tocol specifies only the size of an operand, not its data type.

Table 3-6 lists the relevant information for the Custom Slave

instruction set. The designation "c" is used to represent an

operand which can be a 32-bit ("D") or 64-brt ("Q") quantity

in any format; the size is determined by the suffix on the
mnemonic. Similarly, an "I" indicates an integer size (Byte,

Word, Double Word) selected by the corresponding mne-
monic suffix.

Any operand indicated as being of type 'c' will not cause a
transfer if the register addressing mode is specified. It is

assumed in this case that the slave processor is already

holding the operand internally.

For the instruction encodings, see Appendix A.

TABLE 3-6. Custom Slave Instruction Protocols

Operand 1 Operand 2 Operand 1 Operand 2 Returned Value PSR Bits

Mnemonic Class Class Issued Issued Type and Dest. Affected

CCALOc read.c rmw.c c c c to Op. 2 none
CCAL1C read.c rmw.c c c c to Op. 2 none
CCAL2C read.c rmw.c c c ctoOp.2 none
CCAL3C read.c miw.c c c etc Op. 2 none

CMOVOc read.c write.c c N/A c to Op. 2 none
CMOVIc read.c write.c N/A c to Op. 2 none
CM0V2C read.c write.c c N/A c to Op. 2 none
CM0V3C read.c write.c c N/A c to Op. 2 none

CCMPOc read.c read.c c c N/A N,2,L

CCMPIc read.c read.c c c N/A N,Z,L

CCVOci read.c write.i c N/A i to Op. 2 none
CCVIci read.c write.i c N/A i to Op. 2 none
CCV2oi read.c write.i c N/A i to Op. 2 none
CCV3iC readi write.c 1 N/A c to Op. 2 none
CCV4DQ read.D write.Q D N/A Q to Op. 2 none
CCV5QD read.Q write.D Q N/A D to Op. 2 none

LCSR read.D N/A D N/A N/A none
SCSR N/A write.D N/A N/A D to Op. 2 none

CATSTO* addr N/A D N/A N/A F
CATSTf addr N/A D N/A N/A F

LCR* read.D N/A D N/A N/A none
SCR* write.D N/A N/A N/A DtoOp.1 none

z
wMo

a>

w
roO

w
oo
o>

tfl

Notes:

D = Double Word

i = integer size (B,W,D) specified in mnemonic.

f = Floating Point type (F,L) specified in mnemonic.

N/A = Not Applicable to this instruction.
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4.0 Device Specifications

4.1 NS32C016 PIN DESCRIPTIONS

The following is a brief description of all NS32C016 pins.

The descriptions reference portions of the Functional De-

scription, Section 3.

4.1.1 Supplies

Logic Power (Vccl): +5V positive supply for on-chip logic.

Section 3.1.

Buffer Power (Vccb): + 5V positive supply tor on-chip out-

put buffers. Section 3.1.

Logic Ground (GNDL): Ground reference for on-chip logic.

Section 3.1.

Buffer Ground (GNDB): Ground reference for on-chip driv-

ers connected to output pins. Section 3.1.

4.1.2 Input Signals

Clocks (PHI1, PHI2): Two-phase clocking signals. Section

3.2.

Ready (RDY): Active high. While RDY is inactive, the CPU
extends the current bus cycle to provide for a slower memo-

ry or peripheral reference. Upon detecting RDY active, the

CPU terminates the bus cycle. Section 3.4.1.

Hold Request (HOLD): Active low. Causes the CPU to re-

lease the bus for DMA or multiprocessing purposes. Section

3.6.

Note: If the HOLD signal is generated asynctironously, its set up and hold

times may l^e violated. In ttlis case it is recommended to synchronize

it with CTTL to minimize the possibility of metastable states.

The CPU provides only one synchronization stage to minimize the

HLDA latency. This is to avoid speed degradations in cases of heavy

HOLD activity (i.e. DMA controller cycles interleaved witfi CPU cy-

cles).

Interrupt (iNT): Active low. Maskable Interrupt request.

Section 3.8.

Non-Maskable Interrupt (NMI): Active low. Non-Maskable

Interrupt request. Section 3.8.

Reset/Abort (RST/ABT): Active low. If held active for one

clock cycle and released, this pin causes an Abort Com-

mand, Section 3.5.4. If held longer, it initiates a Reset, Sec-

tion 3.3.

4.1.3 Output Signals

Address Bits 16-23 (A16-A23): These are the most sig-

nificant 8 bits of the memory address bus. Section 3.4.

Address Strobe (ADS): Active low. Controls address latch-

es; indicates start of a bus cycle. Section 3.4.

Data Direction in (DDIN): Active low. Status signal indicat-

ing direction of data transfer during a bus cycle. Section 3.4.

High Byte Enable (HBE): Active low. Status signal enabling

transfer on the most significant byte of the Data Bus. Sec-

tion 3.4; Section 3.4.3.

Note: In the current NS32C016, the FIBE signal is forced kw by the CPU
when FlT Is asserted by the MMU. However, in future revisions of the

CPU, HBE will no longer be affected by FLT. Therefore, in a memory

managed system, an external 'AND' gate is required. This is shown in

Figure B-1 in Appendix B.

Status (ST0-ST3): Active high. Bus cycle status code, STO

least significant. Section 3.4.2. Encodings are:

0000—Idle: CPU Inactive on Bus.

0001—Idle: WAIT Instruction.

0010—(Reserved)

001 1—Idle: Waiting for Slave.

0100—Interrupt Acknowledge, Master.

0101—Interrupt Acknowledge, Cascaded.

0110—End of Interrupt, Master.

0111—End of Interrupt, Cascaded.

1 000—Sequential Instruction Fetch.

1001—Non-Sequential Instruction Fetch.

1 010—Data Transfer.

1011—Read Read-Modify-Write Operand.

1100—Read for Effective Address.

1101—Transfer Slave Operand.

1 1 10—Read Slave Status Word.

1 1 1 1—Broadcast Slave ID.

Hold Acknowledge (HLDA): Active low. Applied by the

CPU in response to HOLD input, indicating that the bus has

been released for DMA or multiprocessing purposes. Sec-

tion 3.6.

User/Supervisor (U/S): User or Supervisor Mode status.

Section 3.7. High state indicates User Mode, low indicates

Supervisor Mode. Section 3.7.

interlocked Operation (ILO): Active low. Indicates that an

Interlocked instruction is being executed. Section 3.7.

Program Flow Status (PFS): Active Low. Pulse indicates

beginning of an instruction execution. Section 3.7.

4.1.4 Input-Output Signals

Address/Data 0-15 (AD0-AD15): Multiplexed Address/

Data information. Bit is the least significant bit of each.

Section 3.4.

Address Translation/Slave Processor Control

(AT/SPC): Active low. Used by the CPU as the data strobe

output for Slave Processor transfers; used by Slave Proces-

sors to acknowledge completion of a slave Instruction. Sec-

tion 3.4.6; Section 3.9. Sampled on the rising edge of Reset

as Address Translation Strap. Section 3.5.1.

In non-memory-managed systems this pin should be pulled

up to Vcc through a 10 kfl resistor.

Data Strobe/Float (^/FLT): Active low. Data Strobe out-

put, Section 3.4, or Float Command input. Section 3.5.3. Pin

function is selected on AT/SPC pin. Section 3.5.1.
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4.0 Device Specifications (continued)

4.2 ABSOLUTE MAXIMUM RATINGS

Specifications for Military/Aerospace products are not

contained in this datasheet. Refer to the associated

reliability electrical test specifications document.

Temperature Under Bias 0°C to + TCC
Storage Temperature -65°C to + 1 50°C

All Input or Output Voltages with

Respect to GND -0.5V to + 7V

Power Dissipation 1 .5 Watt

4.3 ELECTRICAL CHARACTERISTICS: Ta = -40°C to +85°C, Vex;

Note: Absolute maximum ratings indicate limits beyond
which permanent damage may occur. Continuous operation

at these limits is not intended; operation shouldbe limited to

those conditions specified under Electrical Characteristics.

5V±10%,GND = OV

Symbol Parameter Conditions Mln Typ Max Units

V|H Logical 1 Input Voltage 2.0 Vcc + 0.5 V

V|L Logical Input Voltage -0.5 0.8 V

VCH Logical 1 Clock Voltage PHI1, PHIZ pins only 0.90 Vcc Vcc + 0.5 V

VCL Logical Clock Voltage PHI1,PHI2 pins only -0.5 0.10 Vcc V

VCRT Clock Input

Ringing Tolerance

PHI1,PHI2 pins only
-0.5 0.6 V

VOH Logical 1 Output Voltage loH = -400 nA 0.90 Vcc V

Vol Logical Output Voltage Iql = 2 mA 0.10 Vcc V

IlLS AT/SPC Input Current (low) V|N = 0.4V, AT/SPC in input mode 0.05 1.0 mA

ll Input Load Current <; V|N s Vcc, All inputs except

PHI1,PHI2, AT/SPC
-20 20 ^oA

lO(OFF) Output Leakage Current

Output Pins in TRI-STATE

condition

0.4 <. VouT ^ Vcc -20 20 M
Ice Active Supply Cun-ent lOUT = 0, Ta = 25°C 70 mA

Connection Diagram

Dual-ln-Line Package

A21 C

A20C
A19C
A18^
AITQ

A1$C
AOISC
AD14 [

AD13C
AD12C
AOllC
ADIOC
A09 C

Aoe [

AD7[
AD6C
AOSC
aemC
A03[
AD2[
ADJ C
A£»[

GNDLT

1 • ^\,^J~ 48

47

46

45

44

43

42

41

40

39

38

37

CPU 36

35

34

33

32

18 31

19 30

20 29

21 28

22 27

23 26

24 25

J VCCL

j A23

] ILO

1 STO

} ST1

] ST2

1 sn
] PFS

j DOiN

J A^
] U/S

] AT/SPC

] HST/ABT

1 ^/RJ
1 HBE

] HLDA

] H0U3

j VCCS

i HDY

] PHI2

] pmi

} GNoe

TL/EE/8626-2

Top View

FIGURE 4-1
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4.0 Device Specifications (continued)

4.4 SWITCHING CHARACTERISTICS ABBREVIA

4.4.1 Definitions
'-^- ~ ^^

All the timing specifications given in this section refer to ^•^- ~ ^^'

15% or 85% of Vcc 0" the rising or falling edges of the

clock phases PHI1 and PHI2, and all output signals; to 30%
or 70% of Vcc on a" 'he CMOS input signals, and to 0.8V or ™
2.0V on all the TTL input signals as Illustrated in Figures 4-2

and 4-3 unless specifically stated otherarise.

SIG

TIONS:

ngedge

ng edge

R.E. — rising edge

F.E.— falling edge

5-40

4
0.9 Vcc-
0.1 Vcc.

*SIG1Ii|

2.0

3lv\_

PH,„[ -^

SIG2r

FIGURE 4-3.

IS32C016-10 and
dress/data bus si

- 0.9 Vcc
L. 0.1 Vcc

1... Wh

SIG1 1
*SIG1I \ n IVcc

TL/EE/852

Timing Specification Standard

TTL input Signals)

NS32C016-15
gnals and 50 pF on all other signals.

L

sicf

V-

1

—
-yt- 0.9 Vcc

TL/EE/8625-39

FIGURE 4-2. Timing Specification Standard

(CMOS Output Signals)

4.4.2 Timing Tallies

4.4.2.1 Output Signals: Internal Propagation Delays, NS32C016-6,

1

Maximum times assume capacltlve loading of 1 00 pF, on the ad

Name Figure Description Reference/Conditions
NS32C016-6 NS32C016-10 NS32C016-15

Units

Min Max MIn Max Min Max

tALv 4-4 Address bits 0- 1 5 valid after R.E.,PHI1T1 80 50 35 ns

ULh 4-4 Address bits 0-16 hold after R.E., PHI1

Tmmu or T2
5 5 5 ns

tDv 4-4 Data valid (write cycle) after R.E.,PHI1T2 80 50 38 ns

iDh 4-4 Data hold (write cycle) after R.E.,PHi1

nextTI orTI
ns

UHv 4-4 Address bits 16-23 valid after R.E., PHI1 T1 85 50 35 ns

Uhh 4-4 Address bits 16-23 hold after R.E., PHI1

next 11 orTI
ns

'ALADSs 4-5 Address bits 0-15 set up before ADS T.E. 25 25 20 ns

Vhadss 4-5 Address bits 16-23 set up before ADS I.E. 25 25 20 ns

tALADSh 4-9 Address bits 0-1 5 hold after ADS T.E. 10 10 6 ns

tAHADSh 4-9 Address bits 16-23 hold after ADS T.E. 10 10 6 ns

tALf 4-5 Address bits 0-1 5 floating after R.E.,PHI1T2

(no MMU)
25 25 18 ns

tALMf 4-9 Address bits 0-15 floating after R.E., PH1

1

Tmmu (with MMU)
25 25 23 ns

tAHMf 4-9 Address bits 16-23 floating after R.E.,PH11

Tmmu (with MMU)
25 25 23 ns

tHBEv 4-4 HBE signal valid after R.E., PHI1 T1 95 70 38 ns

tHBEh 4-4 HBE signal hold after R.E., PHI1

nextTI orTI
ns

tSTv 4-4 Status (ST0-ST3) valid after R.E., PHI1 T4

(before T1 , see note)
75 45 38 ns

tSTh 4-4 Status (ST0-ST3) hold after R.E., PHI1 T4

(after T1)
ns

tpDINv 4-5 DDIN signal valid after R.E.,PHI1T1 110 65 38 ns
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4.0 Device Specifications (continued)

4.4.2.1 Output Signals: Internal Propagation Delays, NS32C016-6, NS32C016-10 and NS32C016-15 (Continued)

Name Figure Description Reference/Conditions
NS32C016-6 NS32C016-10 NS32C016-15

Units
Min Max IMIn Max Min Max

tODINh 4-5 DDIN signal hold after R.E., PHI1

nextTI orTi
ns

tADSa 4-4 ADS signal active (low) after R.E.,PHI1T1 55 35 26 ns

tADSia 4-4 AOS signal inactive after R.E., PHI2 T1 60 45 34 ns

Udsw 4-4 ADS pulse width at 10% Vcc (both edges) 50 30 25 ns

toSa 4-4 DS signal active (low) after R.E.,PHI1T2 70 45 30 ns

toSia 4-4 DS signal inactive after R.E., PHI1T4 60 40 30 ns

tALf 4-6 AD0-AD1 5 floating after R.E., PHI1 T1

(caused by HOLD)
40 25 18 ns

tAHf 4-6 A16-A23 floating after R.E.,PHI1T1

(caused by HOLD)
40 25 18 ns

tosf 4-6 DS floating (caused by HOLD) after R.E., PHI1 Ti 90 55 40 ns

Uosf 4-6 ADS floating (caused by HOLD) after R.E., PHI1 Ti 90 55 40 ns

tHBEf :
4-6 HBE floating (caused by HOLD) after R.E., PHI1 Ti 90 55 40 ns

tDDINf 4-6 DDIN floating (caused by HOLD) after R.E.,PHI1Ti 90 55 40 ns

tHLDAa 4-6 HLDA signal active (low) after R.E., PHI1 Ti 100 75 23 ns

tHLDAia 4-8 HLDA signal inactive after R.E., PHI 1Ti 100 75 23 ns

toSr 4-8 DS signal returns from floating

(caused by HOLD)
after R.E.,PHI1Ti

90 55 40 ns

'ADSr 4-8 ADS signal returns from floating

(caused by HOLD)
after R.E.,PHI1Ti

90 55 40 ns

'HBEr 4-8 HBE Signal returns from floating

(caused by HOLD)
after R.E.,PHI1Ti

90 55 40 ns

tDDINr 4-8 DDIN signal returns from floating

(caused by HOLD)
after R.E.,PHI1Ti

90 55 40 ns

tDDINf 4-9 DDIN signal floating (caused by FLT) after FLT F.E. 80 50 22 ns

'hbei 4-9 HBE signal low (caused by FLT) after FLT F.E. 100 65 22 ns

tDDINr 4-10 DDIN signal returns from floating

(caused by FLT)

after FLT R.E.
75 50 22 ns

'HBEr 4-10 HBE signal returns from low

(caused by F LI)

after FLT R.E.
90 75 22 ns

tSPCa '

^-•'3 SPG outDut active (low) afterR.E., PHI1T1 50 35 26 ns

*SPCia 4-', 3 ,SFC outpLi", inactive after R.E.,PHI1T4 50 35 26 ns

tSPCnf 4-15 SPC output nonforcing after R.E., PHI2 T4 20 10 8 ns

tDv 4-13 Data valid (slave processor write) after R.E., PHI1 T1 80 50 38 ns

tDh 4-13 Data hold (slave processor write) afterR.E., PHI1 nextTI orTi ns

'PFSw 4-18 |PFS pulse width at 10% Vcc (both edges) 70 70 45 ns

tPFSa 4-18 PFS pulse active (low) after R.E., PHI2 70 50 38 ns

tPFSia 4-18 =FS pulse inactive after R.E., PHI2 70 50 38 ns

tiLOs 4-20a LO signal setup before R.E., PHI1 TI of first

nterlocked write cycle
30 30 30 ns

'iLOh 4-20b LO signal hold after R.E., PHI1 T3 of last

nterlocked read cycle
10 10 7 ns

tiLOa 4-21 LO signal active (low) after R.E., PHI1 70 55 35 ns

Oo

w
oo
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4.0 Device Specifications (continued)

4.4.2.1 Output Signals: Internal Propagation Delays, NS32C016-6, NS32C016-10 and NS32C016-15 (Continued)

CM

Name Figure Description Reference/Conditions
NS32C016-6 NS32C016-10

I

NS32C016-15
1

Units

Min Max Min Max Min Max
o

tiLOia 4-21 ILO signal Inactive after R.E.,PHI1 70 55 35 ns

o tusv 4-22 U/S signal valid after R.E., PHI1T4 70 45 30 ns

tush 4-22 U/S signal hold after R.E.,PHI1T4 10 10 6 ns

CO
(0 tNSPF 4-1 9b Nonsequential fetch to

next PFS clock cycle

after R.E., PHII TI
4 4 4 tep

o
tpFNS 4-1 9a PFS clock cycle to next

nonsequential fetch

before R.E., PHII TI
4 4 4 tep

5^

i
tuPF 4-29 Last operand transfer of

an instruction to next

PFS clock cycle

before R.E., PHII TI of first

bus cycle of transfer tCp

NotK Every memory cycle starts virith T4, during which Cycle Status is applied. If the CPU vras idling, the sequence will be: ". . . Ti, T4, T1 . .
.". If the CPU was

not idling, the sequence will be: ".
. . T4. TI . .

.".

4.4.2.2 Input Signal Requirements: NS32C016-6, NS32C016-10 and NS32C016-15

Name Figure Description Reference/Conditions
NS32C016-6 NS32C016-10 NS32C016-15

Units

Min Max Min Max Min Max

tpWR 4-25 Power stable to RST R.E. after Vqc reaches 4.5V 50 50 33 laS

*DIS 4-5 Data In setup (read cycle) before F.E., PHI2 T3 20 10 10 ns

tOlh 4-5 Data in hold (read cycle) after F.E., PHII T4 10 10 6 ns

tHLDa 4-6 JP before F.E.,PHI2TX1
25 25 17 nsHOLD active (ksw) sett

time (see note)

tHLDia 4-8 me before F.E.,PHI2TI 25 25 17 nsHOLD inactive setup t

'HLDh 4-6 after R.E., PHII TX2 nsHOLD hold time

tpLTa 4-9 FLT active (low) setup time before F.E.,PHI2Tmmu 25 25 17 ns

tpLTia 4-10 FLT Inactive setup time before F.E.,PHI2T2 25 25 17 ns

tRDYs 4-11,4-12 RDY setup time before F.E.,PHI2T2 or T3 25 15 10 ns

tRDYh 4-11,4-12 RDY hold time after F.E., PHI1T3 ns

tABTs 4-23 ABT setup time

(F LI' inactive)

before F.E., PHI2 Tmmu
30 20 13 ns

tABTs 4-24 ABT setup time

(l-LT active)

before F.E., PHI2 Tf
30 20 13 ns

tABTh 4-23 ABT hold time after R.E., PHII ns

tpSTs 4-25, 4-26 RST setup time before F.E., PHII 20 10 8 ns

tRSTw 4-26 ^T pulse width at 0.8V (both edges) 64 64 64 tCp

tjNTs 4-27 IFiT setup time before R.E., PHII 20 20 15 ns

tNMIw 4-28 NMI pulse width at 0.8V (both edges) 70 70 50 ns

tDls 4-14 Data setup

(slave read cycle)

before F.E.,PHI2T1
20 10 10 ns

tDlh 4-14 Data hold

(slave read cycle)

after R.E., PHII T4
10 10 7 ns
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4.0 Device Specifications (continued)

4.4.2.2 input Signal Requirements: NS32C016-6, NS32C016-10 and NS32C016-15 (Continued)

w
o

o>

COw
oo

COw
lOo

01

Name Figure Description Reference/Conditions
NS32C016-6

lUin Max

NS32C016-10

Min Max

NS32C016-15

Min Max
Units

tSPCd 4-15 SPC pulse delay

from slave

after R.E., PHI2 T4
17 13 10

tsPCs 4-15 SPC setup time before F.E., PHI1 42 32 25

tSPCw 4-15 SPC pulse width from

slave processor

(async. input)

at 0.8V (both edges)

30 20 20

tATs 4-16 AT/SPC setup for

address translation

strap

before R.E., PHII of cycle

during which RST pulse

is removed
tep

Ulh 4-16 AT/SPC hold for

address translation

strap

after F.E., PHII of cycle

during which RST pulse

Is removed
tcp

Note: TTiis setup time is necessary to ensure prompt acl<nowledgement via HLDA and the ensuing floating of CPU off the buses. Note that the fime from the r

of Bie HOLD signal until the CPU floats is a function of the time HOLD signal goes low, the state of the RDY input (in MMU systems), and the length of the current

MMU cycle.

4.4.2.3 Cioclcing Requirements: NS32C016-6, NS32C016-10 and NS32C016-15

Name Figure Description
NS32C016-6 NS32C016-10 NS32C016-1S

Units
Min Max Min Max Min Max

tCLr 4-17 PHI1,PHI2 rise time 10%to90%Vcc
onR.E., PHI1,PHI2

9 7 5 ns

tCLf 4-17 PHII, PHI2 fall time 90%to10%Vcc
onF.E.,PHI1,PHI2

9 7 5 ns

tcp 4-17 Clock period R.E., PHI1,PHI2to

next R.E., PHII, PHI2
160 2000 100 2000 66 2000 ns

tCLw(1,2) 4-17 PHI1,PHI2

pulse width

At 2.0V

onPHI1,PH12

(both edges)

O.Stcp

-14 ns

0.5tcp

-10 ns

O.Stcp

-6 ns

•CUl(1,2) 4-17 PHI1,PHI2

High Time

At 90% Vcc
onPHI1,PHI2

0.5tcp

-18 ns

O.Stcp

-15ns
0.5tcp

-10 ns

tnOVL(1,2) 4-17 Non-overlap time At 10% Vcc
onPHI1,PHI2

7 7 6 ns

tnOVLas Non-overlap asymmetry

(tnOVL(1)-tnOVL(2))

At 10% Vcc
onPHl1,PHI2

-4 4 -4 4 -3 3 ns

tCLwas PHII, PHI2 asymmetry

(tCLw(1)~tCLw(2))

At 2.0V

onPHI1,PHI2
-5 5 -5 5 -3 3 ns

2-261



ou
M
tn

4.0 Device Specifications (continued)

4.4.3 Timing Diagrams

ou
CM
rt
CO

(D

OU
CM

(A

IJT

[4 ADDRESS

ra

n
'Dv

H 'ADSIa

'ADS«

ooiR[

STW

D§l

RDY

1 >HBEv

[Z

(HK3H)

rlDS.

<STh

(HIGH)

FIGURE 4-4. Write Cycie

'bh

'AHI.

-X

>HBEh <

k

«
•STV

>OSIa

TL/EE/8525-41

ma

AO0-1S

A16-33

aK

H8E

ddIn

STM

OS

IWY

tDOIWi

(HIGH)

FIGURE 4-S. Read Cycle

n./EE/862S-42
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4.0 Device Specifications (continued)

PHI1

TX1 TM T4 T Ti

1

Ti

PHI2

1

\HOLD

*HLO

—

»

•hLBi

»PS
H tHLDAa

HLOA
•osf

•HBEf
'ADSt
tDOINf

NL
OS
Trie

(FLO

(FLO

(FLO

HBE r
BoffiiL (TING)

-^ 'AU

ADO'IS h— kTtNG)

A16-23 r
LTmir^i

1

lO

§
miM.

at

CO
CO

o
o>

w
Oo

TL/EE/8525-43

FIGURE 4-6. Floating by HOLD Timing (CPU Not Idle Initially)

Note that whenever the CPU is not idling (not In Ti), the HOLD request (HOLD low) must be active tHLDa before the falling edge of PHI2 of the clock cycle that

appears two clock cycles before T4 (TX1) and stay low until tnLDh after tbe rising edge of PHI1 of the clock cycle that precedes 14 (TX2) for the request to be
acknowledged.

PHI1
Til Ti2

PHI2

HOLD A >HILOh

<HLDAa

HLOA

>HLO.

tne*

ES
AOS.r

-*1
tADSf
HBEf

HBl,[
)

(OOlNf

(FLOATING)ODIN —

]

AOO-15

A16-23 r
- — _ _ — .

.

._

"~F

""(F

.OATING)"

LOATliis)"

TL/EE/8S25-44

FIGURE 4-7. Floating by HOLD Timing (CPU InHJally Idle)

Note that during T11 the CPU is already klllng.

m
HBE

DDIK

416-23

4D0-15

r n
T1

n
n

n
14

1

n n r
iHLDioH ^*HL1»

^
»| 'HtlSa

/'..

*ADSr-J w
r J (HKai)

L (FLOATINO)

. 1 (FLO*TING) '

'

TL7EE/8525-80

FIGURE 4-8. Release from HOLD
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4.0 Device Specifications (continued)

(FORCING LOW)

TL/EE/BSSS-ie

*Note: In future higher speed versions of the NS32C01 6, HBE will no longer be affected by ¥Ct. See Figure B-I'm Appendix B for the required modificatiDn to the

interface logic.

FIGURE 4-9. FLT Initiated Cycle Timing

CPU STATES

HHU STATES

PWI

FLT
(IMMU)

[J1

A16-23r
(CPU) L"
OOiN ^
(CPU)

I

.

ADS f"
(CPU)L

Tf

Tmmu

l-J 'FLTi

"ITfloating. driven by hmuT
H'DDWr

n

-+-<

'HBEr

(FORCING LOW)
TL/EE/8525-47

Note that when FLT is deasserted the CPU restarts driving DDIN before the MMU releases it This, however, does not cause any corrflioL since both CPU and MMU
force DDIN to the same logic level.

FIGURE 4-10. Release from FLT Timing

r r-i --
Tmmu 1

^'
i

T3
1

1
^^

r

\R »novs

TL/EE/8525-48

FIGURE 4-11. Ready Sampling (CPU Initially READY)
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4.0 Device Specifications (continued)

PHIt

PHI2I

RDYl

T3 T3 T4

[ji_n TL
n
^

n J~L

'[fi

'[ <

I

^'SPCi

STO-3 STATUS VALID

*RDYs *RDYh

FIGURE 4-12. Ready Sampling (CPU Initially NOT READY)

T4

TL/EE/8525-49

n.

(A

lOoo
I

Oo

CO
CO

o

I— <Dh

A
tSPCia

XNEXTCYCLE
STATUS

ADS
I

(HIGH)
!

TUEE/B525-50

FIGURE 4--'3. Slave Processor Write Timing

(HIGH)

TL/6E/B525-51

FIGURE 4-14. Slave Processor Read Timing

I

T1

[J~L

PHI2

SPC
(FROM CPU)

I

J~L

SPC
(FROM SLAVE)

[•'

I

T4
I

n n
j~i

V
'sPCnf

_ *SPCd

\

n TL

J~L n

TL/EE,'8525-81

FIGURE 4-15. SPC Timing

Atter transferring last operand to a Slave Processor, CPU turns

OFF driver and holds SPC high with internal 5 k(l pullup.

PHI1
1

I 1

1
1 1

RSf/Aif
[ /

AT/SPC X V
-tATs -i

\
tATh

1 ^ '

TL/EE/8525-53

FIGURE 4-16. Reset Configuration Timing
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4.0 Device Specifications (continued)

o
CM
eo

oO
CM
eo
0)Z

U
CM
to
V)

PHIl [J'

PHIZ

-<aw(i)

-kui\)3
\
^*CLf

[_
-*ar

f
•— *CL*(2)

—-

^U-t,n(WL(1)

FIGURE 4-17. Clock Waveforms

'nOVL(2)

-Itr^zz'

TL/EE/8525-M

FIGURE 4-18. Relationship of PFS to Clock Cycles

Tl/EE/8526-56

[J^f^l^
[

WJ\A
I

'PFNS

X
FIGURE 4-19a. Guaranteed Delay, PFS to Non-Sequential Fetch

TL/EE/B525-56

PHIlin

['\i

PFS

T2 • • •

IJ\J\,H

<NSPF

v_r
FIGURE 4-igb. Guaranteed Delay, Non-Sequential Fetch to PFS

TL/EE/8525-57
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4.0 Device Specifications (continued)

M>$

-[ \.

\J
<K.0«

TUE6/8525-58

FIGURE 4-20a. Relationship of ILO to First Operand Cycle

of an Interlocked Instruction

T30HTI T40RTi

1

1

T1 T2 T3

1—1 r
1

- \J
•ILOI.

^

TL/EE/B626-5e

FIGURE 4-20b. Relationship of iCQto Ust Operand Cycle

of an Interlocked Instruction

'[

iLOa iLOki

TL/EE/86Z5-60

FIGURE 4-21. Relationship of ILO to Any Clock Cycle

taOHTi ; T40RTI

-rz

•USv

\J
VALtD

1

<USh

'/^

TL/EE/8525-61

FIGURE 4-22. U/S Relationship to Any Bus Cycle

Guaranteed Valid interval
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4.0 Device Specifications (continued)

oO
CM
eo

u
eo

oO
c*
eo

1n Thmiu n n

PMI

PHIS

1 - -

A^ w
tAFIrs

1

J

ABTh

RSf/ABT
\

FIGURE 4-23. Abort Timing, FLT Not Applied

Tf Tt Tl Tl T2 Ti

PHI1

L_ 1

PHI2

- - -

DS/RJ

I\
<ABTsH <

J
ABTJl

1

RST/ABT \

TL/EE/8526-62

TL/EE/8525-63

FIGURE 4-24. Abort Timing, FLT Applied

4.5V,

1
<HSTiW

ipwR ^r~
11—/

FIGURE 4-25. Power-On Reset

1—^tzz:

TL/EE/8525-64

•rsts

"a/EE/8525-65

FIGURE 4-26. Non-Power-On Reset
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4.0 Device Specifications (continued)
lOo

CO
OSMo

[-TLTLTL
t<NTs ^ {

TL/EE/8525-l

FIGURE 4-27. INT Interrupt Signal Detection

TL/EE/8525-67

FIGURE 4-28. Nfiff Interrupt Signal Timing

(/)

o

PHiir

T1

FIRST Bl

n
S CYCLE

T3 T4

NEXT

Tier, ,

1 rADS

tLXPF
VJ

pre
\ /

TL/EE/8525-68

FIGURE 4-29. Relationship Between Last Data Transfer of

an Instruction and PFS Pulse of Next Instruction

MOTE:

In a transfer of a Read-Modify-Write type operand, this is the Read transfer,

displaying RMW Status (CkxJe 1011).
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Appendix A: Instruction Formats

NOTATIONS:

i
= Integer Type Field

B = 00 (Byte)

W = 01 (Word)

D = 1 1 (Double Word)

f = Floating Point Type Field

F = 1 (Std. Floating: 32 bits)

L= (Long Floating: 64 bits)

c = Custom Type Field

D = 1 (Double Word)

Q = (Quad Word)

op = Operation Code

Valid encodings shown with each format,

gen, gen 1, gen 2= General Addressing Mode Field

See Sec. 2.2 for encodings.

General Purpose Register Number

Condition Code Field

0000 = EQual: Z = 1

0001 = Not Equal: Z =

0010 = Carry Set: C = 1

0011 = Carry Clear: C =

0100 = Higher: L = 1

0101 = Lower or Same: L =

0110 = Greater Than: N = 1

01 1

1

= Less or Equal: N =

1000 = Flag Set: F = 1

1001 = Flag Clear: F =

1010 = LOwer: L = and Z =

101

1

= Higher or Same: L = 1 or Z = 1

1100 = Less Than: N = and Z =

1101 = Greater or Equal: N = 1 orZ = 1

1110 = (Unconditionally True)

1111 = (Unconditionally False)

short = Short Immediate Value. May contain:

quiol<: Signed 4-bit value, in MOVQ, ADDQ,

CMPQ, ACB.

cond: Condition Code (above), in Scond.

areg: CPU Dedicated Register, in LPR, SPR.

0000 = US

0001 - 0111 = (Reserved)

1000 = FP

1001 = SP

1010 = SB

1011 = (Reserved)

1100 = (Reserved)

1101 = PSR

1110 = INTBASE

1111 = MOD

Options: in String Instructions

u/w B T

T = Translated

B = Backward

U/W = 00: None

01: While Match

11: Until Match

Configuration bits, in SETCFG:

c M F 1

mreg: MMU Register number, in LMR, SMR.

0000 = BPRO

0001 = BPR1

0010 = (Reserved)

0011 = (Reserved)

0100 = PFO

0101 = PF1

0110 = (Reserved)

0111 = (Reserved)

1000 = SC

1001 = (Reserved)

1010 = MSR

1011 = BCNT

1100 = PTBO

1101 = PTB1

1110 = (Reserved)

1111 = EIA

7

cond 10 10

Format

Scond

BSR
RET
CXP
RXP
RETT
RETI

SAVE
RESTORE

(BR)

7

op 10

Format 1

-0000 ENTER
-0001

-0010

-0011

-0100

-0101

-0110

-0111

EXIT

NOP
WAIT

DIA

FLAG
SVC

BPT

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

15 8 7
-I—I—I—

r

gen

1—I—

I

short op 1 1

ADDQ
CMPQ
SPR
Scond

Format 2

-000 ACB
-001 MOVQ
-010 LPR
-011

-100
-101

-110
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Appendix A: Instruction Formats (continued)

15 8 7
"T—1—I—

r

gen

"T 1—

I

op

~t—I

—

I—r~

11111

23
T—I

1

—

gen1

16 15
"T—I—I—

r

gen 2

T 1—

T

op

"~i—I—I—I—I—I—r-

110 1110

COw
roOo

Format 3 Format 7

CXPD
BICPSR

JUMP
BISPSR

-OOOO
-0010

-0100

-0110

Trap (UND) on XXX1, 1000

IS

ADJSP

JSR

CASE

8 7

geni

1—I—I—

r

gen 2

ADD
CMP
BIG

ADDC
MOV
OR

Format 4

-0000 SUB
-0001 ADDR
-0010 AND
-0100 SUBC
-0101 TBIT

-0110 XOR

-1010

-1100

-1110

op

-1000

-1001

-1010

-1100

-1101

-1110

23 16 IS 8 7

short op i 1110

Format 5

MOVS -0000 SETCFG
CMPS -0001 SKPS
Trap (UND) on 1 XXX, 01XX

-0010

-0011

23 16 IS
-]—1

—

\—

r

geni

1—I—I—

r

gen 2 op

—I—I—I—1—I—1—I

—

10 1110

MOVM
CMPM
INSS

EXTS

MOVXBW
MOVZBW
MOVZiD

MOVXiD

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

MUL
MEI

Trap (UND)

DEI

QUO
REM
MOD
DIV

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

I I I I
I

I I I I
I

I I
I

gen 1 gen 2 I reg
|

EXT

CVTP

INS

CHECK
MOVSU
MOVUS

MOVif

LFSR

MOVLF
MOVFL

"C^^

I I I I I

10 1110

Format 8

-000

-001

-010

-oil

-110,reg= 001

-110,reg= 011

INDEX

FFS

TL/EE/8525-S9

-100

-101

23 16 15 8 7

geni gen 2 op f 1 111110

Format 9

-000 ROUND
-001 TRUNC
-010 SFSR
-Oil FLOOR

-100

-101

-110

-111

CO

roOo

zmw
lOO

(n

Format 6

ROT
ASH
CBIT

CBITI

Trap (UND)

LSH

SBIT

SBITI

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

NEG
NOT
Trap (UND)

SUBP
ABS
COM
IBIT

ADDP

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

1111110
TL/EE/8525-70

Format 10

Trap (UND) Always
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Appendix A: Instruction Formats (continued)

23 16 15
I—1—I—

r

geni

-r

gen2 op

—1—r—I—I—I—I—I

—

10 111110

Format 11

ADDf

MOVf

CMPf
Trap (SLAVE)

SUBf

NEGf

Trap (UNO)

Trap (UNO)

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

DIVf

Trap (SLAVE)

Trap (UND)

Trap (UNO)

MULf

ABSf

Trap (UND)

Trap (UND)

-1000

-1001

-1010

-1011

-1100

-1101

-1110
-1111

7

I I M I I I
I11111110

TL/EE/8525-71

Format 12

Trap (UND) Always

7

Mini
10 111

1

1

njEE/a525-72

Format 13

Trap (UND) Always

23 16 15 8 7

geni short

1 1 1

op 1 11 1 1

Format 14

RDVAL
WRVAL

-0000

-0001

LMR
SMR

-0010

-0011

Trap (UND) on 01XX, 1XXX

23 16 15 e 7

n n n 1 1 1

Operation Word ID Byte

Format 15

(Custom Slave)

000

Format 15.0

CATSTO -0000 LCR

CATST1 -0001 SCR

Trap (UND) on all others

001

CCV3
LCSR
CCV5
CCV4

101

Operation Word Format

23 16 15 8

geni short X op i

-0010

-0011

23 16 15 8

geni gen 2 op c i

Format 15.1

-000 CCV2
-001 CCV1

-010 SCSR
-01 1 CGVO

-100

-101

-110

-111

23 16 15 8

gen1 gen 2 op X c

Format 15.5

CCALO -0000 CCAL3 -1000

CMOVO -0001 CM0V3 -1001

CCMPO -0010 Trap (UND) -1010

CCMP1 -0011 Trap(UND) -1011

CCAL1 -0100 CCAL2 -1100

CM0V2 -0101 CM0V1 -1101

Trap(UND) -0110 Trap(UND) -1110

Trap (UND) -0111 Trap (UND) -1111

Ifnnn = 010,011,100, 110, 111

then Trap (UND) Always
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Appendix A: Instruction Formats (continued)
COw
lOoo
a>
d>

I I I I I I I

10 11 110

Format 16

Trap (UND) Always

TL/EE/8525-73

Format 19

Trap (UND) Always

Implied Immediate Encodings:

I I II I II
X X X 1 1

TLyEE/8525-74

w
Oo
0»

(Aw
O

I I I II I I110 11110
TL/EE/8525-76

1

r7

1

1

r6

1

1

r5 r4
J

1 1

r3

1 1

r2

1

r1

L

rO

1

Register Mask, appended to SAVE, ENTER

Format 17

Trap (UND) Always

7

I I I I I M
10 1 1 10

TL/EE/8525-76

Format 18

Trap (UND) Always

7

ro r1 r2 r3 r4 r5 r6 r7

Register Mask, appended to RESTORE, EXIT

offset length -1

Offset/Length Modifier appended to INSS, EXTS
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NS32C016-6/NS32C016-10/NS32C016-15

RDV PHI1 PHI2 ILO HBE HOLD

HLDA

DS/FCf

P^
U/S

ADS
DDifi

ST0-ST3

RST/ABT

AT/SPC

• INT

> NMi NS32C016
CPU

AODR/DATA

|24)ff

PER

CWAIT

NS32C201
^""^

TCU WAITa

WAIT2

SSTI WAITt

PHM RO
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NS32016-6/NS32016-8/NS32016-10
High-Performance Microprocessors

PRELIMINARY

General Description
The NS32016 is a 32-bit, virtual memory microprocessor

with a 16-MByte linear address space and a 16-bit external

data bus. It has a 32-bit ALU, eight 32-bit general purpose

registers, an eight-byte prefetch queue, and a slave proces-

sor interface. The NS32016 is fabricated with National

Semiconductor's advanced XMOS process, and is fully ob-

ject code compatible with other Series 32000 processors.

The Series 32000 instructions set is optimized for modular

high-level languages (HLL). The set is very symmetric, it has

a two address format, and it incorporates HLL oriented ad-

dressing modes. The capabilities of the NS32016 can be

expanded with the use of the NS32081 floating point unit

(FPU), and the NS32082 demand-paged virtual memory
management unit (MMU). Both devices interface to the

NS32016 as slave processors. The NS32016 is a general

purpose microprocessor that is ideal for a wide range of

computational intensive applications.

Features
32-bit architecture and implementation

Virtual memory support

16-MByte linear address space

16-bit external data bus

Powerful instruction set

— General 2-address capability

— High degree of symmetry
— Addressing modes optimized for high-level languages

Series 32000 slave processor support

High-speed XMOS™ technology

48-pin dual-in-line (DIP) package
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1.0 Product Introduction
The Series 32000 Microprocessor family is a new genera-

tion of devices using National's XMOS and CMOS technolo-

gies. By combining state-of-the-art MOS technology with a

very advanced architectural design philosophy, this family

brings mainframe computer processing power to VLSI proc-

essors.

The Series 32600 family supports a variety of system con-

figurations, extending from a minimum low-cost system to a

powerful 4 gigabyte system. The architecture provides com-

plete upward compatibility from one family member to an-

other. The family consists of a selection of CPUs supported

by a set of peripherals and slave processors that provide

sophisticated interrupt and memory management facilities

as well as high-speed floating-point operations. The archi-

tectural features of the Series 32000 family are described

briefly below:

Powerful Addressing Modes: Nine addressing modes
available to all instructions are included to access data

structures efficiently.

Data Types: The architecture provides for numerous data

types, such as byte, word, doubleword, and BCD, which may
t>e an-anged into a wide variety of data stmctures.

Symmetric Instruction Set While avoiding special case

instructions that compilers can't use, the Series 32000 fami-

ly incorporates powerful instructions for control operations,

such as array indexing and external procedure calls, which

save considerable space and time for compiled code.

Memory-to-Memory Operations: The Series 32000 CPUs
represent two-operand machines with each operand ad-

dressable by all addressing modes. This powerful memory-

to-memory architecture permits memory locations to be

treated as registers for all useful operations. This is impor-

tant for temporary operands as well as for context switch-

ing.

2.0 Architectural Description

2.1 PROGRAMMING MODEL
The Series 32000 architecture includes 16 registers on the

NS32016 CPU.

DEOCATEO

-• 32 »-

1 1
PROGRAM COUHTEK |

1 ° STATKBASE |

1 " FRAMEPOmTER 1

1 ° USER STACK PTR. |

1 ° INTERRUPT STACK PTR.
|

1 °
1

INTERRUPT BASE |

PSR MOO

1

STATUS
1

MODULE
I

Memory Management: Either the NS32382 or the

NS32082 Memory Management Unit may be added to the

system to provide advanced operating system support func-

tions, including dynamic address translation, virtual memory
management, and memory protection.

Large, Uniform Addressing: The NS32016 has 24-bit ad-

dress pointers that can address up to 1 6 megabytes without

requiring any segmentation; this addressing scheme pro-

vides flexible memory management without added-on ex-

Modular Software Support: Any software package for the

Series 32000 family can be developed Independent of all

other packages, without regard to individual addressing. In

addition, ROM code is totally relocatable and easy to ac-

cess, which allows a significant reduction in hardware and
software cost.

Software Processor Concept: The Series 32000 architec-

ture allows future expansions of the instruction set that can

be executed by special slave processors, acting as exten-

sions to the CPU. This concept of slave processors Is

unique to the Series 32000 family. It allows software com-
patibility even for future components because the slave

hardware is transparent to the software. With future ad-

vances in semiconductor technology, the slaves can be
physically integrated on the CPU chip Itself.

To summarize, the architectural features cited above pro-

vide three primary performance advantages and character-

istics:

• High-level Language Support

• Easy Future Growth Path

• Application Flexibility

GENERAL

^ 32

">l : ; 1

R1
1 ill

R2
1 III

R3
1 ' 1 1

n4
1 ill

R5
1 III

RC
1 III

R7
1 III

TL/EE/5054-3

FIGURE 2-1. The General and Dedicated Registers

2.

1

. 1 General Purpose Registers

There are eight registers for meeting high speed general

storage requirements, such as holding temporary variables

and addresses. The general purpose registers are free for

any use by the programmer. They are thirty-two bits In

length. If a general register is specified for an operand that

Is eight or sixteen bits long, only the low part of the register

is used; the high part Is not referenced or modified.
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2.0 Architectural Description (continued)

2.1.2 Dedicated Registers

The eight dedicated registers of the NS32016 are assigned

specific functions.

PC: The PROGRAM COUNTER register is a pointer to the

first byte of the instruction currently being executed. The PC
is used to reference memory in the program section. (In the

NS32016 the upper eight bits of this register are always

zero.)

SPO, SP1: The SPO register points to the lowest address of

the last item stored on the INTERRUPT STACK. This stack

Is normally used only by the operating system. It is used

primarily for storing temporary data, and holding return infor-

mation for operating system subroutines and interrupt and

trap service routines. The SP1 register points to the lowest

address of the last item stored on the USER STACK. This

stack is used by normal user programs to hold temporary

data and subroutine return information.

In this document, reference Is made to the SP register. The

terms "SP register" or "SP" refer to either SPO or SPI,

depending on the setting of the S bit In the PSR register. If

the S bit in the PSR is then SP refers to SPO. If the S bit in

the PSR Is 1 then SP refers to SPI. (In the NS32016 the

upper eight bits of these registers are always zero.)

Stacks in the Series 32000 family grow downward in memo-
ry. A Push operation pre-decrements the Stack Pointer by

the operand length. A Pop operation post-increments the

Stack Pointer by the operand length.

FP: The FRAME POINTER register is used by a procedure

to access parameters and local variables on the stack. The

FP register is set up on procedure entry with the ENTER
instruction and restored on procedure termination with the

EXIT Instruction.

The frame pointer holds the address in memory occupied by

the old contents of the frame pointer. (In the NS32016 the

upper eight bits of this register are always zero.)

SB: The STATIC BASE register points to the global vari-

ables of a software module. This register is used to support

relocatable global variables for software modules. The SB
register holds the lowest address in memory occupied by

the global variables of a module. (In the NS32016 the upper

eight bits of this register are always zero.)

INTBASE: The INTERRUPT BASE register holds the ad-

dress of the dispatch table for interrupts and traps (Section

3.8). The INTBASE register holds the lowest address in

memory occupied by the dispatch table. (In the NS32016
the upper eight bits of this register are always zero.)

MOD: The MODULE register holds the address of the mod-

ule descriptor of the currently executing software module.

The MOD register is sixteen bits long, therefore the module

table must be contained within the first 64K bytes of memo-
ry.

PSR: The PROCESSOR STATUS REGISTER (PSR) holds

the status codes for the NS32016 microprocessor.

The PSR is sixteen bits long, divided Into two eight-bit

halves. The low order eight bits are accessible to all pro-

grams, but the high order eight bits are accessible only to

programs executing in Supervisor Mode.

IS a 1

7

C: The C bit indicates that a cany or borrow occurred after

an addition or subtraction instruction. It can be used with the

ADDC and SUBC instructions to perform multiple-precision

integer arithmetic calculations. It may have a setting of (no

carry or borrow) or 1 (carry or borrow).

T: The T bit causes program tracing. If this bit is a 1 , a TRC
trap is executed after every instruction (Section 3.8.5).

L: The L bit is altered by comparison instructions. In a com-

parison instruction the L bit is set to "1 " if the second oper-

and is less than the first operand, when both operands are

interpreted as unsigned integers. Otherwise, it is set to "0".

In Floating Point comparisons, this bit is always cleared.

F: The F bit is a general condition flag, which is altered by

many instructions (e.g., integer arithmetic instructions use it

to indicate overflow).

Z: The Z bit Is altered by comparison instructions. In a com-

parison instruction the Z bit Is set to "1
" if the second oper-

and is equal to the first operand; otherarise it is set to "0".

N: The N bit is altered by comparison instructions. In a com-

parison instruction the N bit is set to "1 " if the second oper-

and is less than the first operand, when both operands are

interpreted as signed integers. Otherwise, it is set to "0".

U: If the U bit Is
"1 " no privileged instructions may be exe-

cuted. If the U bit is "0" then all instructions may be execut-

ed. When U=0 the NS32016 is said to be in Supervisor

Mode; when U = 1 the NS32016 Is said to be in User Mode.

A User Mode program is restricted from executing certain

instructions and accessing certain registers which could in-

terfere with the operating system. For example, a User

Mode program is prevented from changing the setting of the

flag used to indicate its own privilege mode. A Supewisor

Mode program is assumed to be a trusted part of the oper-

ating system, hence it has no such restrictions.

S: The S bit specifies whether the SPO register or SPI regis-

ter is used as the stack pointer. The bit is automatically

cleared on Interrupts and traps. It may have a setting of

(use the SPO register) or 1 (use the SPI register).

P: The P bit prevents a TRC trap from occurring more than

once for an instruction (Section 3.8.5). It may have a setting

of (no trace pending) or 1 (trace pending).

I: If I
= 1 , then all interrupts will be accepted (Section 3.8). If

1= 0, only the NMI internjpt is accepted. Trap enables are

not affected by this bit.

2.1 .3 The Configuration Register (CFG)

Within the Control section of the NS32016 CPU is the four-

bit CFG Register, which declares the presence of certain

external devices. It is referenced by only one instruction,

SETCFG, which is intended to be executed only as part of

system initialization after reset. The format of the CFG Reg-

ister is shown in Figure 2-3.

c M F 1

MxMXI.IpIsIuInIzUMxIlItIcI
TL/Ee/5054-81

FIGURE 2-2. Processor Status Register

FIGURE 2-3. CFG Register

The CFG 1 bit declares the presence of external interrupt

vectoring circuitry (specifically, the NS32202 Interrupt Con-

trol Unit). If the CFG I bit is set, lnten\ipts requested through

the INT pin are "Vectored." If it is clear, these interrupts are

"Non-Vectored." See Section 3.8.

The F, M and C bits declare the presence of the FPU, MMU
and Custom Slave Processors. If these bits are not set, the

corresponding instructions are trapped as being undefined.
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2.0 Architectural Description (continued)

2.1.4 Memory Organization

The main memory of the NS32016 is a uniform linear ad-

dress space. Memory locations are numbered sequentially

starting at zero and ending at 224— i . The number specify-

ing a memory location is called an address. The contents of

each memory location is a byte consisting of eight bits. Un-

less otherwise noted, diagrams in this document show data

stored In memory with the lowest address on the right and

the highest address on the left. Also, when data is shown

vertically, the lowest address is at the top of a diagram and

the highest address at the bottom of the diagram. When bits

are numbered in a diagram, the least significant bit is given

the number zero, and is shown at the right of the diagram.

Bits are numbered in increasing significance and toward the

left.

Byte at Address A
Two contiguous bytes are called a word. Except where not-

ed (Section 2.2.1), the least significant byte of a word is

stored at the lower address, and the most significant byte of

the word is stored at the next higher address. In memory,

the address of a word is the address of Its least significant

byte, and a word may start at any address.

15 iUSB's S 7 LSB's

A+1 A
Word at Address A

Two contiguous words are called a double word. Except

where noted (Section 2.2.1), the least significant word of a

double word is stored at the lowest address and the most

significant word of the double word is stored at the address

two greater. In memory, the address of a double word is the

address of its least significant biyte, and a double word may
start at any address.

31 MSB's 24 23 16 15 8 7 LSB'S

A-l-3 A-l-2 A+1 A
Double Word at Address A

Although memory is addressed as bytes, it is actually orga-

nized as words. Therefore, words and double words that are

aligned to start at even addresses (multiples of two) are

accessed more quickly than words and double words that

are not so aligned.

2.1.5 Dedicated Tables

Two of the NS32016 dedicated registers (MOD and INT-

BASE) serve as pointers to dedicated tables in memory.

The INTBASE register points to the Interrupt Dispatch and
Cascade tables. These are described In Section 3.8.

The MOD register contains a pointer into the Module Table,

whose entries are called Module Descriptors. A Module De-
scriptor contains four pointers, three of which are used by

the NS3201 6. The MOD register contains the address of the

Module Descriptor for the currently running module. It is au-

tomatically updated by the Call External Procedure instruc-

tions (CXP and CXPD).

The format of a Module Descriptor is shown In Figure 2-4.

The Static Base entry contains the address of static data

assigned to the running module. It Is loaded into the CPU
Static Base register by the CXP and CXPD instructions. The
Program Base entry contains the address of the first byte of

instruction code in the module. Since a module may have

multiple entry points, the Program Base pointer serves only

as a reference to find them.

The Linl( Table Address points to the Link Table for the

currently running module. The Link Table provides the infor-

mation needed for:

1) Sharing variables between modules. Such variables

are accessed through the Link Table via the External

addressing mode.

u
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00

COw
roo

LINK TABLE AOOflESS

PROGRAM BASE

TL/EE/'5054-4

FIGURE 2-4. Module Descriptor Format

ENTRY P rr

ABSOLUTE ADDRESS

1 ABSOLUTE ADDRESS

2 OFFSET MODULE

i.^ J

(VARIABLE)

(VARIABLE)

(PROCEDURE)

FIGURE 2-S. A Sample Unk Table

OPnONAL
EXTENSKMS

r

BASIC
iNsmucnON

A
^ ^

lUPUED
WMEOWrE

0ISP2- DI$P2 O.SP,

INDEX
BYTE

INDEX
BITTE

GEN
ADDR
MODE
A

GEN 1

ADDR ;

MODE 1

B ;

DISP DISP

WW IMM

i *

1

L—J
1

i

{ >
TL/EE/5054-6

FIGURE 2-6. General Instruction Format
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2.0 Architectural Description (continued)

2) Transferring control from one module to another. This

Is done via the Call External Procedure (CXP) instnjc-

tlon.

The format of a Link Table is given in Figure 2-5. A Link

Table Entry for an external variable contains the 32-bit ad-

dress of that variable. An entry for an external procedure

contains two 16-bit fields: Module and Offset The Module

field contains the new MOD register contents for the mod-

ule being entered. The Offset field is an unsigned number

giving the position of the entry point relative to the new
module's Program Base pointer.

For further details of the functions of these tables, see the

Series 32000 Instruction Set Reference Manual.

2.2 INSTRUCTION SET

2.2.1 General Instruction Format

Figure 2-6 shows the general format of a Series 32000 in-

struction. The Basic Instruction is one to three bytes long

and corrtains the Opcode and up to 5-bit General Address-

ing Mode ("Gen") fields. Following the Basic Instruction

field is a set of optional extensions, which may appear de-

pending on the instruction and the addressing modes se-

lected.

Index Bytes appear when either or both Gen fields specify

Scaled Index. In this case, the Gen field specifies only the

Scale Factor (1, 2, 4 or 8), and the Index Byte specifies

which General Purpose Register to use as the index, and

which addressing mode calculation to perform before index-

ing. See Figure 2-7.

7 3 3

GEN. ADOR- MODE REG, MO.

TL/EE/5054-7

FIGURE 2-7. Index Byte Format

Following Index Bytes come any displacements (addressing

constants) or Immediate values associated with the select-

ed addressing modes. Each Disp/Imm field may contain

one of two displacements, or one immediate value. The size

of a Displacement field is encoded within the top bits of that

field, as shown in Figure 2-8, with the remaining bits inter-

preted as a signed (two's complement) value. The size of an

immediate value is determined from the Opcode field. Both

Displacement and Immediate fields are stored most-signifi-

cant byte first. Note that this is different from the memory
representation of data (Section 2.1.4).

Some instructions require additional "implied" immediates

and/or displacements, apart from those associated with ad-

dressing modes. Any such extensions appear at the end of

the instruction, in the order that they appear within the list of

operands in the instruction definition (Section 2.2.3).

2.2.2 Addressing Modes

The NS32016 CPU generally accesses an operand by cal-

culating its Effective Address based on information avail-

able when the operand is to be accessed. The method to be
used in performing this calculation is specified by the pro-

grammer as an "addressing mode."

Addressing modes in the NS32016 are designed to optimal-

ly support high-level language accesses to variables. In

neariy all cases, a variable access requires only one ad-

dressing mode, within the instruction that acts upon that

variable. Extraneous data movement is therefore minimized.

NS32016 Addressing Modes fall into nine basic types:

Register: The operand is available in one of the eight Gen-

eral Purpose Registers. In certain Slave Processor instruc-

tions, an auxiliary set of eight registers may be referenced

instead.

Register Relative: A General Purpose Register contains an

address to which is added a displacement value from the

instruction, yielding the Effective Address of the operand in

memory.

Memory Space: Identical to Register Relative above, ex-

cept that the register used is one of the dedicated registers

PC, SP, SB or FP. These registers point to data areas gen-

erally needed by high-level languages.

Byte Displacement: Range -64 to +63

SKNED DISPLACEMENT

Word Displacement: Range -8192 to -1-8191

1 '

_J ^^
-^

Double Word Displacement:

Range (Entire Addressing Space)

1 1

I

^

TL/EE/5054-10

FIGURE 2-8. Displacement Encodings

Memory Relative: A pointer variable is found within the

memory space pointed to by the SP, SB or FP register. A
displacement is added to that pointer to generate the Effec-

tive Address of the operand.

Immediate: The operand is encoded within the instruction.

This addressing mode is not allowed if the operand is to be

written.

Absolute: The address of the operand is specified by a

displacement field in the instruction.

External: A pointer value is read from a specified entry of

the current Link Table. To this pointer value is added a dis-

placement, yielding the Effective Address of the operand.

Top of Stack: The currently-selected Stack Pointer (SPO or

SP1) specifies the location of the operand. The operand is

pushed or popped, depending on whether it is written or

read.

Scaled Index: Although encoded as an addressing mode.

Scaled Indexing is an option on any addressing mode ex-

cept Immediate or another Scaled Index. It has the effect of

calculating an Effective Address, then multiplying any Gen-

eral Purpose Register by 1, 2, 4 or 8 and adding into the

total, yielding the final Effective Address of the operand.

Table 2-1 is a brief summary of the addressing modes. For a

complete description of their actions, see the Series 32000
Instruction Set Reference Manual.
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2.0 Architectural Description (continued)

TABLE 2-1

NS32016 Addressing Modes

ENCODING MODE ASSEMBLER SYNTAX EFFECTIVE ADDRESS
Register

00000 Register RO or FO None: Operand Is in the specified

00001 Register 1 R1 or F1 register.

00010 Register 2 R2 or F2

00011 Register 3 RSorFS

00100 Register 4 R4 or F4

00101 Register 5 R5orF5

00110 Register 6 R6 or F6

00111 Register 7 R6 or F7

Register Relative

01000 Register relative dlsp(RO) Disp + Register

01001 Register 1 relative disp(RI)

01010 Register 2 relative disp(R2)

01011 Register 3 relative disp(R3)

01100 Register 4 relative disp(H4)

01101 Register 5 relative disp(R5)

01110 Register 6 relative disp(R6)

01111 Register 7 relative dlsp(R7)

Memory Relative

10000 Frame memory relative disp2(dlsp1 (FP)) Disp2 + Pointer; Pointer found at

10001 Stacl< memory relative disp2(dlsp1 (SP)) address Disp 1 + Register. "SP"

10010 Static memory relative disp2(disp1 (SB)) is either SPO or SP1 , as selected

in PSR.

Reserved

10011 (Reserved for Future Use)

Immediate

10100 Immediate value None: Operand is Input from

instruction queue.

Absolute

10101 Absolute @disp Disp.

External

10110 External EXT(disp1) + disp2 Dlsp2 + Pointer; Pointer is found

at Link Table Entry number Displ

.

Top Of Stack

10111 Top of stack TOS Top of current stack, using either

User or Intermpt Stack Pointer,

as selected in PSR. Automatic

Push/Pop included.

Memory Space

11000 Frame memory disp(FP) Disp + Register; "SP" is either

11001 Stack memory disp(SP) SPO or SP1 , as selected In PSR.

11010 Static memory disp(SB)

11011 Program memory • + disp

Scaled Index

11100 Index, bytes mode[Rn:B] EA (mode) + Rn.

11101 Index, words mode[Rn:W] EA(mode) + 2xRn.

11110 Index, double words mode[Rn:D] EA(mode) + 4xRn.

11111 Index, quad words mode[Rn:Q] EA(mode) + 8xRn.

"Mode" and "n" are contained

wittiin the Index Byte.

EA (mode) denotes the effective

address generated using mode.

a>
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2.0 Architectural Description (continued)

2.2.3 Instruction Set Summary

Table 2-2 presents a brief description of the NS32016 in-

struction set. The Format column refers to the Instruction

Format tat>les (Appendix A). The Instruction column gives

the instmctlon as coded in assembly language, and the De-

scription column provides a short description of the function

provided tiy that instruction. Further details of the exact op-

erations performed by each instruction may be found in the

Series 32000 Instmctlon Set Reference Manual.

Notations:

1
= Integer length suffix: B = Byte

W= Word
D = Double Word

f= Floating Point length suffix: F= Standard Floating

L= Long Floating

gen= General operand. Any addressing mode can be sped-

fied.

short=A 4-bit value encoded within the Basic Instruction

(see Appendix A for encodings).

imm= Implied immediate operand. An 8-bit value appended
after any addressing extensions.

disp= Displacement (addressing constant): 8, 16 or 32 bits.

All three lengths legal.

reg= Any General Purpose Register: R0-R7.

areg=Any Dedicated/Address Register: SP, SB, FP, MOD,
INTBASE, PSR, US (bottom 8 PSR bits).

mreg = Any Memory Management Status/Control Register.

creg= A Custom Slave Processor Register (Implementation

Dependent).

cond= Any condition code, encoded as a 4-bit field within

the Basic Instruction (see Appendix A for encodings).

TABLE 2-2

NS32016 Instruction Set Summary

MOVES
Format Operation Operands Description

4 MOVi gen.gen Move a value.

2 MOVQI short,gen Extend and move a signed 4-bit constant

7 MOVMI gen,gen,disp Move multiple: disp bytes (1 to 16).

7 MOVZBW gen.gen Move with zero extension.

7 MOVZiD gen.gen Move with zero extension.

7 MOVXBW gen,gen Move with sign extension.

7 MOVXID gen.gen Move with sign extension.

4 ADDR gen.gen Move effective address.

INTEGER ARITHMETIC
Format Operation Operands Description

4 ADDI gen.gen Add.

2 ADDQI short.gen Add signed 4-bit constant.

4 ADDCi gen.gen Add with carry.

4 SUBi gen.gen Subtract.

4 SUBCi gen.gen Subtract with carry (borrow).

6 NEGi gen,gen Negate (2's complement).

6 ABSi gen.gen Take absolute value.

7 MUU gen.gen Multiply.

7 QUOi gen.gen Divide, rounding toward zero.

7 REMI gen.gen Remainder from QUO.

7 DIVi gen,gen Divide, rounding down.

7 MODI gen,gen Remainder from DIV (Modulus).

7 MEN gen,gen Multiply to extended integer.

7 DEIi gen,gen Divide extended integer.

PACKED DECIMAL (BCD) ARITHMETIC
Format Operation Operands Description

6 ADDPi gen.gen Add packed.

6 SUBPi gen.gen Subtract packed.
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2.0 Architectural Description (continued)

INTEGER COMPARISON
Format Operation

4 GMPi

2 CMPQi

7 CiMPiMi

TABLE 2-2

NS32016 Instruction Set Summary (Continued)

Operands Description

gen.gen Compare.

sliortgen Compare to signed 4-bit constant.

gen.gen.disp Compare muitipie: disp bytes (1 to 1 6).

LOGICAL AND BOOLEAN
Format Operation Operands Description

4

4

4

4

6

6

2

ANDi

ORi

BICi

XORi

ODMi

NOTi

Scondi

gen.gen

gen,gen

gen.gen

gen.gen

gen.gen

gen.gen

gen

Logical AND.

Logicai OR.

Ciear selected bits.

Logical exclusive OR.

Complement all bits.

Boolean complement: LSB only.

Save condition code (cond) as a Boolean variable of size i.

SHIFTS

Format Operation Operands Description

z
o>MO
a>

W
OS

o

lO

a>

BITS

LSHi

ASHi

ROTi

Format Operation

4 TBITi

6 SBITi

6 SBITIi

6 CBITi

6 CBITIi

6 IBITi

8 FFSi

gen.gen Logical siiift. left or rigtit.

gen.gen Arithmetic stiift. left or rigfit.

gen.gen Rotate, left or rigfit.

Operands Description

gen.gen Test bit.

gen.gen Test and set bit.

gen.gen Test and set bit. interlocked.

gen.gen Test and clear bit.

gen.gen Test and clea- bit. interlocked.

gen.gen Test and invert bit.

gen.gen Find first set bit.

BITFIELDS

Bit fields are values in memory ttiat are not aligned to byte boundaries. Examples are PACKED arrays and records used in

Pascal. "Extract" instructions read and align a bit field. "Insert" instructions write a bit field from an aligned source.

Format Operation Operands Description

Extract bit field (array oriented).

Insert bit field (array oriented).

Extract bit field (sliort form).

Insert bit field (sliort form).

Convert to bit field pointer.

Description

Index bounds check.

Recursive indexing step for multiple-dimensional arrays.

8

8

7

7

8

AVS

EXTI

INSi

EXTSi

INSSi

CVTP

reg.gen.gen.disp

reg.gen,gen.disp

gen.gen.imm.imm

gen.gen.imm.imm

reg.gen.gen

Format

8

8

Operation

CHECKi

INDEXi

Operands

reg.gen.gen

reg.gen.gen
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2.0 Architectural Description (continued)

TABLE 2-2

NS32016 Instruction Set Summary (Continued)

STRINGS Options on all string instructions are:

String instructions assign specific functions to the General B (Backward): Decrement strong pointers after each |

Purpose Registers step rather than incrementing.

R4— Comparison Value U (Until match): End instruction if String 1 entry matches

R3 — Translation Table Pointer R4.

R2 — String 2 Pointer W (While match): End instruction if String 1 entry does not

R1 — String 1 Pointer
match R4.

RO— Limit Count
All string instructions end when RO decrements to zero.

Format Operation Operands Description

5 MOVSi options Move string 1 to string 2.

MOVST options Move string, translating bytes.

5 CMPSi options Compare string 1 to string 2.

CMPST options Compare, translating string 1 bytes.

5 SKPSi options Skip over string 1 entries.

SKPST options Skip, translating bytes for until/while.

JUMPS AND LINKAGE

Format Operation Operands Description

3 JUMP gen Jump.

BR disp Branch (PC Relative).

Bcond disp Conditional branch.

3 CASEi gen Multiway branch.

2 ACBI short,gen,disp Add 4-bit constant and branch If non-zero.

3 JSR gen Jump to subroutine.

1 BSR disp Branch to subroutine.

1 CXP disp Call external procedure

3 CXPD gen Call external procedure using descriptor.

1 SVC Supervisor call.

1 FLAG Flag trap.

1 BPT Breakpoint trap.

1 ENTER [reg list], disp Save registers and allocate stack frame (Enter Procedure).

1 EXIT [reglist] Restore registers and reclaim stack frame (Exit Procedure).

1 RET disp Return from subroutine.

1 RXP disp Return from external procedure call.

1 Rbl 1 disp Return from trap. (Privileged)

1 RETI Return from intemjpt. (Privileged)

CPU REGISTER MANIPULATIO^

Format Operation Operands Description

1 SAVE [reg list] Save general purpose registers.

1 RESTORE [reg list] Restore general purpose registers.

2 LPRi areg.gen Load dedicated register. (Privileged if PSR or INTBASE)

2 SPRi areg.gen Store dedicated register. (Privileged if PSR or INTBASE)

3 ADJSPi gen Adjust stack pointer.

3 BISPSRi gen Set selected bits in PSR. (Privileged if not Byte length)

3 BICPSRi gen Clear selected bits in PSR. (Privileged if not Byte length)

5 SETCFG [option list] Set configuration register. (Privileged)
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2.0 Architectural Description (continued)

TABLE 2-2

NS32016 Instruction Set Summary (Continued)
|

FLOATING POINT
Format Operation Operands Description

11 MOVf gen.gen Move a floating point value.

9 MOVLF gen.gen Move and sliorten a long value to standard.

9 MOVFL gen.gen Move and lengthen a standard value to long.

9 MOVif gen.gen Convert any integer to standard or long floating.

9 ROUNDfi gen.gen Convert to integer by rounding.

9 TRUNCfi gen.gen Convert to integer by tmncating, toward zero.

9 FLOORfi gen.gen Convert to largest integer less than or equal to value.

11 ADDf gen.gen Add.

11 SUBf gen.gen Subtract.

11 MULf gen.gen Multiply.

11 DIVf gen.gen Divide.

11 CMPf gen.gen Compare.

11 NEGf gen,gen Negate.

11 ABSf gen,gen Take absolute value.

9 LFSR gen Load FSR.

9 SFSR gen Store FSR.

MEMORY MANAGEMENT
Format Operation Operands Description

14 LIWR mreg.gen Load memory management register. (Privileged)

14 SIt/IR mreg.gen Store memory management register. (Privileged)

14 RDVAL gen Validate address for reading. (Privileged)

14 WRVAL gen Validate address for writing. (Privileged)

8 MOVSUi gen.gen Move a value from supervisor

space to user space. (Privileged)

8 H^OVUSi gen.gen Move a value from user space

to supervisor space. (Privileged)

MISCELLANEOUS
Format Operation Operands |}escription

1 NOP No operation.

1 WAIT Wait for interrupt

1 DIA Diagnose. Single-byte "Branch to Self" for hardware

breakpointing. Not for use in programming.

CUSTOM SLAVE
Format Operation Operands Description

15.5 CCALOc gen.gen Custom calculate.

15.5 CCALIc gen.gen

15.5 CCAI..2C gen.gen

15.5 CCAL3C gen.gen

15.5 CMOVOc gen.gen Custom move.

15.5 CMOVIc gen.gen

15.5 CM0V2C gen.gen

CM0V3C gen.gen

15.5 CCMPc gen.gen Custom compare.

CCMPIc gen.gen

15.1 CCVOci gen.gen Custom convert.

15.1 CCVIcl gen.gen

15.1 CCV2ci gen.gen

15.1 CCVSic gen.gen

15.1 CCV4DQ gen.gen

15.1 CCV5QD gen.gen

15.1 LCSR gen Load custom status register.

15.1 SCSR gen Store custom status register.

15.0 CATSTO gen Custom address/test. (Privileged)

15.0 CATST1 gen (Privileged)

15.0 LCR creg.gen Load custom register. (Privileged)

15.0 SCR creg.gen Store custom register. (Privileged)

lO

o

COwM
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3.0 Functional Description

3.1 POWER AND GROUNDING
The NS32016 requires a single 5-volt power supply, applied

on pin 48 (Vcc)-

Grounding connections are made on two pins. Logic Ground

(GNDL, pin 24) is the common pin for on-chip logic, and

Buffer Ground (GNDB, pin 25) is the common pin for the

output drivers. For optimal noise immunity, it is recommend-

ed that GNDL be attached through a single conductor di-

rectly to GNDB, and that all other grounding connections be

made only to GNDB, as shown below (Figure 3-1).

In addition to Vcc and Ground, the NS32016 CPU uses an

internally-generated negative voltage. It is necessary to filter

this voltage externally by attaching a pair of capacitors {Fig-

ure 3-1) from the BBG pin to ground. Recommended values

of these are:

Ci: 1 fiF, Tantalum.

Ci. 1000 pF, low inductance. This should be either a disc or

monolithic ceramic capacitor.

OTHER GROUND
CONNECTIONS

TL/EE/6054-11

FIGURE 3-1. Recommended Supply Connections

3.2 CLOCKING

The NS32016 Inputs clocking signals from the NS32201
Timing Control Unit (TCU), which presents two non-overlap-

ping phases of a single clock frequency. These phases are

called PHI1 (pin 26) and PHI2 (pin 27). Their relationship to

each other is shown In Figure 3-2.

Each rising edge of PH1 1 defines a transition in the timing

state ("T-State") of the CPU. One T-State represents the

execution of one microinstruction within the CPU, and/or

one step of an external bus transfer. See Section 4 for com-
plete specifications of PH1 1 and PHI2.

-^ONE T-STATE-»

mjT
NONOVERLAPPING

TL/'EE/5054-12

FIGURE 3-2. Clock Timing Relationships

As the TCU presents signals with very fast transitions, it is

recommended that the conductors carrying PHM and PHI2

be kept as short as possible, and that they not be connect-

ed anywhere except from the TCU to the CPU and, if pres-

ent, the MMU. A TTL Clock signal (CTTL) is provided by the

TCU for all other clocking.

3.3 RESETTING

The RST/ABT pin serves both as a Reset for on-chip logic

and as the Abort input for IWemory-Managed systems. For

its use as the Atx>rt Command, see Section 3.5.4.

The CPU may be reset at any time by pulling the RST/ABT
pin low for at least 64 clock cycles. Upon detecting a reset,

the CPU terminates instruction processing, resets its inter-

nal logic, and clears the Program Counter (PC) and Proces-

sor Status Register (PSR) to all zeroes.

On application of power, RST/ABT must be held low for at

least 50 (xs after Vcc is stable. This is to ensure that all on-

chip voltages are completely stable before operation.

Whenever a Reset is applied, it must also remain active

"7
Vcc '

« ff

DHI1 n_n,,.Rj^
))

2MCL0CK
CYCLES

SSf/iSi
1 1^

— ESOmMC --

TL/EE/5054-13

FIGURE 3-3. Power-On Reset Requirements
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3.0 Functional Description (continued)

for not less than 64 clock cycles. The rising edge must oc-

cur white PHI1 is high. See Figures 3-3 and 3-4.

The NS32201 Timing Control Unit (TCU) provides circuitry

to meet the Reset requirements of the NS32016 CPU. Fig-

ure 3-5a shows the recommended connections for a non-

Memory-Managed system. Figure 3-5b shows the connec-

tions for a Memory-Managed system.

vcc

O

r- 1 ..... h
i^^>—[> ! r

I

";— -V-

^/ABT

•T^^l+TLR
r

-264CLOCK-
CYCLES

-ff-

TL'EE/5054-14

FIGURE 3-4. General Reset Timing

EXTERNAL RESET
(OPTIONAL)

Jtt:
'?

!

NS32201
TCU

RSn RSTO

4 ^^ £50/^sec

I J

RESET SWITCH
(OPTIONAL)

NS32016
CPU

SYSTEM RESET

FIGURE 3-5a. Recommended Reset Connections, Non-Memory-Managed System

vcc

o

J M
EXTERNAL RESET

(OPTIONAL)

'1

X

NS32201
TCU

RSTI BSTO RSTI RST/ABT

TL/EE/5054-15

N$320ie
CPU

I J

RESET swrrCH
(OPTIONAL)

FIGURE 3-5b. Recommended Reset Connections, Memory-Managed System
TLyEE/5054-16

3.4 BUS CYCLES

The NS32016 CPU has a strap option which defines the Bus
Timing Mode as either With or Without Address Translation.

This section describes only bus cycles under the No Ad-
dress Translation option. For details of the use of the strap

and of bus cycles with address translation, see Section 3.5.

The CPU will perform a bus cycle for one of the following

reasons:

1) To write or read data, to or from memory or a peripheral

Interface device. Peripheral Input and output are memo-
ry-mapped in the Series 32000 family.

2) To fetch instructions into the eight-byte instruction

queue. This happens whenever the bus would otherwise
be Idle and the queue is not already full.

3) To acl<nowledge an inten-upt and allow external circuitry

to provide a vector numtjer, or to acknowledge comple-
tion of an interrupt service routine.

4) To transfer information to or from a Slave Processor.

In terms of bus timing, cases 1 through 3 above are identi-

cal. For timing specifications, see Section 4. The only exter-

nal difference between them Is the four-bit code placed on
the Bus Status pins (ST0-ST3). Slave Processor cycles dif-

fer in that separate control signals are applied (Section

3.4.6).

The sequence of events in a non-Slave bus cycle is shown
in Figure 3-7 for a Read cycle and Figure 3-8 for a Write

cycle. The cases shown assume that the selected memory
or interface device is capable of communicating with tfie

CPU at full speed. If It is not, then cycle extension may be

requested through the RDY line (Section 3.4.1).

O
0>
I

COM
lO

01

isao
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3.0 Functional Description (continued)

A full-speed bus cycle Is performed In four cycles of the

PHI1 clock signal, labeled T1 through T4. Clock cycles not

associated with a bus cycle are designated Ti (for "Idle").

During T1, the CPU applies an address on pins AD0-AD15

and A16-A23. It also provides a low-going pulse on the

ADS pin, which serves the dual purpose of informing exter-

nal circuitry that a bus cycle is starting and of providing con-

trol to an external latch for demultiplexing Address bits 0-

15 from the AD0-AD15 pins. See Rgure 3-6. During this

time also the status signals DDIN, indk^ting the direction of

the transfer, and HBE, indicating whether the high byte

(AD8-AD15} is to be referenced, become valid.

During T2 the CPU switches the Data Bus, AD0-AD15, to

either accept or present data. Note that the signals A16-

A23 remain valid, and need not be latched. It also starts the

data strobe (DS), signaling the beginning of the data trans-

fer. Associated signals from the NS32201 Timing Control

Unit are also activated at this time: RD (Read Strobe) or WR
(Write Strobe), TSO (Timing State Output, indicating that T2

has been reached) and DBE (Data Buffer Enable).

The T3 state provides for access time requirements, and it

occurs at least once in a bus cycle. At the end of T2 or T3,

on the falling edge of the PHI2 clock, the RDY (Ready) line

is sampled to determine whether the bus cycle will be ex-

tended (Section 3.4.1).

If the CPU is performing a Read cycle, the Data Bus (ADO-

AD15) is sampled at the falling edge of PHI2 of the last T3

state. See Section 4. Data must, however, be held at least

until the beginning of T4. DS and RD are guaranteed not to

go inactive before this point, so the rising edge of either of

them may safely be used to disable the device providing the

input data.

The T4 state finishes the bus cycle. At the beginning of T4,

the OS, RD, or WR, and TSO signals go inactive, and at the

rising edge of PHI2, DBE goes inactive, having provided for

necessary data hold times. Data during Write cycles re-

mains valid from the CPU throughout T4. Note that the Bus

Status lines (ST0-ST3) change at the beginning of T4, an-

ticipating the following bus cycle (if any).

TL/EE/5054-17

FIGURE 3-6. Bus Connections
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3.0 Functional Description (continued)

NS32016CPU BUS SIGNALS

Zf

J

ADDRESS VALID

' ADDRESS
VALID y

STATUS VAUD

\

1_

\
7}.....-^

I

^7
NEXT STATUS

L

X

NS32201 TCU BUS SIGNALS

V

/"

/

7

J
\ /

/
TL/EE/5054-18

FIGURE 3-7. Read Cycle Timing
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3.0 Functional Description (continued)
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PIQURE 3-8. Write Cycia Timing
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3.0 Functional Description (continued)

3.4.1 Cyde Extension

To allow sufficient strobe widths and access times for any
speed of memory or peripheral device, the NS32016 pro-

vides for extension of a bus cycle. Any type of bus cycle

except a Slave Processor cycle can be extended.

In Figures 3-7 and 3-8, note that during T3 all bus control

signals from the CPU and TCU are flat. Therefore, a bus

cycle can be cleanly extended by causing the T3 state to be

repeated. This is the purpose of the RDY (Ready) pin.

At the end of T2 on the falling edge of PHI2, the RDY line is

sampled by the CPU. If RDY is high, the next T-states will be

T3 and then T4, ending the bus cycle. If it is sampled low,

then another T3 state will be inserted after the next T-state

and the RDY line will again be sampled on the falling edge

of PHIZ. Each additional T3 state after the first is referred to

as a "wait state." See Figure 3-9.

The RDY pin is driven by the NS32201 Timing Control Unit,

which applies WAIT States to the CPU as requested on
three sets of pins:

1

)

CWAIT (Continues WAIT), which holds the CPU in WAIT
states until removed.

2) WAiTT, WAiT2, WAiT4, WAiTO (Collectively WAiTn),
which may be given a four-bit binary value requesting a
specific number of WAIT States from to 15.

3) PER (Peripheral), which inserts five additional WAIT
states and causes the TCU to reshape the RD and WR
strobes. This provides the setup and hold times required

by most MOS peripheral interface devices.

Combinations of these various WAIT requests are both legal

and useful. For details of their use, see the NS32201 TCU
Data Sheet.

Figure 3-10 illustrates a typical Read cycle, with two WAIT
states requested through the TCU WAITn pins.

T1 T2 T3
T3

(WAIT) T4

1

WMBx / wm^
NEXT NEXT
STATE; STATE:

T3 T4
TL/EE/5054-20

FIGURE 3-9. RDY Pin Timing

3.4.2 Bus Status

The NS32016 CPU presents four bits of Bus Status informa-

tion on pins ST0-ST3. The various combinations on these

pins indicate why the CPU is performing a bus cycle, or, if it

is idle on the bus, then why it is idle.

Referring to Figures 5-7 and 3-8, note that Bus Status leads

the corresponding Bus Cycle, going valid one clock cycle

before T1 , and changing to the next state at T4. This allows

the system designer to fully decode the Bus Status and, if

desired, latch the decoded signals before ADS initiates the

Bus Cycle.

The Bus Status pins are interpreted as a four-bit value, with

STO the least significant bit. Their values decode as follows:

0000— The bus is idle because the CPU does not need
to perform a bus access.

0001 — The bus is idle because the CPU is executing

the WAIT instruction.

0010— (Reserved for future use.)

001 1 — The bus is idle because the CPU is waiting for a
Slave Processor to complete an Instruction.

01 00— Interrupt Acknowledge, Master.

The CPU is performing a Read cycle. To ac-

knowledge receipt of a Non-Maskable Inten'upt

(on NMI) it will read from address FFFFOOigi

but will ignore any data provided.

To acknowledge receipt of a Maskable Interrupt

(on INT) it will read from address FFFEOOie,

expecting a vector number to be provided from

the Master NS32202 Inten-upt Control Unit If

the vectoring mode selected by the last

SETCFG instruction was Non-Vectored, then

the CPU will ignore the value it has read and will

use a default vector instead, having assumed
that no NS32202 is present. See Section 3.4.5.

0101 — Interrupt Acknowledge, Cascaded.

The CPU is reading a vector number from a

Cascaded NS32202 Inten-upt Control Unit The

address provided is the address of the

NS32202 Hardware Vector register. See Sec-

tion 3.4.5.

01 1 — End of Intemjpt, Master.

The CPU is performing a Read cycle to indicate

that it is executing a Return from Internjpt

(RETI) instruction. See Section 3.4.5.

01 1 1 — End of Internjpt Cascaded.

The CPU is reading from a Cascaded Interrupt

Control Unit to indicate that it is returning

(through RETI) from an interrupt service routine

requested by that unit See Section 3.4.5.

1000— Sequential Instruction Fetch.

The CPU Is reading the next sequential word

from the Insb-uction stream into the Instnjction

Queue. It will do so whenever the bus would

otherwise be idle and the queue is not already

full.
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3.0 Functional Description (continued)

PREV. CVCL

1

PHI1 1

PHI 2

E
NS32016CPUBUSSI0NAIS

NEXTCYCUE

r4 0RTil Tl T2 T3 (wAIT) (WAIT) " TIORTi

\j\jn_ji_rLrLrLrL_r

A16-A23 1 VXWa t
1

ADDRESS VALID Ynext ADDR

y ADDR
A VALID

1
1

AD0-AD1S ^m y-^^^^M}^ -/next ADDR

ADS w V7
ST0-ST3 ^^ STATUS VALID X

next STATUS

\ /nextDDT. g'm
X-"

L_

-"^W//.t ;

VALID

\

1

DS

/
N

J 1

S32201 TCU

1 1

CYCU EXTENSION SIGN

i
i

i

AL5

CWAIT .V,VMW
'

1 ^W/aW/aMfe

-^'mw^^mYMWa V///AWA
1

WAlTn [ ^y//A%^
1

VMW/a'mWaM ^

\ 1

RDY \ /

i

(TCUTOCPU)

^

i32?01 TCU BUS SIGNAL

RO 1 J

WR J

Bii J \ r

\
Trio r

1 1

TL/EE/5C64-21

FIGURE 3-10. Extended Cycle Example

Note: Arrows on CWAIT, PER, WAITn indicate points at which the TCU samples. Arrows on AD0-AD15 and

RDY indicate points at which the CPU samples.
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3.0 Functional Description (continued)

1001 — Non-Sequential Instruction Fetch.

The CPU is performing the first fetch of instruc-

tion code after the Instruction Queue is purged.

This will occur as a result of any jump or branch,

or any interrupt or trap, or execution of certain

instructions.

1010— Data Transfer.

The CPU is reading or writing an operand of an

instruction.

101 1 — Read RMW Operand.

The CPU is reading an operand which will sub-

sequently be modified and rewritten. If memory

protection circuitry would not allow the following

Write cycle. It must abort this cycle.

1 1 00— Read for Effective Address Calculation.

The CPU is reading information from memory in

order to determine the Effective Address of an

operand. This will occur whenever an instruc-

tion uses the Memory Relative or External ad-

dressing mode.

1101 — Transfer Slave Processor Operand.

The CPU is either transferring an instruction op-

erand to or from a Slave Processor, or It Is issu-

ing the Operation Word of a Slave Processor

instruction. See Section 3.9.1.

1110— Read Slave Processor Status.

The CPU is reading a Status Word from a Slave

Processor. This occurs after the Slave Proces-

sor has signalled completion of an instruction.

The transfen-ed word tells the CPU whether a

trap should be taken, and In some instructions It

presents new values for the CPU Processor

Status Register bits N, Z, L or F. See Section

3.9.1.

1 1 1

1

— Broadcast Slave ID.

The CPU is initiating the execution of a Slave

Processor instnjction. The ID Byte (first byte of

the Instruction) Is sent to all Slave Processors,

one of which will recognize it. From this point

the CPU is communicating with only one Slave

Processor. See Section 3.9.1.

3.4.3 Data Access Sequences

The 24-bit address provided by the NS32016 is a byte ad-

dress; that Is, It uniquely identifies one of up to 16,777,216

eight-bit memory locations. An important feature of the

NS32016 Is that the presence of a 16-bit data bus imposes

no restrictions on data alignment; any data item, regardless

of size, may be placed starting at any memory address. The
NS32016 provides a special control signal. High Byte En-

able (HBE), which facilitates individual byte addressing on a
16-bit bus.

Memory Is intended to be organized as two eight-bit banks,

each bank receiving the word address (A1 -A23) in parallel.

One bank, connected to Data Bus pins AD0-AD7, is en-

abled to respond to even byte addresses; i.e., when the

least significant address bit (AO) Is low. The other bank,

connected to Data Bus pins AD8-AD15, is enabled when
HBE is low. See Figure 3-11.

AO(LBE)

TL/EE/5054-22

FIGURE 3-11. Memory Interface

Any bus cycle falls Into one of three categories: Even Byte

Access, Odd Byte Access, and Even Word Access. All ac-

cesses to any data type are made up of sequences of these

cycles. Table 3-1 gives the state of AO and HBE for each

category.

TABLE 3-1

Bus Cycle Categories

Category HBE AO

Even Byte 1

Odd Byte 1

Even Word

Accesses of operands requiring more than one bus cycle

are performed sequentially, with no Idle T-States separating

them. The number of bus cycles required to transfer an op-

erand depends on its size and Its alignment (i.e., whether it

starts on an even byte address or an odd byte address).

Table 3-2 lists the bus cycle performed for each situation.

For the timing of AO and HBE, see Section 3.4.
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3.0 Functional Description (continued)

TABLE 3.2

Access Sequences

Cyde Type Address Hit AO High Bus Low Bus

1 Odd Byte

A. Odd WordAccess Sequence

A 1 E

•«-ABYTE1 BYTEO

3yteO Don't Care

2 Even Byte A + 1 1 Don't Care Bytel

1 Even Word

B. Even Double-WordAccess Sequence

-<-ABYTES BYTE 2 BYTE1 BYTEO

A Byte 1 ByteO

2 Even Word A+2 i3yte3 Byte 2

1 Odd Byte

C. Odd Double-WordAccess Sequence

-ABYTES BYTE 2 BYTE1 BYTEO

A 1 !3yt9 Don't Care

2 Even Word A+1 3yte2 Bytel

3 Even Byte A+3 1 3on't Care Byte 3

D. Even Quad-WordAccess Sequence

«-ABYTE 7 BYTE 6 BYTES BYTE 4 BYTES BYTE 2 BYTE1 BYTEO

1 Even Word A Bytel ByteO

2

Other bus cyck

Even Word

s (instruction prefetch

A+2

or slave) can occur here.

Byte 3 Byte 2

3 Even Word A + 4 3yte5 Byte 4

4 Even Word A + 6 3yte7 Byte 6

£ Odd Quad-WordAccess Sequence

•«-ABYTE? BYTE 6 BYTES BYTE 4 BYTES BYTE 2 BYTE1 BYTEO

1 Odd Byte A 1 3yteO Don't Cai e

2 Even Word A+1 Byte 2 Bytel

3

Other bus cycle

Even Byte

s (instruction prefetch

A+3 1

or slave) can occur here.

Don't Care Bytes

4 Odd Byte A+4 1 3yte4 Don't Care

5 Even Word A+5 3yte6 Bytes

6 Even Byte A + 7 1 Don't Care Byte?
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3.0 Functional Description (continued)

3.4.3.1 Bit Accesses

The Bit Instructions perfomi byte accesses to ttie byte con-

taining the designated bit The Test and Set Bit instruction

(SBIT), for example, reads a byte, alters it, and rewrites it,

having changed the contents of one bit.

3.4.3.2 Bit Field Accesses

An access to a Bit Field in memory always generates a Dou-

ble-Word transfer at the address containing the least signifi-

cant bit of the field. The Double Word Is read by an Extract

instruction; an Insert instruction reads a Double Word, modi-

fies it, and rewrites it.

3.4.3.3 Extending Multiply Accesses

The Extending Multiply Instmction (MEI) will return a result

which is twice the size in bytes of the operand it reads. If the

multiplicand is in memory, the most-significant half of the

result is written first (at the higher address), then the least-

significant half. This is done in order to support retry if this

instruction is aborted.

3.4.4 Instruction Fetches

Instructions for the NS32016 CPU are "prefetched"; that is,

they are input before being needed into the next available

entry of the eight-byte Instruction Queue. The CPU performs

two types of Instruction Fetch cycles: Sequential and Non-

Sequential. These can be distinguished from each other by

their differing status combinations on pins ST0-ST3 (Sec-

tion 3.4.2).

A Sequential Fetch will be performed by the CPU whenever

the Data Bus would othenwise be idle and the Instruction

Queue is not currently full. Sequential Fetches are always

Even Word Read cycles (Table 3-1).

A Non-Sequential Fetch occurs as a result of any breal< in

the normally sequential flow of a program. Any jump or

branch instruction, a trap or an interrupt will cause the next

Instnjction Fetch cycle to be Non-Sequential. In addition,

certain instructions flush the instruction queue, causing the

next instruction fetch to display Non-Sequential status. Only

the first bus cycle after a break displays Non-Sequential

status, and that cycle is either an Even Word Read or an

Odd Byte Read, depending on whether the destination ad-

dress is even or odd.

3.4.5 Interrupt Control Cycles

Activating the InT or NMl pin on the CPU will initiate one or

more bus cycles whose purpose is inerrupt control rather

than the transfer of instructions or data. Execution of the

Return from Interrupt instruction (RETI) will also cause Inter-
X /-. *-— I I i"!^— Tl IIXX X : ^ ^ I—X-

lupL «-n.>iiuui uuo uyuiea. iiieaeuiTid iiuiii iiiauuuuuii ui uaia

transfers only in the status presented on pins ST0-ST3. All

Interrupt Control cycles are single-byte Read cycles.

This section describes only the Interrupt Control sequences

associated with each interrupt and with the return from its

sen/ice routine. For full details of the NS32016 interrupt

structure, see Section 3.8.
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1" 3.0 Functional Description (continued)

o TABLE 3-3
CO
CO

Interrupt Sequences

z
Cycle Status Address DDIN HBE AO High Bus Low Bus

A Non-Maskable Intenvpt ControlSequences.

ttiz Interrupt Acknowledge

o
CM

1 0100 FFFFOO16 1 Don't Care Don't Care

Inten-upt Return

CO
(AZ

None: Performed through Return from Trap (RETT) instruction.

a Non-Vectored Intenvpt Control Sequences.

Intemjpt Acknowledge

1 0100 l-l-l-t00i6 1 Don't Care Don't Care

Intenxipt Return

None: Perfonned through Return from Trap (RETT) instnjction.

C. Vectored Interrupt Sequences: Non-Cascaded.

Intemjpt Acknowledge

1 0100 FFFEOO16 1 Don't Care Vector:

Range: 0-127

Interrupt Return

1 0110 FFFEOOie 1 Don't Care Vector: Same as

in Previous Int.

Ack. Cycle

D. VectoredIntenvpt Sequences: Cascaded.

Interrupt Acknowledge

1 0100 FFFEOO16 1 Don't Care Cascade Index:

range -16to -1

(The CPU here uses the Cascade Indx to find the Cascade Address.)

2 0101 Cascade lor Oor Vector, range 0-255; on appropriate

Address 0* 1 * half of Data Bus for even/odd address

Intemjpt Return

1 0110 FFFEOO16 1 Don't Care Cascade Index:

same as in

previous Int.

Ack. Cycle

(The CPU here uses the Cascade Index to find the Cascade Address.)

2 0111 Cascade lor Oor Don't Care Don't Care

Address 0* 1'

• If the Cascaded ICU Address is Even (AO is low), then the CPU applies HBE high and reads the vector number from bits -7 of the Data Bus.

If the address is Odd (AO is high), then the CPU applies BIE low and reads the vector number from bits 8-1 5 of the Data Bus. The vector number may be in the

range 0-25S.
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3.0 Functional Description (continued)

3.4.6 Slave Processor Communication

In addition to its use as the Address Translation strap (Sec-

tion 3.5.1), the AT/SPC pin Is used as the data strobe for

Slave Processor transfers. In this role, It Is referred to as

Slave Processor Control (SPC). In a slave processor bus

cycle, data is transferred on the Data Bus (AD0-AD1 5), and

the Status Lines ST0-ST3 are monitored by each Slave

Processor in order to determine the type of transfer being

performed. SPC Is bidirectional, but is driven by the CPU
during all Slave Processor bus cycles. See Section 3.9 for

full protocol sequences.

REV. CYCLE

T4orTi

AD(0-1S)

Af/SPC

NS32016
CPU

<:=^ 0(0.15)

Pc

SLAVE
PROCESSOR

DBE
(3) 7

V

TL/EE/S054-23

FIGURE 3-12. Slave Processor Connections

NEXT CYCLE

TIORTi

/
(1)

mnV-

X

^L

L

V

<

\J

L

COw
ro

at

w
to

mw
lO

a>

O

A

TL/EE/5054-24

Note:

(1) CPU samples Data Bus here.

(2) DBE and all other NS32201 TCU bus signals remain inactive liecause no ADS pulse Is received from the CPU.

FIGURE 3-13. CPU Read from Slave Processor
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3.0 Functional Description (continued)

3.4.6.1 Slave Processor Bus Cycles

A Slave Processor bus cycle always takes exactly two clock

cycles, labeled T1 and T4 (see Figures 3-13 and 3-14).

During a Read cycle , SPC is activated at T1 , data is sam-

pled at T4, and SPC is removed. The Cycle Status pins lead

the cycle by one clock period, and are sampled at the lead-

ing edge of SPC. During a Write cycle, the CPU applies data

and activates SPC at T1, removing SPC at T4. The Slave
Processor latches status on the leading edge of SPC and

latches data on the trailing edge.

Since the CPU does not pulse the Address Strobe (ADS),

no bus signals are generated by the NS32201 Timing Con-

trol Unit. The direction of a transfer is determined by the

sequence ("protocol") established by the instruction under

PBEV. CYCLE

I T4 0RTi

execution; but the CPU indicates the direction on the DDIN
pin for hardware debugging purposes.

3.4.6.2 Slave Operand Transfer Sequences

A Slave Processor operand is transferred in one or more
Slave bus cycles. A Byte operand is transferred on the

least-significant byte of the Data Bus (AD0-AD7), and a

Word operand is transferred on the entire bus. A Double

Word is transferred in a consecutive pair of bus cycles,

least-significant word first. A Quad Word is transferred in

two pairs of Slave cycles, with other bus cycles possibly

occurring between them. The word order is from least-signif-

icant word to most-significant.

NEXT CYCLE

TIORTi I

.(2) 7

V V

DATA OUT X NEXT

)C

)C

V7

Y

L

TL/EE/5054-2S

Note:

(1) Slave Processor samples data bus here.

(2) DBE, being provided by the NS32201 TCU, remains inactive due to the fact that no pulse is presented on ADS.

TCU signals RB, wR and TSO also remain inactive.

FIQURE 3-14. CPU Write to Slave Processor
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3.0 Functional Description (continued)

3.5 MEMORY MANAGEMENT OPTION

The NS32016 CPU, in conjunction with the NS32082 Mem-
ory Management Unit (MMU), provides full support for ad-

dress translation, memory protection, and memory alloca-

tion techniques up to and including Virtual Memory.

3.5.1 Address Translation Strap

The Bus Interface Control section of the NS32016 CPU has

two bus timing modes: With or Without Address Translation.

The mode of operation is selected by the CPU by sampling

the AT/SPC (Address Translation/Slave Processor Control)

pin on the rising edge of the RST (Reset) pulse. If AT/SPC
is sampled as high, the bus timing is as previously

described in Section 3.4. If it is sampled as low, two chang-
es occur:

1) An extra clock cycle, Tmmu, is inserted into all bus
cycles except Slave Processor transfers.

2) The DS/FCT pin changes in function from a Data
Strobe output (DS) to a Float Command input (FLT).

The NS32082 MMU will itself pull the CPU AT/SPC pin low
when it is reset. In non-Memory-Managed systems this pin

should be pulled up to Vcc through a 10 kn resistor.

Note that the Address Translation strap does not specifical-

ly declare the presence of an NS32082 MMU, but only the

mw

d>

(A

o

(Aw
o
a>

n n n
Tmmu T2

/ADDRESS
VALPD >

v/

n n n n

X

n_

L

SJ
NEXT STATUS

L

1

TL/EE/S054-2e

FIGURE 3-15. Read Cycle with Address Translation (CPU Action)
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3.0 Functional Description (continued)

presence of external address translation circuitry. MMU In-

stnictlons will still trap as being undefined unless the

SETCFG (Set Configuration) Instaiction Is executed to de-

clare the MMU Instnjction set valid. See Section 2.1 .3.

3.5.2 Translated Bus Timing

Figures 3-15 and 3-16 Illustrate the CPU activity during a

Read cycle and a Write cycle In Address Translation mode.

The additional T-State, Tmmu, is inserted between T1 and

T2. During this time the CPU places AD0-AD15 and A16-

A23 into the TRl-STATE® mode, allowing the MMU to as-

sert the translated address and issue the physical address

strobe PAV. T2 through T4 of the cycle are Identical to their

counter-parts without Address Translation, with the excep-

tion that the CPU Address lines A16-A23 remain in the

TRI-STATE condition. This allows the MMU to continue as-

serting the translated address on those pins.

Note that in order for the NS32082 MMU to operate correct-

ly It must be set to the 32016 mode by forcing A24/HBF

high during reset.

Figures 3-17 and 3-18 show a Read cycle and a Write cycle

as generated by the 32016/32082/32201 group. Note that

with the CPU ADS signal going only to the MMU, and with

the MMU PAV signal substituting for ADS everywhere else,

Tmmu through T4 look exactly like T1 through T4 in a non-

Memoty-Managed system. For the connection diagram, see

Appendix B.

TL/EE/5064-27

FiGURE 3-16. Write Cycle with Address Translation (CPU Action)
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3.0 Functional Description (continued)

NS32016 CPU BUS SIGNALS

[11

— r-
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n n
r ADDRESS

VALID )C
VIRTUAL PHYSICAL

HLH n
PHVaCAL

ADDRESS VAUD

MDDRESS
VALID

\ r

V/
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a
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XUDDRESsV
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X
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y^

\ T
VJ

NS32201 TCU BUS SIGNALS

X
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TL/EE/5054-28

FIGURE 3-17. Memory-Managed Read Cycle

o>

o

CO

a>

2-303



^-O
CMn
CO

o
CMm
CA

<0

o
CM«
(O

3.0 Functional Description (continued)

NS320ie CPU BUS SKSNALS

[Jl

T4 0RTi T1

v^m!^m^k
[

[y

[^

[: 7
t?

/ADDRESS
VALID %.

ADDRESS VAUD

VIRTUAL PHYSICAL
t\/ h

v/

v/
STATUS VALID I NEXT STATUS

NS32201 TCU BUS SIGNALS

V /

/

n_

^

^

V7

Xi

x;

2:

TL/EE/5054-29

FIGURE 3-18. Memory-Managed Write Cycle
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3.0 Functional Description (continued)

3.5.3 The FLT (Float) Pin

The FLT pin is used by tlie CPU for address translation

support. Activating FCT during Tmmu causes the CPU to

wait longer than Tmmu for address translation and valida-

tion. This feature is used occasionally by the NS32082 MMU
in order to update its internal translation look.aside buffer

(TLB) from page tables in memory, or to update certain

status bits within them.

Figure 3-19 shows the effects of FLT. Upon sampling FLT

low, late in Tmmu, the CPU enters idle T-States (Tf) during

which it

1) Sets AD0-AD15, A16-A23 and DDIN to the TRI-

STATE condition ("floating").

2) Sets HBE low.

3) Suspends further internal processing of ttie cun'ent in-

struction. This ensures that the cun^nt instruction re-

mains abortable with retry. (See RST/ABT description,

Section 3.5.4.)

Note that the AD0-AD15 pins may be briefly asserted dur-

ing the first idle T-State. The above conditions remain in

effect until FLT again goes high. See the Timing Specifica-

tions, Section 4.

w

d>

COw
o
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[ n n

A16-A23 /

AD0-AD15 I ^/

['V/

[1

/ VIRTUAL
\ADDRESS>
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V ADDRESS

9//.

y

n n n.n n
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\j
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-ih
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\j

r

L
TL/EE/5054-30

FIGURE 3-19. FLT Timing

2-305



CO

o
CM
CO
COz
CO

<o

C4

CO

3.0 Functional Description (continued)

3.5.4 Aborting Bus Cycles

The RST/ABT pin, apart from its Reset function (Section

3.3), also serves as the means to "abort," or cancel, a bus

cycle and the instruction, if any, which Initiated it . An Abort

request is distinguished from a Reset in that the RST/ABT
pin is held active for only one clock cycle.

If RST/ABT is pulled low during Tmmu or Tf, this signals

that the cycle must be aborted. The GPU itself will enter T2
and then Tl, thereby terminating the cycle. Since it is the

MMU PAV signal which triggers a physical cycle, the rest of

the system remains unaware that a cycle was started.

The NS32082 IMMU will abort a bus cycle for either of two

reasons:

1) The CPU is attempting to access a virtual address

which is not currently resident in physical memory. The

reference page must be brought into physical memory

from mass storage to make it accessible to the CPU.

2) The CPU is attempting to perfonn an access which is

not allowed by the protection level assigned to that

page.

When a bus cycle is aborted by the MMU, the instruction

that caused it to occur is also aborted In such a manner that

it is guaranteed re-executable later. The information that is

changed irrecoverably by such a partly-executed instruction

does not affect its re-execution.

3.5.4.1 The Abort Interrupt

Upon aborting an instruction, the CPU immediately pertorms

an interrupt through the ABT vector in the Interrupt Table

(see Section 3.8). The Return Address pushed on the Inter-

rupt Stack is the address of the aborted Instruction, so that

a Return from Trap (RETT) instruction will automatically re-

try it.

The one exception to this sequence occurs if the aborted

bus cycle was an instruction prefetch. If so. It is not yet

certain that the ataorted prefetched code is to be executed.

Instead of causing an interrupt, the CPU only aborts the bus

cycle, and stops prefetching. If the information in the In-

struction Queue njns out, meaning that the instruction will

actually be executed, the ABT interrupt will occur, in effect

aborting the instruction that was being fetched.

3.5.4.2 Hardware Considerations

In order to guarantee Instruction retry, certain rules must be
followed in applying an Abort to the CPU. These rules are

followed by the NS32082 Memory Management Unit.

1) If FLT has not been applied to the CPU, the Abort

pulse must occur during or before Tmmu. See the Tim-

ing Specifications, Figure 4-22.

2) If FLT has been applied to the CPU, the Abort pulse

must be applied before the T-State in which FLT goes
inactive. The CPU will not actually respond to the Abort

command until FLT is removed. See Figure 4-23.

3) The Write half of a Read-Modify-Write operand access

may not be aborted. The CPU guarantees that this will

never be necessary for Memory Management funtions

by applying a special RMW status (Status Code 101 1)

during the Read half of the access. When the CPO
presents RMW status, that cycle must be aborted if it

would be illegal to write to any of the accessed ad-

dresses.

If RST/ABT is pulsed at any time other than as indicated

above, it will abort either the Instruction currently under exe-

cution or the next instruction and will act as a very high-pri-

ority interrupt. However, the program that was running at the

time is not guaranteed recoverable.

3.6 BUS ACCESS CONTROL
The NS32018 CPU has the capability of relinquishing its

access to the bus upon request from a DMA device or an-

other CPU. This capability is implemented on the HOLD
(Hold Request) and HLDA (Hold Acknowledge) pins. By as-

serting HOLD low, an extemal device requests access to

the bus. On receipt of HLDA from the CPU, the device may
perform bus cycles, as the CPU at this point has set the

AD0-AD15, A16-A23, ADS, DDIN and HBE pins to the

TRl-STATE condition . To return control of the bus to the

CPU, the device sets HOLD inactive, and the CPU acknowl-

edges return of the bus by setting HLDA inactive.

How quickly the CPU releases the bus depends on whether

it is idle on the bus at the time the HOLD request is made,

as the CPU must always complete the cun-ent bus cycle.

Figure 3-20 shows the timing sequence when the CPU is

Idle. In this case, the CPU grants the bus during the immedi-

ately following clock cycle. Figure 3-21 shows the sequence

if the CPU is using the bus at the time that the HOLD re-

quest Is made. If the request is made during or before the

clock cycle shown (two clock cycles before T4), the CPU
will release the bus during the clock cycle following T4. If

the request occurs closer to T4, the CPU may already have

decided to initiate another bus cycle. In that case it will not

grant the bus until after the next T4 state. Note that this

situation will also occur if the CPU is idle on the bus but has

initiated a bus cycle internally.

In a Memory-Managed system, the HLDA signal is connect-

ed in a daisy-chain through the NS32082, so that the MMU
can release the bus if it is using it
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3.0 Functional Description (continued)
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3.0 Functional Description (continued)

3.7 INSTRUCTION STATUS

In addition to the four bits of Bus Cycle status (ST0-ST3),

the NS32016 CPU also presents Instruction Status informa-

tion on three separate pins. These pins differ from STO-
ST3 In that they are synchronous to the CPU's internal In-

struction execution section rather than to Its bus interface

section.

PFS (Program How Status) is pulsed low as each instruction

tieglns execution. It is Intended for debugging purposes, and

Is used that way by the NS32082 Memory Management
Unit.

U/S originates from the U bit of the Processor Status Regis-

ter, and indicates whether the CPU Is cun-entiy running In

User or Supervisor mode. It Is sampled by the MMU for

mapping, protection and debugging purposes. Although it Is

not synchronous to bus cycles, there are guarantees on Its

validity during any given bus cycle. See the Timing Specifi-

cations, Figure 4-21.

ILO (Interlocked Operation) Is activated during an SBITI (Set

Intsrlo

It is made available to external bus arbitration circuitry in

order to allow these instructions to implement the sema-

phore primitive operations for multi-processor communica-

tion and resource sharing. As with the U/S pin, there are

guarantees on its validity during the operand accesses per-

formed t)y the instructions. See the Timing Specification

SecXion, Figure 4-19.

3.8 NS32016 INTERRUPT STRUCTURE

INT, on which maskable Interrupts may be requested,

NMi, on which non-maskable interrupts may be request-

ed, and

RST/ABT, which may be used to abort a bus cycle and
any associated Instruction. See Section 3.5.4.

In addition, there Is a set of internally-generated "traps"

which cause interrupt service to be performed as a result

either of exceptional conditions (e.g., attempted division by
zero) or of specific Instructions whose purpose is to cause a
trap to occur (e.g., the Supervisor Call Instruction).

3.8.1 General Interrupt/Trap Sequence

Upon receipt of an Intenrupt or trap request, the CPU goes
through four major steps:

1) Adjustment of Registers.

Depending on the source of the Internjpt or trap, the

CPU may restore and/or adjust ttie contents of the

Program Counter (PC), the Pnxessor Status Register

(PSR) and the cun-ently-selected Stack Pointer (SP). A
copy of the PSR Is made, and the PSR Is then set to

reflect Supervisor Mode and selection of the Intenxipt

Stack.

2) Saving Processor Status.

The PSR copy is pushed onto the Interrupt Stack as a
16-blt quantity.

3) Vector Acquisition.

A Vector is either obtained from the Data Bus or is

supplied by default.

4) Service Call.

The Vector Is used as an index Into the Intenxipt Dis-

patch Table, whose base address Is taken from the

CPU Interrupt Base (INTBASE) Register. See Figure

3-22. A 32-blt External Procedure Descriptor Is read

from the table entry, and an External Procedure Call Is

performed using it. The MOD Register (16 bits) and
Program Counter (32 bits) are pushed on the Interrupt

Stack.
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FIGURE 3-22. Interrupt Dispatch and Cascade Tables
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3.0 Functional Description (continued)

This process is illustrated in Figure 3-23, from the viewpoint

of the programmer.

Full sequences of events in processing inteniipts and traps

may be found as follows:

Interrupt on INT or NMI pin:

Abort Interrupt:

Traps (except Trace):

Trace Trap:

RETURN ADDRESS
(PUSH)

STATUS MODULE
(PUSH)

PSH MOO INTERRUPT

STACK

Section 3.8.7.1.

Section 3.8.7.4.

Section 3.8.7.2.

Section 3.8.7.3.

TL/EE/5054-34

INTBASE REGISTER

INTERRUPT BASE

-® H^^

CASCADE TABLE

DISPATCH

TABLE

DESCRIPTOR (32 srrS)

^

~x_
MOD REGISTER

MODULE TABLE ENTRY
32

STATIC BASE POINTER

LINK BASE POINTER

PROGRAM BASE POINTER

(RESERVED)

PROGRAM COUNTER

ENTRY POINT ADDRESS

MODULE TABLE

MODULE TABLE ENTRY

SB REGISTER

_^ NEW STATIC BASE

TL/EE/50M-36

FIGURE 3-23. Interrupt/Trap Service Routine Calling Sequence
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3.0 Functional Description (Continued)

3.8.2 Interrupt/Trap Return

To return control to an inten^pted program, one of two in-

structions is used. The RETT (Return from Trap) instmction

{Figure 3-24) restores tfie PSR, MOD, PC and SB registers

to ttieir previous contents and, since traps are often used
delitierately as a call mechanism for Supervisor Mode pro-

cedures, it also discards a specified number of bytes from

the original stack as surplus parameter space. RETT is used

to return from any trap or Intenupt except the Maskable

Inten'upt. For this, the RETI (Return from Interrupt) instruc-

tion is used, which also Informs any external Inten'upt Con-

frol Units that inten-upt service has completed. Since inter-

njpts are generally asynchronous external events, RETI

does not pop parameters. See Figure 3-25.

3.8.3 Maskable Interrupts (The INT Pin)

The INT pin is a level-sensitive input A corrtinuous low level

is allowed for generating multiple Intemjpt requests. The

input is maskable, and is therefore enabled to generate in-

termpt requests only while the Processor Status Register I

bit is set. The I bit is automatically cleared during service of

an INT, NMI or Abort request, and is restored to Its original

setting upon return from the interrupt service routine via the
RETT or RETI insfruction.

The iNT pin may be configured via the SETCFG instruction

as either Non-Vectored (CFG Register bit 1
= 0) or Vectored

(bit 1=1).

3.8.3.1 Non-Vectored Mode

In the Non-Vectored mode, an interrupt request on the INT
pin will cause an Intemjpt Acknowledge bus cycle, but the

CPU will ignore any value read from the bus and use instead

a default vector of zero. This mode is useful for small sys-

tems in which hardware interrupt prioritization is unneces-
sary.
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\ 32 Bns

\ 32 BITS
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3.0 Functional Description (continued)

"END OF INTERRUPT'

BUSCYCLE

INTERRUPT
CONTROt.

UNIT

PROGRAM COUNTER
1 1

(POP) 1 1

RETURN ADDRESS »

STATUS MODULEMODULL *

PSH MOD
INTERRUPT
STACK

•
•
• t

MODULE
TABLE

J

i

MODULE TABLE ENTRV

STATIC BASE POINTER \

LINK BASE POINTER

PROGRAM BASE POINTER

(RESERVED)

STATIC BASE -.-[J

TLyEE/5054-38
SB REGISTER

FIGURE 3-25. Return from Interrupt (RET) Instruction Flow
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3.0 Functional Description (continued)

3.8.3.2 Vectored Mode: Non-Cascaded Case

In the Vectored mode, the CPU uses an Inten-upt Control

Unit (ICU) to prioritize up to 16 interrupt requests. Upon re-

ceipt of an interrupt request on the INT pin, the CPU per-

forms an "Intemipt Acknowledge, Master" bus cycle (Sec-

tion 3.4.2) reading a vector value from the low-order byte of

the Data Bus. This vector is then used as an index into the

Dispatch Table in order to find the External Procedure De-

scriptor for the proper interrupt service procedure. The sen-

ice procedure eventually returns via the Return from Inter-

rupt (RETI) Instruction, which perfomis an End of inten^ipt

bus cycle, informing the ICU that it may re-prioritize any in-

terrupt requests still pending. The ICU provides the vector

number again, which the CPU uses to determine whether it

needs also to Infomi a Cascaded ICU (see below).

In a system with only one ICU (16 levels of interrupt), the

vectors provided must be in the range of through 1 27; that

is, they must be positive numbers in eight bits. By providing

a negative vector number, an ICU flags the interrupt source

as being a Cascaded ICU (see below).

3.8.3.3 Vectored Mode: Cascaded Case

In order to allow up to 256 levels of intemjpt, provision is

made twth in the CPU and in the NS32202 Interrupt Control

Unit (ICU) to transparently support cascading. Figure 3-27

shows a typical cascaded configuration. Note that the Inter-

rupt output from a Cascaded ICU goes to an Interrupt Re-

quest input of the Master ICU, which is the only ICU which

drives the CPU INT pin.

In a system which uses cascading, two tasks must be per-

formed upon initialization:

1) For each Cascaded ICU In the system, the Master ICU

must t)e informed of the line numtier (0 to 1 5) on which

it receives the cascaded requests.

2) A Cascade Table must be established in memory. The
Cascade Table is located in a NEGATIVE direction

from the location indicated by the CPU Interrupt Base

(INTBASE) Register. Its entries are 32-bit addresses,

pointing to the Vector Registers of each of up to 16

Cascaded ICUs.

Figure 3-22 illustrates the position of the Cascade Table. To
find the Cascade Table entry for a Cascaded ICU, take its

Master ICU line number (0 to 15) and subtract 16 from it,

giving an index In the range -16 to -1. Multiply this value

by 4, and add the resulting negative number to the contents

of the INTBASE Register. The 32-bit entry at this address

must be set to the address of the Hardware Vector Register

of the Cascaded ICU. This is referred to as the "Cascade
Address."

Upon receipt of an interrupt request from a Cascaded ICU,

the Master ICU interrupts the CPU and provides the nega-

tive Cascade Table index instead of a (positive) vector num-
ber. The CPU, seeing the negative value, uses It as an index

into the Cascade Table and reads the Cascade Address
from the referenced entry. Applying this address, the CPU
performs an "Interrupt Acknowledge, Cascaded" bus cycle

(Section 3.4.2), reading the final vector value. This vector is

interpreted by the CPU as an unsigned byte, and can there-

fore be in the range of through 255.

In returning from a Cascaded interrupt, the service proce-

dure executes the Return from Interrupt (RETI) instruction,

as it would for any Maskable Interrupt. The CPU performs

an "End of Inten^jpt, Master" bus cycle (Section 3.4.2),

whereupon the Master ICU again provides the negative

Cascaded Table index. The CPU, seeing a negative value,

uses it to find the corresponding Cascade Address from the

Cascade Table. Applying this address, it performs an "End

of Interrupt, Cascaded" bus cycle (Section 3.4.2), informing

the Cascaded ICU of the completion of the service routine.

The byte read from the Cascaded ICU Is discarded.

Note: If an interrupt must be masked off, the CPU can do so by setting the

corresponding bit in the interrupt mask register of the intemjpt con-

troUer. However, If an intemipt is set pending during the CPU instruc-

tion that masks off tfiat interrupt, the CPU may still perform an inter-

rupt acknowledge cyde following that instmctkm since it might have

sampled the iNT line before the ICU deasserted it. This could cause

the ICU to provide an invalkf vector. To avoid this problem the above

operatk)n should be performed with the CPU interrupt disabled.
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FIGURE 3-26. Interrupt Control Unit Connections (16 Levels)
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FIGURE 3-27. Cascaded Interrupt Control Unit Connections

3.8.4 Non-Maskable Interrupt (The NMi Pin) 3.8.5 Traps

The Non-Maskable Interrupt Is triggered whenever a falling A trap Is an Internally-generated internjpt request caused as

edge Is detected on the NMI pin. The CPU performs an a direct and Immediate result of the execution of an Instnjc-

"Intenupt Acknowledge, Master" bus cycle (Section 3.4.2) tion. The Return Address pushed by any trap except Trap

when processing of this Interrupt actually begins. The Inter- (TRC) below Is the address of the first byte of the Instnjction

njpt Acknowledge cycle differs from that provided for Mask- during which the trap occurred. Traps do not disable Inter-

able Intenxipts in that the address presented Is FFFFOOie- aipts, as they are not associated with external events. Traps
The vector value used for the Non-Maskable Interrupt Is recognized by NS32016 CPU are:

taken as 1, regardless of the value read from the bus. Trap (Slave): An exceptional condition was detected by the
The sen/Ice procedure returns from the Non-Maskable In- Floating Point Unit or another Slave Processor during the

temipt using the Return from Trap (Rbl 1) Instruction. No execution of a Slave Instnjction. This trap is requested via

special bus cycles occur on return. the Status Word returned as part of the Slave Processor

For the full sequence of events In processing the Non- Protocol (Section 3.9.1).

Maskable Intemjpt, see Section 3.8.7.1.
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3.0 Functional Description (continued)

Trap (ILL): Illegal operation. A privileged operation was at-

tempted while the GPU was in User Mode (PSR bit U = 1).

Trap (SVC): The Supervisor Call (SVC) instruction was exe-

cuted.

Trap (DVZ): An attempt was made to divide an integer by

zero. (The FPU trap is used for Floating Point division by

zero.)

Trap (FLG): The FLAG instruction detected a "1" in the

CPU PSR F bit.

Trap (BPT): The Breakpoint (BPT) instmction was execut-

ed.

Trap (TRC): The instruction just completed is being traced.

See below.

Trap (UNO): An undefined opcode was encountered by the

CPU.

A special case is the Trace Trap (TRC), which is enabled by

setting the T bit in the Processor Status Register (PSR). At

the beginning of each instruction, the T bit is copied into the

PSR P (Trace "Pending") bit. If the P bit is set at the end of

an instruction, then the Trace Trap is activated. If any other

trap or interrupt request Is made during a traced Instruction,

Its entire service procedure is allowed to complete before

the Trace Trap occurs. Each interrupt and trap sequence

handles the P bit for proper tracing, guaranteeing one and
only one Trace Trap per instruction, and guaranteeing that

the Return Address pushed during a Trace Trap is always

the address of the next instruction to be traced.

3.8.6 Prioritization

The NS32016 CPU internally prioritizes simultaneous Inter-

rupt and trap requests as follows:

1

)

Traps other than Trace (Highest priority)

2) Abort

3) Non-Masl<able Interrupt

4) Maskable Inten'upts

5) Trace Trap (Lowest priority)

3.8.7 Interrupt/Trap Sequences: Detail Flow

For purposes of the following detailed discussion of inter-

rupt and trap service sequences, a single sequence called

"Service" is defined in Figure 3-28. Upon detecting any in-

ten-upt request or trap condition, the CPU first performs a

sequence dependent upon the type of interrupt or trap. This

sequence will Include pushing the Processor Status Regis-

ter and establishing a Vector and a Return Address. The
CPU then performs the Service sequence.

For the sequenced followed in processing either Maskable
or Non-Maskable Interrupts (on the iNT or NMI pins, respec-

tively), see Section 3.8.7.1 . For Abort Interrupts, see Section

3.8.7.4. For the Trace Trap, see Section 3.8.7.3, and for all

other traps see Section 3.8.7.2.

3.8.7.1 Maskable/Non-Maskable Interrupt Sequence

This sequence is performed by the CPU when the NMl pin

receives a falling edge, or the INT pin becomes active with

the PSR 1 bit set. The inten-upt sequence begins either at

the next instructkin boundary or, in the case of the String

instructions, at the next Interruptlbie point during its execu-

tion.

1

.

If a String instruction was interrupted and not yet com-
pleted:

a. Clear the Processor Status Register P bit

b. Set "Return Address" to the address of the first

byte of the interrupted Instruction.

Otherarise, set "Return Address" to the address of the

next Instruction.

2. Copy the Processor Status Register (PSR) Into a tem-

porary register, then clear PSR bits S, U, T, P and 1.

3. if the interrupt is Non-Uaskable:

a. Read a byte from address FFFFOOig, applying

Status Code 0100 (Inten-upt Acknowledge, Mas-
ter Section 3.4.2). Discard the byte read.

b. Set "Vector" to 1.

c. Go to Step 8.

4. If the Interrupt Is Non-Vectored:

a. Read a byte from address FFFFOOie, applying

Status Code 0100 (Inten-upt Acknowledge, Mas-
ter: Section 3.4.2V Disca.'xi the b^'te read.

b. Set "Vector" to 0.

c. Go to Step 8.

5. Here the intemjpt is Vectored. Read "Byte" from ad-

dress FFFEOO-ig, applying Status Code 0100 (Internjpt

Acknowledge, Master: Section 3.4.2).

6. If "Byte" s 0, then set "Vector" to "Byte" and go to

Step 8.

7. If "Byte" is in the range -16 through -1, then the

Interrupt source Is Cascaded. (More negative values

are reserved for future use.) Perform the following:

a. Read the 32-bit Cascade Address from memory.

The address is calculated as INTBASE -I- 4* Byte.

b. Read "Vector," applying the Cascade Address

just read and Status Code 0101 (Interrupt Ac-

knowledge, Cascaded: Section 3.4.2).

8. Push the PSR copy (from Step 2) onto the Intermpt

Stack as a 16-brt value.

9. Perform Service (Vector, Return Address), Figure 3-28.

Service (Vector, Return Address);

1) Read tile 32-bit External Procedure Descriptor from the Interrupt Dis-

patch Table: address is Vector*4+iNTBASE Register contents.

2) Move the Module field of the Descriptor into the MOO Register

3) Read the new Static Base pointer from the memory address contained

in MOD, placing it into the SB Register.

4) Read the Program Base pointer from memory address MOD +8, and

add to it the Offset field from the Descriptor, placing the result in the

Program Counter.

5) Flush Queue: Non-sequentially fetch first instruction of Interrupt Rou-

tine.

6) Push MOD Register onto the Intemjpt Stack as a 16-bit value. (The

PSR has already been pushed as a 16-bit value.)

7) Push the Return Address onto the Intemjpt Stack as a 32-bit quantity.

FIGURE 3-28. Service Sequence
Invoked during all interrupt/trap sequences
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3.0 Functional Description (continued)

3.8.7.2 Trap Sequence: Traps Other Than Trace

1) Restore the currently selected Stack Pointer and the

Processor Status Register to their original values at the

start of the trapped instruction.

2) Set "Vector" to the value con'esponding to the trap

type.

SLAVE: Vector=3.

ILL: Vector=4.

SVC: Vector=5.

DVZ: Vector=6.

FLG: Vector=7.

BPT: Vector =8.

UND: Vector=10.

3) Copy the Processor Status Register (PSR) into a tem-

porary register, then clear PSR bits S, U, P and T.

4) Push the PSR copy onto the Intemjpt Stack as a 1 6-bit

value.

5) Set "Return Address" to the address of the first byte of

the trapped instruction.

6) Perform Service (Vector, Return Address), Figure 3-28.

3.8.7.3 Trace Trap Sequence

1

)

In the Processor Status Register (PSR), clear the P bit.

2) Copy the PSR into a temporary register, then clear

PSR bits S, U and T.

3) Push the PSR copy onto the Intermpt Stack as a 1 6-bit

value.

4) Set "Vector" to 9.

5) Set "Return Address" to the address of the next in-

struction.

6) Perform Sen/ice (Vector, Return Address), Figure 3-28.

3.8.7.4 Abort Sequence

1

)

Restore the currently selected Stack Pointer to its origi-

nal contents at the beginning of the aborted instruction.

2) Clear the PSR P bit.

3) Copy the PSR into a temporary register, then clear

PSR bits S, U, T and I.

4) Push the PSR copy onto the Interrupt Stack as a 1 6-bit

value.

5) Set "Vector" to 2.

6) Set "Return Address" to the address of the first byte of

the aborted Instruction.

7) Perform Service (Vector, Return Address), Figure 3-28.

3.9 SLAVE PROCESSOR INSTRUCTIONS

The NS32016 CPU recognizes three groups of instructions

as being executable by external Slave Processors:

Floating Point Instruction Set

Memory Management Instruction Set

Custom Instruction Set

Each Slave Instruction Set is validated by a bit in the Config-

uration Register (Section 2.1.3). Any Slave Instruction which

does not have its corresponding Configuration Register bit

set will trap as undefined, without any Slave Processor com-

munication attempted by the CPU. This allows software sim-

ulation of a non-existent Slave Processor.

3.9.1 Slave Processor Protocol

Slave Processor instructions have a three-byte Basic In-

struction field, consisting of an ID Byte followed by an Oper-

ation Word. The ID Byte has three functions:

1) It identifies the instruction as being a Slave Processor

instruction.

2) It specifies which Slave Processor will execute it.

3) It determines the format of the following Operation

Word of the instruction.

Upon receiving a Slave Processor instruction, the CPU initi-

ates the sequence outiined in Figure 3-29. While applying

Status Code 1111 (Broadcast ID, Section 3.4.2), the CPU
transfers the ID Byte on the least-significant half of the Data

Bus (AD0-AD7). All Slave Processors input this byte and

decode it. The Slave Processor selected by the ID Byte is

activated, and from this point the CPU is communicating

only with it. If any other slave protocol was in progress (e.g.,

an aborted Slave instruction), this transfer cancels it.

The CPU next sends the Operation Word while applying

Status Code 1101 (Transfer Slave Operand, Section 3.4.2).

Upon receiving it, the Slave Processor decodes it, and at

this point both the CPU and the Slave Processor are aware

of the number of operands to be transferred and their sizes.

The Operation Word is swapped on the Data Bus; that is,

bits 0-7 appear on pins AD8-AD15 and bits 8-15 appear

on pins AD0-AD7.

Using the Addressing Mode fields within the Operation

Word, the CPU starts fetching operands and issuing them to

the Slave Processor. To do so, it references any Addressing

Mode extensions which may be appended to the Slave

Processor insti^JCtion. Since the CPU is solely responsible

for memory accesses, these extensions are not sent to the

Slave Processor. The Status Code applied is 1 101 (Transfer

Slave Processor Operand, Section 3.4.2).

Status Combinations:

Send ID (ID): Code 1111

Xfer Operand (OP): Code 1101

Read Status (ST): Code 1110

Step Status Action

1 ID CPU Send ID Byte.

2 OP CPU Sends Operation Word.

3 OP CPU Sends Required Operands.

4 — Slave Starts Execution. CPU Pre-Fetches.

5 — Slave Pulses SPC Low.

6 ST CPU Reads Status Word. (Trap? Alter Flags?)

7 OP CPU Reads Results (If Any).

FIGURE 3-29. Slave Processor Protocol
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3.0 Functional Description (continued)

After the CPU has issued the last operand, the Slave Proc-

essor starts the actual execution of the instruction. Upon

completion, it will signal the CPU by pulsing SPC low. To

allow for this, and for the Address Translation strap func-

tion, AT/SPC is nomnally held high only by an internal pull-

up device of approximately 5 kfi.

While the Slave Processor is executing the instruction, the

CPU Is free to prefetch instructions Into its queue. If it fills

the queue before the Slave Processor finishes, the CPU will,

wait, applying Status Code 001 1 (Waiting for Slave, Section

3.4.2).

Upon receiving the pulse on SPC, the CPU uses SPC to

read a Status Word from the Slave Processor, applying

Status Code 1110 (Read Slave Status, Section 3.4.2). This

word has the format shown in Figure 3-30. If the Q bit

("Quit", Bit 0) is set, this indicates that an error was detect-

ed by the Slave Processor. The CPU will not continue the

protocol, but will Immediately trap through the Slave vector

in the Interrupt Table. Certain Slave Processor instructions

cause CPU PSR bits to be loaded from the Status Word.

The last step in the protocol Is for the CPU to read a result,

if any, and transfer it to the destination. The Read cycles

from the Slave Processor are performed by the CPU while

applying Status Code 1101 (Transfer Slave Operand, Sec-

tion 3.4.2).

An exception to the protocol above is the LMR (Load Mem-
ory Management Register) instruction, and a corresponding

Custom Slave instruction (LCR: Load Custom Register). In

executing these instructions, the protocol ends after the

CPU has issued the last operand. The CPU does not wait for

an acknowledgement from the Slave Processor, and it does
not read status.

3.9.2 Floating Point Instructions

Table 3-4 gives the protocols followed for each Floating

Point instruction. The Instructions are referenced by their

mnemonics. For the bit encodings of each instruction, see

Appendix A.

The Operand class columns give the Access Class for each
general operand, defining how the addressing modes are

Interpreted (see Series 32000 Instruction Set Reference

Manual).

The Operand Issued columns show the sizes of the oper-

ands issued to the Floating Point Unit by the CPU. "D" indi-

cates a 32-bit Double Word. "I" indicates that the instruction

specifies an integer size for the operand (B= Byte,

W= Word, D= Double Word), "f" indicates that the instruc-

tion specifies a Floating Point size for the operand (F= 32-

bit Standard Floating, L= 64-bit Long Floating).

The Returned Value Type and Destination column gives the

size of any returned value and where the CPU places it. The
PSR Bits Affected column indicates which PSR tiits, if any,

are updated from the Slave Processor Status Word (Figure

3-30).

TABLE 3-4

Floating Point Instruction Protocols

Operand 1 Operand 2 Operand 1 Operand 2 Returned Value PSR Bits

Mnemonic Class Class Issued Issued Type and Dest. Affected

ADDf read.f rmw.f f f f to Op. 2 none

SUBf read.f rmw.f f f f to Op. 2 none

MULf read.f rmw.f f f f to Op. 2 none

DIVf read.f rmw.f f f f to Op. 2 none

MOVf read.f write.f f N/A f to Op. 2 none

ABSf read.f write.f f N/A f to Op. 2 none

NEGf read.f write.f f N/A f to Op. 2 none

CMPf read.f read.f f f N/A N,Z,L

FLOORfi read.f write.i f N/A i to Op. 2 none

TRUNCfi read.f write.i f N/A i to Op. 2 none

ROUNDfi read.f write.i f N/A i to Op. 2 none

MOVFL read.F write.L F N/A L to Op. 2 none

MOVLF read.L write.F L N/A F to Op. 2 none

MOVif read.i write.f 1 N/A f to Op. 2 none

LFSR read.D N/A D N/A N/A none

SFSR N/A write.D N/A N/A D to Op. 2 none

Note

D - Double Word

i = integer size (B.W.D) specified in mnemonic.

c = Custom size (D:32 bits or Q:64 bits) specified in mnemonic.

' ^ Privileged Instruction: will trap if CPU is in User Mode.

N/A = Not Applicable to this instruction.

W
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3.0 Functional Description (continued)

15 8 7

00000000 NZFOOLOa

New PSR Bit Value(sJ

"Quit": Terminate Protocol, Trap(FPU|.7
TL/EE/5054-41

FIGURE 3-30. Slave Processor Status Word Format

Any operand indicated as being of type "f" will not cause a

transfer if ttie Register addressing mode is specified. This is

because the Floating Point Registers are physically on the

Floating Point Unit and are therefore available without CPU
assistance.

3.9.3 Memory Management Instructions

Table 3-5 gives the protocols for Memory Management in-

structions. Encodings for these instructions may be found in

Appendix A.

In executing the RDVAL and WRVAL instmctions, the CPU
calculates and issues the 32-bit Effective Address of the

single operand. The CPU then performs a single-byte Read
cycle from that address, allowing the MMU to safely abort

the instruction if the necessary information is not currently in

physical memory. Upon seeing the memory cycle complete,

the MMU continues the protocol, and returns the validation

result in the F bit of the Slave Status Word.

The size of a Memory Management operand is always a 32-

bit Double Word. For further details of the Memory Manage-

ment Instruction set, see the Series 32000 Instruction Set

Reference Manual and the NS32082 MMU Data Sheet.

TABLE 3-5.

Memory Management Instruction Protocols

Operand 2 Operand 1 Operand 2 Returned Value PSR Bits

Class Issued Issued Type and Dest. Affected

N/A D N/A N/A F

N/A D N/A N/A F

N/A D N/A N/A none

N/A N/A N/A D to Op. 1 none

Note:

In the RDVAL and WRVAL instnjctions. the CPU issues the address as a Double Word, and performs a single-byte Read cycle from that memory address. For

details, see the Series 32000 Instruction Set Reference Manual and the NSa2082 Memory Management Unit Data Sheet.

D = Double Word

* = Privileged Instruction: will trap if CPU is in User Mode.

N/A = Not Applicable to this instruction.

Operand 1

Mnemonic Class

RDVAL* addr

WRVAL* addr

LMR* read.D

SMR* write.D
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3.0 Functional Description (continued)

3.9.4 Custom Slave Instructions

Provided in the NS3201 6 is the capability of communicating

with a user-defined, "Custom" Slave Processor. The in-

struction set provided for a Custom Slave Processor defines

the instruction formats, the operand classes and the com-
munication protocol. Left to the user are the interpretations

of the Op Code fields, the programming model of the Cus-

tom Slave and the actual types of data transferred. The pro-

tocol specifies only the size of an operand, not its data type.

Table 3-6 lists the relevant information for the Custom Slave

instruction set. The designation "c" Is used to represent an

operand which can be a 32-bit ("D") or 64-bit ("Q") quantity

In any format; the size is determined by the suffix on the

mnemonic. Similarly, an "i" indicates an integer size (Byte,

Word, Double Word) selected by the con-esponding mne-
monic suffix.

Any operand indicated as being of type 'c' will not cause a
transfer if the register addressing mode is specified. It is

assumed in this case that the slave processor is already

holding the operand Internally.

For the instruction encodings, see Appendix A.

a>
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TABLE 3-6.

Custom Slave Instruction Protocols

Operand 1 Operand 2 Operand 1 Operand 2 Returned Value PSR Bits

Mnemonic Class Class Issued Issued Type and Dest. Affected

CCALOc read.c rmw.c c c c to Op. 2 none

CCALIc read.c nnw.c c c c to Op. 2 none

CCAL2C read.c rmw.c c to Op. 2 none

CCAL3C read.c rmw.c c c c to Op. 2 none

CMOVOc read.c write.c c N/A c to Op. 2 none

CMOVIc read.c write.c c N/A c to Op. 2 none

CMOV2C read.c write.c c N/A to Op. 2 none

CMOV3C read.c write.c c N/A c to Op. 2 none

CCMPc read.c read.c c C N/A N,Z,L

CCMP1C read.c read.c c C N/A N,Z,L

CCVOci read.c write.i c N/A i to Op. 2 none

CCVIci read.c write.l c N/A i to Op. 2 none

CCV2ci read.c write.! c N/A 1 to Op. 2 none

CCVSic readi write.c i N/A c to Op. 2 none

CCV4DQ read.D write.Q D N/A Q to Op. 2 none

CCV5QD read.Q write.D Q N/A D to Op. 2 none

LCSR read.D N/A D N/A N/A none

SCSR N/A write.D N/A N/A D to Op. 2 none

CATSTO* addr N/A D N/A N/A F

CATSTr addr N/A D N/A N/A F

LCR' read.D N/A D N/A N/A none

SCR* write.D N/A N/A N/A D to Op.1 none

NOTE:

D = Double Word

i = integer size (B,W,D) specified in mnemonic,

f = Floating Point type (F,L) specified in mnemonic.

N/A = Not Applicable to this instnjction.
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4.0 Device Specifications

4.1 PIN DESCRIPTIONS

The following is a brief description of all NS32016 pins. The

descriptions reference portions of the Functional Descrip-

tion, Section 3.

4.1.1 Supplies

Power (Vcc): +5V positive supply. Section 3.1

Logic Ground (GNDL): Ground reference for on-chip logic.

Section 3-1

.

Buffer Ground (GNDB): Ground reference for on-chip driv-

ers connected to output pins. Section 3.1.

Back-Bias Generator (BBG): Output of on-chip substrate

voltage generator. Section 3.1.

4.1.2 input Signals

Clocks (PHI1, PHi2): Two-phase clocking signals. Section

3.2.

Ready (RDY): Active high. While RDY is inactive, the CPU
extends the current bus cycle to provide for a slower memo-
ry or peripheral reference. Upon detecting RDY active, the

CPU terminates the bus cycle. Section 3.4.1.

Hold Request (HOLD): Active low. Causes the CPU to re-

lease the bus for DMA or multiprocessing purposes. Section

3.6.

Note: If the HOLD signal is generated asynchronously, it's set up and hold

times may t» violated.

tn this case it Is recommended to synchronize it with CTTL to mini-

mize the possitMlity of metastabfe states.

The CPU provides only one synchronization stage to minimize the

HLDA latency. This is to avoid speed degradations in cases of heavy

HOLD activity (i.e. DMA controller cycles interleaved with GPU
cycles.)

interrupt (iNT): Active low, Maskable intermpt request.

Section 3.8.

Non-Maskable Interrupt (NMi): Active low, Non-Maskable

intenupt request. Section 3.8.

Reset/Atiort (RST/ABT): Active low. If held active for one

clock cycle and released, this pin causes an Abort Com-
mand, Section 3.5.4. If held longer, it initiates a Reset, Sec-

tion 3.3.

4.1.3 Output Signals

Address Bits 16-23 (A16-A23): These are the most sig-

nificant 8 bits of the memory address bus. Section 3.4.

Address Strobe (ADS): Address low. Controls address

latches; indicates start of a bus cycle. Section 3.4.

Data Direction in (DDiN): Active low. Status signal indicat-

ing direction of data transfer during a bus cycle. Section 3.4.

High Byte Enable (HBE): Active low. Status signal enabling

transfer on the most significant byte of the Data Bus. Sec-

tion 3.4; Section 3.4.3.

Note; Tfie HBE signal Is nomially floated when the CPU grants the bus in

response to a DMA request on the HOLD pin,

Hoviiever, when an MMU is used and the bus is granted during an
MMU page table look-up, HBE is not floated since the CPU does not

have sufficient information to synchronize the release of HBE to the

MMU's bus cycles.

TTierefore, in a memory managed system, an external TRI-STATE

buffer is required. This is shown in Figure B-1 in Appendix B.

Status (ST0-ST3); Active high. Bus cycle status code, STO
least significant. Section 3.4.2. Encodings are:

0000 — Idle: CPU Inactive on Bus.

0001 — Idle: WAIT Instniction.

0010 — (Reserved)

0011 — Idle: Waiting for Slave.

0100 — Interrupt Acknowledge, Master.

0101 — Interrupt Acknowledge, Cascaded.

0110 — End of Interrupt, Master.

0111 -— End of Interrupt, Cascaded.

1000 — Sequential Instruction Fetch.

1001 — Non-Sequential Instruction Fetch.

1010 — Data Transfer.

1011 — Read Read-Modify-Write Operand.

1 1 00 — Read for Effective Address.

1 101 — Transfer Slave Operand.

1 1 10 — Read Slave Status Word.

1 1 1

1

— Broadcast Slave ID.

Hold Acknowledge (HLDA): Active low. Applied by the

CPU isn response to HOLD input, indicating that the bus has

been released for DMA or multiprocessing purposes. Sec-

tion 3.7.

User/Superior (U/S): User or Supervisor Mode status.

Section 3.7. High state indicates User Mode, low indicates

Supen/isor Mode. Section 3.7.

Interlocked Operation (ILO): Active low. Indicates that an

interlocked instruction is being executed. Section 3.7.

Program Flow Status (PFS): Active low. Pulse indicates

beginning of an instniction execution. Section 3.7.

4.1.4 Input/Output Signals

Address/Data 0-15 (AD0-AD15): Multiplexed Address/

Data information. Bit is the least significant bit of each.

Section 3.4.

Address Translation/Slave Processor Control

(AT/SPC): Active low. Used by the CPU as the data strobe

output for Slave Processor transfers; used by Slave Proces-

sors to acknowledge completion of a slave instruction. Sec-

tion 3.4.6. Section 3.9. Sampled on the rising edge of Reset

as Address Translation Strap. Section 3.5.1

.

In Non-Memory-Managed systems this pin should be pulled-

up to Vcc through a 10 kft resistor.

Data Strobe/Float (DS/FLT): Active low. Data Strobe out-

put, Section 3.4, or Float Command input, Section 3.5.3. Pin

function is selected on AT/SPC pin. Section 3.5.1.

2-320



4.0 Device Specifications (continued)

4.2 ABSOLUTE MAXIMUM RATINGS

Specifications for Military/Aerospace products are not

contained In this datasheet. Refer to the associated

reliability electrical test specifications document.

Temperature Under Bias 0°C to + 70°C

Storage Temperature - 65°C to + 1 50°C

4.3 ELfCTRICAL CHARACTERISTICS Ta = to + 70°C, Vcc

All Input or Output Voltages With

Respect to GND - 0.5V to +TV
Power Dissipation 1 .5 Watt

Note: Absolute maximum ratings indicate limits beyond
wtiicti permanent damage may occur. Continuous operation

at these limits is not intended; operation shouldbe limited to

those conditions specified under Electrical Characteristics.

5V±5%, GND = OV

Symbol Parameter Conditions Min Typ Max Units

V|H Logical 1 Input Voltage 2.0 Vcc+0.5 V

VlL Logical Input Voltage -0.5 0.8 V

VCH Logical 1 Clock Voltage PHI1,PHI2 pins only Vcc -0.35 Vcc+0.5 V

VCL Logical Clock Voltage PHI1,PHI2 pins only -0.5 0.3 V

VCLT Logical Clock Voltage,

Transient (ringing tolerance)
PHI1,PHI2 pins only -0.5 0.6 V

VOH Logical 1 Output Voltage IOH=-400jnA 2.4 V

Vol Logical Output Voltage IOL=2mA 0.45 V

IlLS AT/SPC Input Current (low) V|N = 0.4V, AT/SPC in input mode 0.05 1.0 mA

ll Input Leakage Current 0^ V|N^ Vcc, All Inputs except

PHI1,PHI2, AT/SPG
-20 20 M

l0(0FF) Output Leakage Cun-ent

Output Pins In

TRI-STATE condition

0.4^VouT^Vcc -20 30 ^A

Ice Active Supply Current IoUT=0,Ta=25°C 200 300 mA

Connection Diagram

A22[

A21 [

A20[

A19[

A18[

A17(

A16[

ADIsi

ADl4i
AD13[

AD12[

AD11 [

AD10[

A09C
AD8[

AD7 t

AD6[
ADS[
A04[
AD3[
AD2[
A01 [

ADO[
GNDir

Dual-in-Llne Package

1 • ^^_X^ 48

2 47

3 46

4 45

S 44

6 43

7 42

8 41

9 40

H) 39

11 38

12 NS320ie 37

13 CPU 36

14 35

15 34

16 33

17 32

18 31

19 30

20 29

21 28

22 27

23 26

24 25
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Order Number NS32016D or NS32016N
See NS Package Number D48A or N48A
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4.0 Device Specifications (continued)

4.4 SWITCHING CHARACTERISTICS

4.4.1 Definitions ed in Figures 4

All the timing specifications given in this section refer to wise.

2.0V on the rising or falling edges of the clock phases PHU ABBREVIATIO
and PHI2 and 0.8V or 2.0V on all other signals as illustrat- , _ ...

LE. — leading

-2 and 4-3, unless specifically s

NS:

edge R.E. — rising edge

3dge F.E. — falling edge

tated 01

/ 2.0V

2.

•SIGIl

her-

«v

6V

4V

5V

yt-43

PHM

\
2.0V

«? /\ \
/

<D

(0
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'^°" \ ODV

2

0.8V ^

V-1.0.4SV S'°^

lSIG2h / \ "

1 »yf-2.0V
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0.4

TL/EE/50
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/
0.45V

TL/EE/5054-42 SKj2

ecification Star

M-e Clock Edge)

hiiaunc 4-^. 1 iiiiiiiy at^euin^uuii auiiiudiu

(Signal Valid After Clock Edge)
FIGURE 4-3. Timing Sf

(Signal Valid Bef<

4.4.2 Timing Tables

4.4.2.1 Output Signals: Internal Propagation Delays, NS32016-6, NS32016-8 and NS32016-10

Maximum times assume capacitive loading of 1 00 pF.

Name Figure Description Reference/Conditions
NS32016-6 NS32016-8 NS32016-10

Units

Min Max Min Max Min Max

tALv 4-4 Address bits 0-1 5 valid after R.E., PHM 11 65 55 40 ns

'ALh 4-4 Address bits 0-1 5 hold after R.E., PHIUmmu or T2 5 5 5 ns

tDv 4-4 Data valid (write cycle) after R.E.,PHI1T2 70 60 50 ns

iDh 4-4 Data hold (write cycle) afterR.E.,PHI1nextT1orTi ns

tAHv 4-4 Address bits 16-23 valid after R.E.,PHI1T1 65 55 40 ns

tAHh 4-4 Address bits 16-23 hold after R.E.,PHI1 next 11 or Ti ns

tALADSs 4-5 Address bits 0-15 setup before ADS I.E. 25 25 25 ns

tAHADSs 4-5 Address bits 16-23 set up before ADS I.E. 25 25 25 ns

tALADSh 4-9 Address bits 0-1 5 hold after ADS T.E. 20 20 15 ns

tAHADSh 4-9 Address bits 16-23 hold after ADS I.E. 20 20 15 ns

tALf 4-5 Address bits 0-15 floating after R.E.,PHI1T2

(no MMU)
25 25 25 ns

tALMf 4-9 Address bits 0- 1 5 floating after R.E., PHIUmmu
(with MMU)

25 25 25 ns

tAHMf 4-9 Address bits 16-23 floating after R.E., PHIUmmu
(with MMU)

25 26 25 ns

tHBEv 4-4 HBE signal valid after R.E.,PHI1T1 70 60 50 ns

tHBEh 4-4 HBE signal hold afterR.E.,PHI1nextT1orTi ns

tSTv 4-4 Status (ST0-ST3) valid after R.E.,PHI1T4

(before TI, see note)

65 55 45 ns

tSTh 4-4 Status {ST0-ST3) hold after R.E., PHI1T4 (after TI) ns

tODINv 4-5 DDIN signal valid after R.E.,PHI1T1 83 62 50 ns

1
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4.0 Device Specifications (continued)

4.4.2.1 Output Signals: Internal Propagation Delays, NS32016-6, NS32016-8 and NS32016-10 (Continued)

Name Figure Description Reference/Conditions
NS32016-6 NS32018-8 NS32016-10

Units
Min Max Min Max Min Max

tODINh 4-5 DDIN signal hold afterR.E.,PHI1nextT1orTi ns

tADSa 4-4 ADS signal active (low) after R.E., PHI1 T1 55 45 35 ns

tADSia 4-4 ADS signal inactive after R.E.,PHI2T1 15 60 15 55 15 45 ns

UdSw 4-4 ADS pulse width at 0.8V (both edges) 60 48 35 ns

tDSa 4-4 DS signal active (low) after R.E.,PHI1T2 70 60 45 ns

tDSia 4-4 DS signal Inactive after R.E.,PHI1T4 10 60 10 50 10 40 ns

tALf 4-6 AD0-AD1 5 floating (caused by

HOLD)
after R.E., PHI1 T1 100 65 25 ns

tAHf 4-6 A16-A23 floating (caused by after R.E., PHI1 T1 100 65 25 ns

HOLD)

tosf 4-6 DS floating (caused by HOLD) afterR.E.,PHI1Ti 100 80 55 ns

tADSf 4-6 ADS floating (caused by HOLD) after R.E.,PHI1Ti 100 80 55 ns

•HBEf 4-6 HBE floating (caused by HOLD) after R.E.,PHI1Ti 100 80 55 ns

'DDINf 4-6 DDIN floating (caused by HOLD) after R.E.,PHI1Ti 100 80 55 ns

'HLDAa 4-6 HLDA signal active (low) after R.E., PHI1 Ti 100 90 75 ns

tHLDAia 4-8 HLDA signal Inactive after R.E.PHIITi 100 90 75 ns

tDSr 4-8 DS signal returns from floating

(caused by HOLD)

after R.E.,PHI1Ti 100 80 55 ns

tADSr 4-8

!

ADS signal returns from floating

(caused by HOLD)
after R.E.,PHI1TI 100 80 !

i

55 ns

'HBEr 4-8 HBE signal returns from floating

(caused by HOLD)

after R.E.PHIITi 100 80 55 ns

tDDINr 4-8 DDIN signal returns from floating

(caused by HOLD)

after R.E., PHI1 Ti 100 80 55 ns

tODINf 4-9 DDIN signal floating (caused by

FLT)

after FLT F.E 80 65 50 ns

tHBEl 4-9 HBE signal low (caused by FLT) after FLT F.E 100 85 65 ns

tDDINr 4-10 DDIN signal returns from floating

(caused by FLT)

after FLT F.E. 75 65 50 ns

tHBEr 4-10 HBE signal returns from LOW
(caused by FLT)

after FLT F.E. 90 85 75 ns

tSPCa 4-13 SPC output active (low) after R.E., PHI1 TI 50 45 35 ns

tSPCia 4-13 SFC output inactive after R.E., PHI1 T4 50 46 35 ns

tSPCnf 4-15 SPC output nonforcing after R.E., PHI2 T4 40 25 10 ns

tDv 4-13 Data valid (slave processor write) after R.E.PHIITI 80 65 50 ns

tDh 4-13 Data hold (slave processor write) after R.E.PHI1 nextTI orTi ns

tpFSw 4-18 PFS pulse width at 0.8V (both edges) 70 70 70 ns

tPFSa 4-18 PFS pulse active (low) after R.E.. PHI2 70 60 50 ns

tpFSia 4-18 PFS pulse inactive after R.E.. PHI2 70 60 50 ns

tiLOs 4-20a ILO signal setup beforeR.E.PHIITI of first

Interlocked write cycle

30 30 30 ns

tiLOh 4-20b iLO signal hold after R.E., PHI1 T3 of last

Interlocked read cycle

10 10 10 ns

tjLOa 4-21 iLO signal active (low) after R.E., PHI1 70 65 55 ns
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4.0 Device Specifications (continued)

4.4.2.1 Output Signals: Internal Propagation Delays, NS32016-6, NS32016-8 and NS32016-10 (Continued)

CO
Name Figure Description Reference/Conditions

NS32016-6 NS32016-8 NS32016-10
Units

« Min Max Min Max Min Max
to

tiLOia 4-21 ILO signal inactive after R.E.,PHI1 55 45 35 ns

tuSv 4-22 U/S signal valid afterR.E., PHI1T4 55 45 35 ns

COz 'USh 4-22 U/S signal hold after R.E., PHI1 T4 10 10 8 ns

to
tNSPF 4-1 9b Nonsequential fetch to next PFS

cloclc cycle

after R.E., PHI1 TI 4 4 4 tcp

o
CO

tpFNS 4-1 9a PFS clock cycle to next non-

sequential fetch

before R,E„ PHI1 TI 4 4 4 tCp

z
tLXPF 4-29 Last operand transfer of an instruc

tion to next PFS clock cycle

before R.E.,PHI1T1 of first

bus cycle of transfer

top

Note: Every memory cyde starts with T4, during whicti Cyde Status is applied. If the CPU was idling, the sequerKe will be: ".
. . Ti, T4, T1 . . .". If the CPU was

not idling, the sequence will be: ".
. . T4, TI . .

.".

4.4.2.2 Input Signal Requirements: NS32016-6, NS32016-8 and NS32016-10

Name Rgure Description Reference/Conditions
NS32016-6 NS32016-8 NS32016-10

Units

Min Max Min Max Min Max

tpWR 4-25 Power stable to RST R.E, after Vcc reaches 4,5V 50 50 50 flS

tDls 4-5 Data in setup (read cycle) before F.E., PHI2 T3 25 20 15 ns

toih 4-5 Data in hold (read cycle) after R,E„ PHI1 T4 10 10 10 ns

tHLDa 4-6 before F.E.,PHI2TX1 25 25 25 nsHOLD active (low) setup time

(see note)

tHLDIa 4-8 before F.E., PHI2 Ti 25 25 25 nsHOLD inactive setup time

tHLDh 4-6 after R.E.,PHI1TX2 nsHOLD hold time

tpLTa 4-9 FLT active (low) setup time before F.E., PHI2 Tmmu 25 25 25 ns

tPLTia 4-11 FLT inaaive setup time before F.E.,PHI2T2 25 25 25 ns

IrDYs 4-11,4-12 RDY setup time before F.E.,PHI2T2 or T3 25 20 15 ns

tRDYh 4-11,4-12 RDY hold time after F.E„ PHI1 T3 ns

tABTs 4-23 ABT setup time (hL 1 inactive) before F.E., PHI2 Tmmu 30 25 20 ns

tABTs 4-24 ABT setup time (FLT active) before F.E.,PHI2Tf 30 25 20 ns

tABTh 4-23 SbT hold time after R.E.,PHI1 ns

tRSTs 4-25, 4-26 RST setup time before F,E., PHI1 20 20 15 ns

tRSTw 4-26 RST pulse width at 0.8V (both edges) 64 64 64 tcp

tiNTs 4-27 InT setup time before F.E., PH11 25 25 25 ns

tNMIw 4-28 NMI pulse width at 0.8V (both edges) 80 75 70 ns

tDls 4-14 Data setup (slave read cycle) before F,E„ PHI2 TI 30 25 20 ns

tDlh 4-14 Data hold (slave read cycle) after R.E.,PHI1T4 10 10 10 ns

tSPCd 4-15 SPC pulse delay from slave after R.E„PHI2T4 40 35 25 ns

tSPCs 4-15 t>PC setup time before F.E., PH1

1

35 30 25 ns

tSPCw 4-15 IsPC pulse width from slave

processor (asyno.input)

at 0.8V (both edges) 30 25 20 ns
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4.0 Device Specifications (continued)

4.4.2.2 Input Signal Requirements: NS32016-6, NS32016-8 and NS32016-10 (Continued)

ro

COu
l\3

at

CO
lO

o

Name Figure Description Reference/Conditions
NS32016-6

Min Max

NS32016-8

MIn Max

NS32016-10

MIn Max
Units

tATh 4-16 AT/SPG hoid for address

translation strap

after F.E., PHI1 of cycle during

whicti RST pulse Is removed
'Cp

fATs 4-16 AT/SPC setup for address

translation strap

before R.E., PHil of cycle during

wtiloh RST pulse is removed
tcp

Note: This setup time is necessary to ensure prompt acknowledgement via HLDA and the enajing floating of CPU off the buses. Note that the time from the receipt

of the HOLD signal until tfie CPU floats is a function of the time HOLD signal goes low, the state of the RDY input (in MMU systems), and the length of the current

MMU cycle.

4.2.3 Clocking Requirements: NS32016-6, NS32016-8 and NS32016-10

Name Figure Description
Reference/

Conditions

NS32016-6 NS32016-8 NS32016-10

MIn Max MIn Max Min Max
Units

tCLr 4-17 PHI1,PHI2 rise time 0.8V to Vcc- 0.9V

onR.E., PHI1,PHI2
9 8 7 ns

tCLf 4-17 PHI1,PHI2 fall time Vcc -0.9V to 0.8V

onF.E.,PHI1,PHI2
9 8 7 ns

tCp 4-17 Cloci< period R.E.,PHI1,PHI2tonext

R.E.,PHI1,PHI2
170 5000 130 5000 100 5000 ns

'CLw(1,2) 4-17 PHI1,PH12

pulse width

At2.0VonPHI1,PHI2

(twth edges)
0.5tcp-14 0.5tcp-12 0.5 top- 10 ns

tCLh(1,2) 4-17 PHI1,PHI2 high time atVcc-0.9Von
PHI1,PHi2 (both edges)

0.5tcp-18 0.5tcp-17 0.5tcp-15 ns

tnOVL(1,2) 4-17 Non-overiap time 0.8VonF.E.,PHI1,PHI2to

0.8VonR.E.,PHI2,PHI1
7 7 7 ns

tnOVLas Non-overlap asymmetry

(tnOVL(1)-tnOVL(2))

At0.8VonPHI1,PHI2 -4 4 -4 4 -4 4 ns

tCLwas PHI1,PHI2 asymmetry

telwd) - tCLw(2))

At 2.0V on PHI I.PH 12 -5 5 -5 5 -5 5 ns
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4.0 Device Specifications (continued)

4.4.3 Timing Diagrams
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FIGURE 4-4. Write Cycle
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FIGURE 4-5. Read Cycle
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4.0 Device Specifications (continued)
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TL/EE/5054-46

FIGURE 4-6. Floating by HOLD Timing (CPU Not Idie Initially)

Note that whenever the CPU is not idling (not in Ti), the HOLD request (HOLD low) must be active tHLDa before the falling edge of PHI2 of the clock cycle that

appears two clock cycles before T4 (TX1) and stay iow until tHLDh after the rising edge of PHI1 of the clock cycle that precedes T4 (TX2) for the request to be

acknowledged.

PHI1
Ti1 Ti2

PHK

"yHOLD

'HLDAa

HLOA

>HLOa

<DSf\

^ -*i tHBEt

ADSI >

BBiL_4 )
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!

tH-»»M -^tHLDh

holdT / ,., . 1
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ADO-15 L ' ' <

TL/EE/5054-47

FIGURE 4-7. Floating by HOLD Timing (CPU Initially Idle)

Note that during Til the CPU is already idling.

TUEE/5054-48

FIGURE 4-8. Release from HOLD
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4.0 Device Specifications (continued)

o
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CO
CO

CPU STATES

HMU STATES

PHI1[n

TMMU

TMMU

Tl

T4

ADO-IS r

(CPU)
[

A1B-23

(CPU)

DDIN
(CPU) I

'almiH \
tesL—i-

^r

r -l-^ADDRESS (CPUjSL II

L N h-/ (FLOATINQ, DRIVEN BY

V

T1

n
(FLOATINQ, DRIVEN BY MMU)

ADDRESS (CPUJN

*A0W1
3>r

-_.L
(FLOATING, DRIVEN BY MMU)

/! fFLOATING. DRIVEN BY HMUt(FL0ATINI3, DRIVEN BY MMU)
itDDINI

A.
i^lBEl (FORCING LOW)

FIGURE 4-9. FLT Initiated Cyde Timing

CPU STATES

MMU STATES
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Tl

Tmmu
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(CPU)
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ADS
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n

TL/EE/6054-49

TL/EE/5054-50

Note that when FLT is deasserted the CPU restarts driving DDIN before the MMU releases it This, however, does not cause any conflict, since both CPU and MMU
force DDIN to the same logic level.

FIGURE 4-10. Release from FLT Timing
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FIGURE 4-11. Ready Sampling (CPU Initially READY)
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4.0 Device Specifications (continued)
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FIGURE 4-12. Ready Sampling (CPU Initially NOT READY)

JT
r

J
SPCia

"\XNEXT CYCLE
STATOS

TL/EE/5054-53

FIGURE 4-13. Slave Processor Write Timing
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FIGURE 4-14. Slave Processor Read Timing
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FIGURE 4-15. SPC Timing

After transfening last operand to a Slave Processor, CPU turns

OFF driver and holds SPC high with Internal 5 kn pullup.

PHI1

/

1
1

St/abt
[ i

1

AT/SPC r~ X
-•at. 'ATtl

— /
1

1

TL/EE/5054-56

FIGURE 4-16. Reset Configuration Timing
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4.0 Device Specifications (continued)

•
'a.«(i)

—

•

- *CLh(1)
~

PHI1

PHI2

^:
^*CLf

-tar

/
•— *aw(2)

-

-*CLh(2)-

'nOVL(1) ^*nOVl(2)

TL/EE/5054-S7

FIGURE 4-17. Clock Waveforms
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FIGURE 4-18. Relationship of PFS to Clock Cycles
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FIGURE 4-19a. Guaranteed Delay, PFS to Non-Sequential Fetch
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FIGURE 4-19b. Guaranteed Delay, Non-Sequential Fetch to PFS
TL/EE/6054-60
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4.0 Device Specifications (continued)
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FIGURE 4-20a. Relationship of ILO to First Operand Cycle

of an Interlocked Instruction
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FIGURE 4-20b. Relationship of ILO to i-ast Operand Cycle

of an Interlocked Instruction
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FIGURE 4-21. Relationship of ILO to Any Clock Cycle
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4.0 Device Specifications (continued)
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FIGURE 4-23. Abort Timing, FLT Not Appiied
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FIGURE 4-25. Power-On Reset
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FIGURE 4-26. Non-Power-On Reset
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4.0 Device Specifications (continued)
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FIGURE 4-27. iNT Interrupt Signal Detection
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FIGURE 4-28. NMI Interrupt Signal Timing
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FIGURE 4-29. Relationship Between Last Data Transfer of

an Instruction and PFS Pulse of Next Instruction

NOTE:

In a trarsfer of a Read-Modify-Write type operand, this is the Read transfer,

dlspiaying RMW Status (Code 1011).
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Appendix A: Instruction Formats
NOTATIONS:

i
= Integer Type Field

B = 00 (Byte)

W = 01 (Word)

D = 11 (Double Word)

f = Floating Point Type Fieid

F = 1 (Std. Floating: 32 bits)

L= (Long Floating: 64 bits)

c = Custom Type Field

D = 1 (Double Word)

Q = (Quad Word)

op = Operation Code

Valid erwodings shown with each format,

gen, gen 1 , gen 2 = General Addressing Mode Field

See Sec. 2.2 for encodings,

reg = General Purpose Register Number

cond = Condition Code Field

0000 = EQual: Z = 1

0001 = Not Equal: Z =

0010 = Garry Set: C = 1

0011 = Cany Clear: C =

0100 = Higher: L = 1

0101 = Lower or Same: L =

0110 = Greater Than: N = 1

01 1 1 = Less or Equal: N =

1000 = Flag Set: F = 1

1001 = Flag Clear: F =

1010 = LOwer: L = and Z =

1011 = Higher or Same: L = 1 orZ = 1

1100 = Less Than: N = and Z =

1101 = Greater or Equal: N = 1 or Z = 1

1110 = (Unconditionally True)

1111= (Unconditionally False)

short = Short Immediate Value, hflay contain:

quick: Signed 4-bit value, in MOVQ, ADDQ,

CMPQ, ACB.

oond: Condition Ctode (above), in Scond.

areg: CPU Dedicated Register, in LPR, SPR.

0000 = US

0001 - 0111 = (Resented)

1000 = FP

1001 = SP

1010 = SB

1011 = (Reserved)

1100 = (Reserved)

1101 = PSR

1110 = INTBASE

1111 = MOD

Options: in String Instructions

u/w B T

T = Translated

B = Bacl<ward

U/W= 00: None

01: While Match

11: Until Match

Configuration bits, in SETCFG:

c M F 1

mreg: MMU Register number, in LMR, SMR.

0000 = BPRO

0001 = BPR1

0010 = (Resen/ed)

0011 = (Resen/ed)

0100 = PFO

0101 = PF1

0110 = (Resen/ed)

0111 = (Resen/ed)

1000 = SG

1001 = (Resen/ed)

1010 = MSR

1011 = BCNT

1100 = PTBO

1101 = PTB1

1110 = (Reserved)

1111 = EIA

T—I—

r

cond

—1

—

\—I

—

10 10

Format

Bcond

BSR
RET
CXP
RXP
RETT
RETI

SAVE
RESTORE

(BR)

Format 1

-0000 ENTER

7

Op 10

-0001

-0010

-0011

-0100

-0101

-0110

-0111

EXIT

NOP
WAIT

DIA

FLAG

SVC
BPT

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

15 8 7

gen short op 1 1 i

ADDQ
CMPQ
SPR
Scond

Format 2

-000 ACB
-001 MOVQ
-010 LPR

-Oil

-100

-101

-110
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Appendix A: Instruction Formats (continued)

15 8 7

gen op 11111 i

CXPD
BICPSR

JUMP
BISPSR

Trap (UND) on XXXI, 1000

Format 3

-0000 ADJSP
-0010 JSR
-0100 CASE
-0110

-1010

-1100

-1110

15 8 7
I—I—I—

r

geni

T—I—I

!

gen 2

-I—I—

r

op

ADD
CMP
BIG

ADDC
MOV
OR

Format 4

-0000 SUB
-0001 ADDR
-0010 AND
-0100 SUBC
-0101 TBIT

-0110 XOR

-1000

-1001

-1010

-1100

-1101

-1110

23 16 15 8 7

short op i 1110

Format 5

MOVS -0000 SETCFG

CMPS -0001 SKPS

Trap(UND)on1XXX,01XX

-0010

-0011

23 lejis 8 7

geni gen 2 op i 10 1110

Format 6

ROT
ASH
CBIT

CBITI

Trap (UND)

LSH

SBIT

SBITI

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

NEG
NOT
Trap (UND)

SUBP
ABS
COM
IBIT

ADDP

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

23 16 15 8 7

geni gen 2 op i 110 1110

Format 7

MOVM
CMPM
INSS

EXTS

MOVXBW
MOVZBW
MOVZiD

MOVXiD

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

MUL
MEI

Trap (UND)

DEI

QUO
REM
MOD
DIV

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

I I I I

gen 1

I M I

gen 2

TT
reg

I
I

I I I I I

10 1110
'C^^

Format 8

EXT

CVTP

INS

CHECK
MOVSU
MOVUS

-000

-001

-010

-Oil

-110, reg =001

-110,reg = 011

INDEX

FFS

TL/EE/5054-72

-100

-101

23 16 15 8 7

geni gen 2 op f i 111110

MOVif

LFSR

MOVLF
MOVFL

Format 9

-000 ROUND
-001 TRUNC
-010 SFSR
-011 FLOOR

-100

-101

-110

-111

1111110
TL/EE/5054-37

Format 10

Trap (UND) Always

CO

l<0O

COwM

OS

w
lOo
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Appendix A: Instruction Formats (continued)

23 16 15 8 7

gen1 gen 2 op f 10 111110

Format 11

ADDf

MOVf

CMPf
Trap (SLAVE)

SUBf

NEG1

Trap (UND)

Trap(UND)

-0000

-0001

-0010

-0011

-0100

-0101

-0110

-0111

DiVf

Trap (SLAVE)

Trap (UND)

Trap (UND)

MULf

ABSf

Trap (UND)

Trap (UND)

-1000

-1001

-1010

-1011

-1100

-1101

-1110

-1111

7

1 1 1 1 1 1111111 1

1 a

TL/EE/5054-75

Format 12

Trap (UND) Always

7

1 1 1

1

1 1

1 1

1

1

TL/EE/5054-76

Fonnat13

Trap (UND) Always

23 16 15 8 7

geni short op i 11110

Format 14

RDVAL -0000 LMR
WRVAL -0001 SMR

Trap (UND) on 01 XX, 1XXX

-0010

-0011

23 16 15 8 7

n n n 1 1 1

Operation Word ID Byte

Format 15

(Custom Slave)

000

CATSTO
CATST1

Operation Word Format

23 16 15 8

gen 1 short X op 1

Format 15.0

-0000 LCR
-0001 SCR

-0010

-0011

Trap (UND) on all others

23

001

CCV3
LCSR
CCV5
CCV4

101

T—1—I—

r

geni

16 15
-T—I—I—

r

gen 2 op

Format 15.1

-000

-001

-010

-011

CCV2
CCV1

SCSR
ccvo

-100

-101

-110

-111

23 16 15 8

gen1 gen 2 op X c

Format 15.5

CCALO -0000 CCAL3 -1000

CMOVO -0001 CM0V3 -1001

CCMPO -0010 Trap(UND) -1010

CCMP1 -0011 Trap (UND) -1011

CCAL1 -0100 CGAL2 -1100

CM0V2 -0101 CM0V1 -1101

Trap (UND) -0110 Trap (UND) -1110

Trap (UND) -0111 Trap (UND) -1111

Ifmn = 010,011,100.110,111

then Trap (UND) Always
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Appendix A: Instruction Formats (continued) w
roo

a>

7

I I I I I I I

10 11 110

Format 16

Trap (UND) Always

TLyEE/5064-77

7

I I I I I I I110 11110
TLyEE/5054-78

Format 19

Trap (UND) Always

Implied Immediate Encodings:

7

I I I II I I

X X X 1 1

TL/EE/5064-80

r7 r6
L. .

r5 r4

1

1

r3

!

r2 r1 rO

Register Mask, appended to SAVE, ENTER

?
00

(A

a>

Format 17

Trap (UND) Always

7MM
10

1 1

1

1

1

n./EE/5054-79

ro r1 r2 r3 r4 r5 r6

1

r7

Register IHasic, appended to RESTORE, EXIT

Format 18

Trap (UND) Always
offset length-1

Offset/Length Modifier appended to INSS, EXTS
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NS32016-6/NS32016-8/NS32016-10
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o
3
0)

-73

RESET

PER

CWATf

NS3220, "*':»
TCU W*l^«

WAITS

RSTI WAIT1

PHM RD

PHI2 WR
ADS

RSTdCTTL DDINRDY DBE

.

READY
_1_
a
-J- XCTAL1

,

WAITREOUESTS
(ADDR, DECODED OR STRAPPED)

RD'

t

WR

ILO
'

1

K, HBE

l^

HOLDt -

, i ,

1

HLDAO

INTS.
*

ROV PHM PHI2 1

ifff

NMi NS32016
CPU

ADDR/DATA

.0 HBE HOLD HOLD RDV RSTI
PHI1

PHI2

HLDAI HLDAO

fLT pSv
PFS

U/S

ADS •"""""" MMU
DDIN

ST0-ST3

m/mr A24

SPC ADDfl/DATA

ADDRESS
BUS^

(24)

DDIN

HLDA

DS/FLT

*

_ _. _

*

- STROBE

ADDRESS
LATCH/
BUFFERH

*
(24)

ADS

DDIN

ST0-ST3

RST/ABT

AT/SPC

,.
T _

• ' 1
'

lOKil
-AAA. (

*

A

^^^^^^1 (2*)

.24f 1

1 1

^^^^US
(16)

STATUS.

ADDR/DATA
MULTIPLEXED
BUS

(16)| (ie)|

DATA
SPC

ST0-ST1
NS32(IB1

fPU RST

CLK

^ DATA

MULTIPLEXED
BUS

RST MEMORV/
CLK PERIPHERALS

'N DIR

—1^ <.t
1 1 1 4

1 ' 1

(161 > '

DATA BUFFERS

FIGlJRE B-1. System Connection Diagram
TL/EE/5054



^ National
Semiconductor
Corporation

NS32008-6/NS32008-8/NS32008-10
High-Performance 8-Bit Microprocessors

General Description
The NS32008 is a 32-bit microprocessor with a 16-MByte

linear address space and a 8-blt external data bus. It has a

32-bit ALU, eight 32-bit general purpose registers, a four-

byte prefetch queue, and a slave processor interface. The

NS32008 is fabricated with National Semiconductor's ad-

vanced XMOSTM process, and is fully object code compati-

ble with other Series 32000® processors. The Series 32000

instructions set Is optimized for modular high-level lan-

guages (HLL). The set is very symmetric, it has a two ad-

dress format, arnj it incorporates HLL oriented addressing

iiuut;a. I lie ua|jauiiiiit;2> ui uic i^ot?£uuo i;an Oe eXpaiiueu

with the use of the NS32081 floating point unit (FPU), which

interfaces to the NS32008 as a slave processor. The
NS32008 is a general purpose microprocessor that is ideal

for a wide range of computational intensive applications.

Features
32-bit architecture and implementation

16-MByte linear address space

8-bit external data bus

Powerful instruction set

— General 2-address capability

— High degree of symmetry
— Addressing modes optimized for high-level

languages

Series 32000 slave processor support

High-speed XMOS technology

48-pin dual-In-line (DIP) package
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1.0 Product Introduction

The Series 32000 Microprocessor family is a new genera-

tion of devices using National's XMOS and CMOS teclinolo-

gies. By combining state-of-the-art MOS technology with a

very advanced architectural design philosophy, this family

brings mainframe computer processing power to VLSI proc-

The Series 32000 family supports a variety of system con-

figurations, extending from a minimum low-cost system to a

powerful 4 gigabyte system. The architecture provides com-

plete upward compatibility from one family member to an-

other. The family consists of a selection of CPUs supported

by a set of peripherals and slave processors that provide

sophisticated interrupt and memory management facilities

as well as high-speed floating-point operations. The archi-

tectural features of the Series 32000 family are described

briefly below.

Powerful Addressing Modes. Nine addressing modes

available to all instructions are included to access data

structures efficiently.

Data Types. The architecture provides for numerous data

types, such as byte, word, doubleword, and BCD, which may

be an-anged into a wide variety of data structures.

Symmetric Instruction Set. While avoiding special case

instructions that compilers can't use, the Series 32000 fami-

ly incorporates powerful instructions for control operations,

such as array indexing and external procedure calls, which

save considerable space and time for compiled code.

Memory-to-Memory Operations. The Series 32000 CPUs
represent two-operand machines with each operand ad-

dressable by all addressing modes. This powerful memory-

to-memory architecture permits memory locations to be

treated as registers for all useful operations. This is impor-

tant for temporary operands as well as for context switch-

ing.

Memory Management Either the NS32382 or the

NS32082 Memory Management Unit may be added to the

system to provide advanced operating system support func-

tions, including dynamic address translation, virtual memory
management, and memory protection.

Large, Uniform Addressing. The NS32008 has 24-bit ad-

dress pointers that can address up to 16 megabytes without

requiring any segmentation; this addressing scheme pro-

vides flexible memory management without added-on ex-

pense.

Modular Software Support Any software package for the

Series 32000 family can be developed independent of all

other packages, without regard to individual addressing. In

addition, ROM code is totally relocatable and easy to ac-

cess, which allows a significant reduction in hardware and

software cost.

Software Processor Concept The Series 32000 architec-

ture allows future expansions of the instruction set that can

be executed by special slave processors, acting as exten-

sions to the CPU. This concept of slave processors is

unique to the Series 32000 family. It allows software com-

patibility even for future components because the slave

hardware is transparent to the software. With future ad-

vances in semiconductor technology, the slaves can be

physically integrated on the CPU chip itself.

To summarize, the architectureil features cited above pro-

vide three primary performance advantages and character-

istics:

• High-Level Language Support

• Easy Future Growth Path

• Application Flexibility

1.1 NS32008 DESIGN GOALS

The NS32008 is aimed at small to medium size systems,

and is designed to bridge the gap between 8-bit CPUs and

the higher-end members of the Series 32000 family. The

NS32008 provides an 8-bit data bus and is the only CPU in

the Series 32000 family that does not support virtual memo-
fy-

The NS32008 is most suitable for systems designed with

8-bit memory and peripherals.

2.0 Architectural Description

2.1 PROGRAMMING MODEL

The Series 32000 architecture includes 16 registers on the

NS32008 CPU.

2.1.1 General Purpose Registers

There are eight registers for meeting high-speed general

storage requirements, such as holding temporary variables

and addresses. The general purpose registers are free for

any use by the programmer. They are 32 bits in length. If a

general register is specified for an operand that is 6 or 16

bits long, only the low part of the register is used; the high

part is not referenced or modified.

2.1.2 Dedicated Registers

The eight dedicated registers of the NS32008 are assigned

specific functions:

PC: The PROGRAM COUNTER register is a pointer to the

first byte of the instruction currently being executed. The PC

nm raOCRMI COUNTER PC

STtTICUSE SB

FRAME POMTER FP

USER STACK PTRr] SP1

INTERRUPT STACK Fm~\ SPO

INTERRUPT BASE INTBASE

RO
1 III

PI
1 III

R2
1 III

R3
1 III

R4
1 ill

RS
1 III

Re
1 III

R7
i III

TL/EE/6156-3

FIGURE 2-1. The General and Dedicated Registers
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2.0 Architectural Description (continued)

is used to reference memory in the program section. (In the

NS32008, the upper eight bits of this register are always

zero.)

SPO, SP1: The SPO register points to the lowest address of

the last item stored on the INTERRUPT STACK. This stack

is normally used only by the operating system. It |s used

primarily for storing temporary data, and holding return infor-

mation for operating system subroutines and interrupt and

trap service routines. The SP1 register points to the lowest

address of the last item stored on the USER STACK. This

stack is used by normal user programs to hold temporary

data and subroutine return information.

In this document, reference is made to the SP register. The
tenns "SP register" or "SP" refer to either SPO or SP1,

depending on the setting of the S bit in the PSR register. If

the S bit In the PSR is 0, then SP refers to SPO. If the S bit in

the PSR is 1, the SP refers to SP1. (In the NS32008, the

upper eight bits of these registers are always zero.)

Stacks in the Series 32000 family grow downward in memo-
ry. A push operation pre-decrements the stack pointer by

the operand length. A pop operation post-increments the

stack pointer by the operand length.

FP: The FRAME POINTER register is used by a procedure

to access parameters and local variables on the stack. The
FP register is set up on procedure entry with the ENTER
instruction and restored on procedure termination with th^

EXIT instruction.

The frame pointer fields the address in memory occupied by

the old contents of the frame pointer. (In the NS32008, the

upper eight bits of this register are always zero.)

SB: The STATIC BASE register points to the global vari-

ables of a software module. This register is used to support

relocatable global variables for software modules. The SB
register holds the lowest address in memory occupied by

the glotial variables of a module. (In the NS32008, the upper

eight bits of this register are always zero.)

INTBASE: The INTERRUPT BASE register holds the ad-

dress of the dispatch table for intenupts and traps (Section

3.7). The INTBASE register holds the lowest address in

memory occupied by the dispatch table. (In the NS32008,
the upper eight bits of this register are always zero.)

MOD: The MODULE register holds the address of the mod-
ule descriptor of the currently executing software module.

The MOD register is 16 bits long, therefore the module table

must be contained within the first 84K bytes of memory.

PSR: TTie PROCESSOR STATUS REGISTER holds the

status codes for the NS32008 microprocessor.

The PSR is 16 bits long, divided into two 8-blt halves (Figure

2-2). The low order eight bits are accessible to all pro-

grams, but the high order eight bits are accessible only to

programs executing in Supervisor Mode.

SM ffl
TL/EE/6156-4

FIGURE 2-2. The Processor Status Register

0: The C bit indicates that a carry or borrow occurred after

an addition or subtraction instruction. It can be used with the

ADDC and SUBC instructions to perfomn multiple-precision

integer arithmetic calculations. It may have a setting of (no

carry or borrow) or 1 (carry or borrow).

T: The T bit causes program tracing. If this bit is a 1 , a TRC
trap is executed after every instruction (Section 3.7.5).

L: The L bit is altered by comparison instructions. In a com-
parison instruction, the L bit is set to "1 " if the second oper-

and is less than the first operand, when both operands are

interpreted as unsigned integers. Othenwise, it is set to "0".

In Floating-Point comparisons, this bit is always cleared.

F: The F bit is a general condition flag, which is altered by
many instructions (e.g., integer arithmetic instructions use it

to indicate overflow).

Z: The Z bit is altered by comparison instructions. In a com-
parison instruction, the Z bit is set to "1 " if the second oper-

and is equal to the first operand; othenwise it is set to "0".

N: The N bit is altered by comparison instructions. In a com-
parison instruction, the N bit is set to "1"

if the second
operand is less than the first operand, when both operands
are interpreted as signed integers. Otherwise, it is set to
"0".

U: If the U bit is "1", no privileged instructions may be exe-

cuted, if the U bit is "0", then all Instructions may be execut-

ed. When U = 0, the NS32008 is said to be in Supervisor

Mode; when U = 1 , the NS32008 is said to be in User Mode.
A User Mode program is restricted from executing certain

instructions and accessing certain registers which could In-

terfere with the operating system. For example, a User

Mode program is prevented from changing the setting of the

flag used to indicate its own privilege mode. A Supervisor

Mode program Is assumed to be a trusted part of the oper-

ating system, hence it has no such restrictions.

S: The S bit specifies whether the SPO register on SP1 reg-

ister is used as the stack pointer. The bit is automatically

cleared on interrupts and fraps it. It may have a setting of

(use the SPO register) or 1 (use the SP1 register).

P: The P bit prevents a TRC trap from occun-ing more than

once for an instruction (Section 3.7.5). It may have a setting

of (no trace pending) or 1 (trace pending).

I: If I = 1 , then all interrupts will be accepted (Section 3.7). If

I = 0, only the NMI interrupt is accepted. Trap enables are

not affected by this bit.

2.1.3 The Configuration Register (CFG)

Within the Control section of the NS32008 CPU is the 4-bit

CFG Register, which declares the presence of certain exter-

nal devices. It is referenced by only one instruction,

SETCFG, which is intended to be executed only as part of

system initialization after reset The format of the CFG Reg-
ister is shown in Hgure 2-3.

lX'
TL/EE/6156-5

FIGURE 2-3. CFG Register

The CFG I bit declares the presence of external interrupt

vectoring circuitry (specifically, the NS32202 Interrupt Con-

trol Unit). If the CFG I bit is set, interrupts requested through

the INT pin are "Vectored." If it is clear, these interrupts are

"Non-Vectored." See Section 3.7.

The F and C bits declare the presence of the FPU and Cus-

tom Slave Processors. If these bits are not set, the corre-

sponding instructions are trapped as being undefined.

2.1.4 Memory Organization

The main memory of the NS32008 is a uniform linear ad-

dress space. Memory locations are numbered sequentially

(A

MMO
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2.0 Architectural Description (continued)

starting at zero and ending at 224-1. Tiie number specify-

ing a memory location is called an address. The contents of

each memory location is a byte consisting of eight bits {Fig-

ure 2-4A ). Unless othenwise noted, diagrams in this docu-

ment show data stored in memory with the lowest address

on the right and the highest address on the left. Also, when
data is shown vertically, the lowest address is at the top of a

diagram and the highest address at the bottom of the dia-

gram. When bits are numbered in a diagram, the least signif-

icant bit is given the number zero, and is shown at the right

of the diagram. Bits are numbered in increasing significance

and towanj the left.

A. Byte at Address A

15 8 7

MSB'S LSB'S

A+ I

B. Wbrd at Address A

31 24 23 161 15 a 7 0|

MSB's LSB'S

A+3 A+2 A+1 A

TL/EE/$156-6

C. Double Word at Address A
FIGURE 2-4. Data Formats for NS32008 Memory

Two contiguous bytes are called a word [Figure 2-4B). Ex-

cept where noted (Section 2.2.1), the least significant byte

of a word is stored at the lower address, and the most signif-

icant byte of the word is stored at the next higher address.

In memory, the address of a word is the address of its least

significant byte, and a word may start at any address.

Two contiguous words are called a double word (Figure 2-

4C). Except where noted (Section 2.2.1), the least signifi-

cant word of a double word is stored at the lowest address

and the most significant word of the double word is stored at

the address two greater. In memory, the address of a dou-

ble word Is the address of its least significant byte, and a
double word may start at any address.

2.1.5 Dedicated Tables

Two of the NS32008 dedicated registers (MOD and INT-

BASE) serve as pointers to dedicated tables in memory.

The INTBASE register points to the Internjpt Dispatch and

Cascade tables. These are described in Section 3.7.

The MOD register contains a pointer into the Module Table,

whose entries are called Module Descriptors. A Module De-

scriptor contains four pointers, three of which are used by

the NS32008. The MOD register contains the address of the

Module Descriptor for the currently running module. It is au-

tomatically updated by the Call External Procedure instruc-

tions (CXP and CXPD).

The fonmat of a Module Descriptor is shown in Figure 2-5

.

The Static Base entry contains the address of static data

assigned to the running module. It is loaded into the CPU
Static Base register by the CXP and CXPD instructions. The

Program Base entry contains the address of the first byte of

Instruction code in the module. Since a module may have

multiple entry points, the Program Base pointer senses only

as a reference to find them.

31

'

STATIC BASE

LINK TABLE ADDRESS

PROGRAM BASE

RESB1VED

^ -v

TL/EE/6156-7

FIGURE 2-5. Module Descriptor Format

The Link Table Address points to the Link Table for the

currently running module. The Link Table provides the infor-

mation needed for:

1. Sharing variables between modules. Such variables are

accessed through the Link Table via the External ad-

dressing nfKXJe.

2. Transferring control from one module to another. This is

done via the Call External Procedure (CXP) instruction.

The format of a Link Table is given in Figure 2-6. A Link

Table Entry for an external variable contains the 32-bit ad-

dress of that variable. An entry for an external procedure

contains two 16-bit fields: Module and Offset. The Module

field contains the new MOD register contents for the mod-

ule being entered. The Offset field is an unsigned numtier

giving the position of the entry point relative to the new
module's Program Base pointer.

For further details of the functions of these tables, see the

Series 32000 Instruction Set Reference Manual.

(VARIABLEI

(VARIABLE)

(PROCEDURE)

ENTRY

'

'31 o7

ABSOLUTE ADDRESS

1 ABSOLUTE ADDRESS

2 OFFSET MODULE

, X
TL/EE/6156-8

FIGURE 2-6. A Sample Link Table
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2.0 Architectural Description (continued)
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INDEX
BYTE OPCODEDISP DISP

INDEX
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ADDR
MODE
A

ADDR
MODE
B

IMM IMM

L_ )

FIGURE 2-7. General Instruction Format
TL/EE/S156-10

2.2 INSTRUCTION SET

2.2.1 General Instruction Format

Figure 2-7 shows the general format of a Series 32000 in-

struction. The Basic Instruction is one to three bytes long

and contains the opcode and up to two 5-blt General Ad-

dressing Mode ("Gen") fields. Following the Basic Instruc-

tion field is a set of optional extensions which may appear,

depending on the instruction and the addressing modes se-

lected.

Index Bytes appear when either or both Gen fields specify

Scaled Index. In this case, the Gen field specifies only the

Scale Factor (1, 2, 4 or 8), and the Index Byte specifies

which General Purpose register to use as the index, and

which addressing mode calculation to perform before index-

ing. See Figure 2-8.

T 3 2

GEN. AOOR. MODE REG. NO.

TL/EE/6156-9

FIGURE 2-8. Index Byte Format

Following Index Bytes come any displacements (addressing

constants) or immediate values associated with the select-

ed addressing modes. Each Displacement/Immediate field

may contain one or two displacements, or one immediate

value. The size of a Displacement field is encoded within the

top bits of that field, as shown in Figure 2-9, with the remain-

ing bits interpreted as a signed (two's complement) value.

The size of an Immediate value is determined from the Op-

code field. Both Displacement and Immediate fields are

stored most-significant byte first. Note that this is different

from the memory representation of data (Section 2.1.4.).

Some instructions require additional, "implied" immediates

and/or displacements, apart from those associated with ad-

dressing modes. Any such extensions appear at the end of

the instruction, in the order that they appear within the list of

operands in the instruction definition (Section 2.2.3).

2.2.2 Addressing Modes

The NS32008 CPU generally accesses an operand by cal-

culating its Effective Address based on information avail-

able when the operand is to be accessed. The method to be

used in performing this calculation is specified by the pro-

grammer as an "addressing mode."

Addressing modes in the NS32008 are designed to optimal-

ly support high-level language accesses to variables. In

nearly all cases, a variable access requires only one ad-

dressing mode, within the instnjction that acts upon that

variable. Extraneous data movement is therefore minimized.

NS32008 Addressing Modes fall into nine basic types:

Register: The operand is available in one of the eight Gen-
eral Purpose Registers. In certain Slave Processor instruc-

tions, an auxiliary set of eight registers may be referenced

instead.

Register Relative: A General Purpose Register contains an

address to which is added a displacement value from the

instruction, yielding the effective address of the operand in

memory.

Memory Space: Identical to Register Relative above, ex-

cept that the register used is one of the dedicated registers

PC, SP, SB or FP. These registers point to data areas gen-

erally needed by high-level languages.

Memory Relative: A pointer variable is found within the

memory space pointed to by the SP, SB or FP register. A
displacement is added to that pointer to generate the Effec-

tive Address of the operand.

immediate: The operand is encoded within the instruction.

This addressing mode is not allowed if the operand is to be

written.

Absolute: The address of the operand is specified by a

displacement field in the instnjction.

External: A pointer value is read from a specified entry of

the current Link Table. To this pointer value is added a dis-

placement, yielding the Effective Address of the operand.
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2.0 Architectural Description (continued)

Byte Displacement: Range -64 to +63

SIGNED OlSPLACEMeNT

Word Displacement: Range -8192 to +8191

T"

,^^
^ot''

aH^

Double Word Displacement:

Range (Entire Addressing Space)

n**'
*v^'

*^'J'-'

yS**'

TL/EE/61 56-13

FIGURE 2-9. Dlspiacement Encodings

Top of Stacic The cun-ently-selected Stacit Pointer (SPO or

SP1) specifies tlie location of the operand. The operand is

pushed or popped, depending on whether It is written or

read.

Scaled Index: Although encoded as an addressing mode,

Scaled Indexing Is an option on any addressing mode ex-

cept Immediate or another Scaled Index. It has the effect of

calculating an Effective Address, tfien multiplying any Gen-

eral f^Irpose Register by 1, 2, 4 or 8 and adding It into the

total, yielding the final Effective Address of the operand.

Table 2-1 is a brief summary of the addressing modes. For a

complete description of their actions, see the Instruction Set

Reference Manual.

2.2.3 Instruction Set Summary

Table 2-2 presents a brief description of the NS32008 in-

stnjction set. The Format column refers to the Instmctlon

Format tables (Appendix A). The Instruction column gives

the Instruction as coded in assembly language, and the De-

scription column provides a short description of the function

provided by that instruction. Furttier details of the exact op-

erations performed by each instruction may be found In the

Instruction Set Reference Manual.

Notations:

I
= Integer length suffix: B = Byte

W = Word

D = Double Word

f = Roating-Point length suffix: F = Standard Floating

L = Long Floating

gen == General operand. Any addressing mode can t>e

specified.

short = A 4-bit value encoded within the Basic Instruction.

(See Appendix A for encodings.)

imm - Immediate operand. An 8-bit value appended after

any addressing extensions.

disp = Displacement (addressing constant): 8, 16, 32 bits.

All three lengths legal.

reg = Any General Purpose Register R0-R7.

areg = Any Dedicated/Address Register: SP, SB, FP,

MOD, INTBASE, PSR, UPSR, (bottom eight PSR bits),

creg = A Custom Slave Processor Register Gniplementa-

tion dependent).

cond "= Any condition code, encoded as a 4-bit field within

the Basic Instruction. (See Appendix A for encodings.)
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2.0 Architectural Description (Continued)

TABLE 2-1

NS32008 Addressing Modes

ENCODING MODE ASSEMBLER SYNTAX EFFECTIVE ADDRESS

Register

00000 Register RO or FO None: Operand is in tlie specified

00001 Register 1 R1 or F1 register.

00010 Register 2 R2orF2

00011 Registers R3orF3

00100 Register 4 R4orF4

00101 Register 5 R5 or F5

00110 Registers R6 or F6

00111 Register 7 R7orF7

Register Relative

01000 Register relative disp(RO) Disp + Register.

01001 Register 1 relative disp(RI)

01010 Register 2 relative disp(R2)

01011 Register 3 relative disp(R3)

01100 Register 4 relative disp(R4)

01101 Register 5 relative disp(R5)

01110 Register 6 relative disp(R6)

01111 Register 7 relative disp(R7)

Memory Relative

10000 Frame memory relative disp2(disp1(FP)) Disp2 + Pointer Pointer found at

10001 Stack memory relative disp2(disp1(SP)) address Displ + Register. "SP"

10010 Static memory relative disp2(disp1(SB)) is either SPO or SP1 , as selected

in PSR.

Reserved

10011 (Reserved for Future Use)

Immediate

10100 •Immediate value None: Operand is input from

instruction queue.

Absolute

10101 Absolute @disp Disp.

External

10110 External EXT(disp1) + disp2 Disp2 + Pointer; Pointer is found

at Link Table Entry number Displ

.

Top of Stack

10111 Top of stack TOS Top of current stack, using either

User or Inten-upt Stack Pointer,

as selected in PSR. Automatic

Push/Pop included.

Memory Space

11000 Frame memory disp(FP) Disp + Register; "SP" is either

11001 Stack memory disp(SP) SPO or SP1, as selected in PSR.

11010 Static memory disp(SB)

11011 Program memory * +disp

Scaled Index

11100 Index, bytes mode[Rn;B] EA (mode) + Rn.

11101 Index, words mode[Rn;W] EA (mode) + 2 X Rn.

11110 Index, double words mode[Rn:D] EA (mode) + 4 x Rn.

11111 Index, quad words mode[Rn;Q] EA (mode) + 8 x Rn.

'Mode' and 'n' are contained

within the Index Byte.

EA (mode) denotes the effective

address generated using mode.
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2.0 Architectural Description (continued)

TABLE 2-2
tn NS32008 Instruction Set Summary

•? MOVES
oE> Format Operation Operands Description

o 4 MOVi gen.gen Move a value.

m 2 MOVQi short,gen Extend and move a signed 4-blt constant
COz 7 MOVMi gen.gen.disp Move multiple: disp bytes (1 to 16).

7 MOVZBW gen,gen Move with zero extension.

CO 7 MOVZiD gen.gen Move with zero extension.

g 7 MOVXBW gen,gen Move with sign extension.

^ 7 MOVXiD gen.gen Move wHh sign extension.

<oz 4 ADDR gen.gen Move effective address.

INTEGER ARITHMETIC

Format Operation Operands Description

4 ADDi gen.gen Add.

2 ADDQi short.gen Add signed 4-bit constant.

4 ADDa gen,gen Add with carry.

4 SUBi gen.gen Subtract.

4 SUBCi gen,gen Subtract with cany (borrow).

6 NEGi gen.gen Negate (2's complement).

6 ABSi gen.gen Take absolute value.

7 MULi gen.gen Multiply.

7 QUOi gen.gen Divide, rounding toward zero.

7 REMi gen.gen Remainder from QUO.

7 DIVi gen.gen Divide, rounding down.

7 MOOi gen.gen Remainder from DIV (Modulus).

7 MEIi gen.gen Multiply to extended Integer.

7 DEIi gen.gen Divide extended integer.

PACKED DECIMAL (BCD) ARITHMETIC

Format Operation Operands Description

6 ADDPi gen.gen Add packed.

6 SUBPi gen,gen Subtract packed.

INTEGER COMPARISON
Format Operation Operands Description

4 CMPi gen.gen Compare.

2 CMPQi short,gen Compare to signed 4-bit constant.

7 CMPMi gen.gen.disp Compare multiple: disp bytes (1 to 16).

LOGICAL AND BOOLEAN

Format Operation Description

4 ANDi gen.gsn Logical AND.

4 ORi gen.gen Logical OR.

4 BICi gen.gen Clear selected bits.

4 XORi gen.gen Logical exclusive OR.

6 COMi gen.gen Complement all bits.

6 NOTi gen,gen Boolean complement: LSB only.

2 Scondi gen Save condition code (cond) as a Boolean variable of size i.
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2.0 Architectural Description (continued)

SHIFTS

Format Operation Operands

6 LSHi gen.gen

6 ASHi gen.gen

6 ROTi gen.gen

BITS

Format Operation Operands

4 TBITi gen.gen

6 SBITi gen.gen

6 SBITli gen.gen

6 CBITi gen.gen

6 CBITIi gen.gen

6 IBITi gen.gen

8 FFSi gen.gen

TABLE 2-2

Instruction Set Summary (Continued)

Description

Logical shift, left or right.

Arithmetic shift, left or right.

Rotate, left or right.

Description

Test bit.

Test and set bit.

Test and set bit, interlocked.

Test and clear bit.

Test and dear bit, interlocked.

Test and invert bit.

Rnd first set bit.

BIT FIELDS

Bit fields are values in memory tfiat are not aligned to byte boundaries. Examples are PACKED arrays and records used

in Pascal. "Extract" instructions read and align a bit field. "Insert" instructions write a bit field from an aligned source.

Description

Extract bit field (array oriented).

Insert bit field (array oriented).

Extract bit field (short fonri).

Insert bit field (short form).

Convert to bit field pointer.

Description

Index bound check.

Recursive indexing step for multipie-dimenstonal arrays.

Options on all string instructions are:

Format Operands

8 EXTI reg,gen,gen.disp

8 INSI reg.gen.gen.disp

7 EXTSi gen.gen.imm.imm

7 INSSi gen.gen.imm.imm

8 CVTP reg.gen.gen

ARRAYS
Format Operation Operands

8 CHECKi reg.gen.gen

8 INDEXi reg.gen.gen

STRINGS

String instructions assign specific functions to the

General Purpose Registers:

R4 - Comparison Value

R3 - Translation Table Pointer

R2 - Siring 2 Pointer

R1 - Siring 1 Pointer

RO- Limit Count

B (Backward):

U (Until match):

W (While match):

Decrement string pointers after each

step rather than incrementing.

End instnjction if String 1 entry

matches R4.

End instaiction if String 1 entry does

not match R4.

Format

5

Operation

MOVSi

MOVST

CMPSi

CMPST

SKPSi

SKPST

Operands

options

options

options

options

options

options

All string Instructions end when RO decrements to zero.

Description

Move String 1 to String 2.

Move string, translating bytes.

Compare String 1 to String 2.

Compare, translating String 1 bytes.

Skip over String 1 entries.

Skip, translating bytes for Until/While.
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Ao 2.0 Architectural Description (continued)

o
CM TABLE 2-2

^ Instruction Set Summary (Continued)

z JUMPS AND LINKAGE

? Format Operation Operands Description

o 3 JUMP gen Jump.

o BR disp Branch (PC Relative).

m Bcond disp Conditional branch.

% 3 CASEi gen Multlway branch.

<D 2 ACBi short.gen.disp Add 4-blt constant and branch if non-zero.

3 JSR gen Jump to subroutine.oo 1 BSR disp Branch to subroutine.

CM
1 GXP disp Call external procedure.

(0 3 GXPD gen Call external procedure using descriptor.

1 SVC Supervisor call.

1 FLAG Flag trap.

1 BPT Brealspoint trap.

1 ENTER [reg list],disp Save registers and allocate stacl< frame. (Enter Procedure)

1 EXIT [reg list] Restore registers and reclaim stacl< frame. (Exit Procedure)

1 RET disp Return from subroutine.

1 RXP disp Return from external procedure call.

1 Rbll disp Return from trap. (Privileged)

1 RETI Return from interrupt. (Privileged)

CPU REGISTER MANIPULATION

Format Operation Operands Description

1 SAVE [reg list] Save general purpose registers.

1 RESTORE [reg list] Restore general purpose registers.

2 LPRi areg.gen Load dedicated register. (Privileged if PSR or INTBASE)

2 SPRi areg.gen Store dedicated register. (Privileged if PSR or INTBASE)

3 ADJSPI gen Adjust stack pointer.

3 BISPSRI gen Set selected bits In PSR. (Privileged If not Byte length)

3 BICPSRI gen Qear selected bits In PSR. (Privileged If not Byte length)

5 SETCFG [option list] Set configuration register. (Privileged)

FLOATING POINT

Format Operation Operands Description

11 MOVf gen.gen Move a floating point value.

9 MOVLF gen,gen Move and shorten a long value to standard.

9 MOVFL gen.gen Move and lengthen a standard value to long.

9 MOVif gen.gen Convert any Integer to standard or long floating.

9 ROUNDfi gen.gen Convert to Integer by rounding.

9 TRUNCfi gen.gen Convert to integer by truncating, toward zero.

9 FLOORfi gen.gen Convert to largest integer less than or equal to value.

11 ADDf gen.gen Add.

11 SUBf gen.gen Subtract.

11 MULf gen.gen Multiply.

11 DIVf gen.gen Divide.

11 CMPf gen.gen Compare.

11 NEGf gen.gen Negate.

11 ABSf gen.gen Take absolute value.

9 LFSR gen Load FSR.

9 SFSR gen Store FSR.

MISCELLANEOUS
Format Operation Operands Description

1 NOP No operation.

1 WAIT Wait for interrupt.

1 DIA Diagnose. Single-byte "Branch to Self" for hardware

breakpointing. Not for use in programming.
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2.0 Architectural Description (continued)

TABLE 2-2

Instruction Set Summary (Continued)

CUSTOM SLAVE
Format Operation

15.5 CCALOc
15.5 CGALIc
15.5 CCAI^c
15.5 CCAL3C

15.5 CMOVOc
15.5 CMOVIo
15.5 CM0V2C

CCMPIc
15.5 CCMPOc

CM0V3C

15.1 CCVOcI

15.1 CCVIci

15.1 CCV2ci

15.1 CCV3ic

15.1 a;V4DQ
15.1 CCV5QD

15.1 LCSR
15.1 SCSR

15.0 CATSTO
15.0 CATST1

15.0 LCR
15.0 SCR

3.0 Functional Description

3.1 POWER AND GROUNDING
The NS3200e requires a single 5V power supply, applied on
pin 48 (Vcc).

Grounding connections are made on two pins. Logic Ground

(QNDL, pin 24) is the common pin for on-chip logic, and
Buffer Ground (GNDB. pin 25) Is the common pin for the

output drivers. For optimal noise immunity, it is recommend-
ed that GNDL be attached through a single conductor di-

rectly to GNDB. and that all other grounding connections be
made only to GNDB. as shown below (Figure 3-1).

In addition to Vcc and Ground, the NS32008 CPU uses an

internally-generated negative voltage. It is necessary to filter

this voltage externally by attaching a pair of capacitors [F/g-

ure 3-1) from the BBG pin to ground. Recommended values

for these are:

Ci: 1 ftp. Tantalum.

Cg: 1000 pF. low inductance. This should be either a

disc or monolithic ceramic capacitor.

Operand 5 Description

gen.gen

gen.gen

gen.gen

gen,gen

Custom calculate.

gen.gen

gen.gen

gen.gen

Custom move.

gen,gen

gen,gen

gen,gen

Custom compare.

gen,gen

gen,gen

gen,gen

gen.gen

gen.gen

gen.gen

Custom convert.

gen

gen

Load custom status register.

Store custom status register.

gen

gen
Custom address/test (Privileged)

(Privileged)

creg,gen

creg,gen

Load custom register. (Privileged)

Store custom register. (Privileged)

3.2 CLOCKING

The NS32008 inputs clocking signals from the NS32201
Timing Control Unit (TCU), which presents two non-overlap-

ping phases of a single clock frequency. These phases are

called PHI1 (pin 26) and PHI2 (pin 27). Their relationship to

each other is shown in Figure 3-2.

Each rising edge of PHI1 defines a transition in the timing

state ("T-State") of the CPU. One T-State represents the

execution of one microinstruction within the CPU and/or

one step of an external bus transfer. See Section 4 for com-
plete specifications of PHI1 and PHI2.

i-ONET-STATE*

"I

^

Vcc «}

NS32008
CPU

GNDL GNDB 25^

r nuTUTL
NONOVERIAPPING

TL/EE/6156-15

'li^ . OTHER GROUND
CONNECTIONS

TLyEE/6156-14

FiGURE 3-1. Recommended Supply Connections

FIGURE 3-2. Cloclt Timing Relationships

As the TCU presents signals with very fast transitions, it is

recommended that the conductors carrying PHI1 and PHI2

be kept as short as possible, and that they not be

0)

o
e»

CO
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3.0 Functional Description (continued)

connected anywhere except from the TCU to the CPU. A

TTL clock signal (CTTL) is provided by the TCU for all other

clocking.

3.3 RESETTING

The RST pin serves as a reset for on-chip logic. The CPU
may be reset at any time by pulling the RST pin low for at

least 64 clock cycles. Upon detecting a reset, the CPU ter-

minates instruction processing, resets its internal logic, and

clears the Program Counter (PC) and Processor Status

Register (PSR) to all zeroes.

On application of power, RST must be held low for at least

50 |u.s after Vcc is stable. This is to ensure that all on-chip

voltages are completely stable before operation. Whenever

a Reset Is applied, it must also remain active for not less

than 64 clock cycles. The rising edge must occur while PHI1

is high. See Figures 3-3 and 3-4.

-(f-

Vcc-

1

£ 64 CLOCK
" CYCLES

-esO/^s

T1./EE/61S6-16

FIGURE 3-3. Power-On Reset Requirements

The NS32201 Timing Contol Unit (TCU) provides circuitry to

meet the Reset requirements of the NS32008 CPU. Figure

3-5 shows the recommended connections.

nui_^^^
M CLOCK -

CYCLES

TL/EE/6166-17

FIGURE 3-4. General Reset Timing

3.4 BUS CYCLES

The NS32008 will perform a bus cycle for one of the follow-

ing reasons:

1. To write or read data to or from memory or a peripheral

interface device. Peripheral input and output are memory-

mapped in the Series 32000 family.

2. To fetch instructions into the 4-byte instruction queue.

This happens whenever the bus would otherwise be idle

and the queue is not already full.

3. To acknowledge an interrupt and allow external circuitry

to provide a vector number, or to acknowledge comple-

tion of an inten-upt service routine.

4. To transfer information to or from a Slave Processor.

In terms of bus timing, cases 1 through 3 above are identi-

cal. For timing specifications, see Section 4. The only exter-

nal difference between them is the 4-bit code placed on the

Bus Status pins (ST0-ST3). Slave Processor cycles differ in

that separate control signals are applied and transfers are

performed 16 bits at a time (Section 3.4.6).

Figure 3-6 shows typical bus connections for the NS32008.

The address, data, and control signals referenced in the

following discussion are shown in this figure.

The sequence of events in a non-Slave Processor bus cycle

is shown in Figure 3-7 lor a Read cycle and Figure 3-8 for a

Write cycle. The oases shown assume that the selected

memory or interface device is capable of communicating

with the CPU at full speed. If it is not, then cycle extension

may be requested through the RDY line (Section 3.4.1).

EXTERNAL RESET
(OPTIONAL) \

Vcc

o

I J

RESET SWITCH
(OPTIONAL)

NS322C1
TCU

^ 50j,s

NS320OB
CPU

SYSTEM RESET

TL/EE/61 56-18

FIGURE 3-5. Recommended Reset Connections
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3.0 Functional Description (continued)

A fuii-speed bus cycie is performed in four cycles of the

PHI1 clock signal, labeled T1 tinrough T4. Clock cycles not

associated with a bus cycle are designated Tl (for "Idle").

During T1 , the CPU applies an address on pins AD0-AD1

5

and A16-A23. It also provides a low-going pulse on the

ADS pin, which serves the dual purpose of Informing exter-

nal circuitry that a bus cycle Is starting and of providing con-

trol to an external latch for demultiplexing address bits 0-7
from the AD0-AD7 pins. See Figure 3-6. Also during this

time the status signal DDIN, indicating the direction of the

transfer, becomes valid.

During T2, the CPU switches the Data Bus, AD0-AD7, to

either accept or present data. Note that the signals AD8-
AD15 and AD16-AD23 remain valid, and need not be
latched. It also starts the Data Strobe (DS), signaling the

beginning of the data transfer. Associated signals from the

NS32201 Timing Control Unit are also activated at this time:

RD (Read Strobe) or WR (Write Strobe), TSO (Timing State

Output, indicating that T2 has been reached) and DBE (Data

Buffer Enable).

The T3 state provides for access time requirements, and it

occurs at least once in a bus cycle. At the end of T2 or T3,

on the falling edge of the PHI2 clock, the RDY (Ready) line

Is sampled to determine whether the bus cycle will be ex-

tended (Section 3.4.1).

If the CPU Is performing a Read cycle, the Data Bus (ADO-
AD7) Is sampled at the falling edge of PHI2 of the last T3
state. See Timing Specification, Section 4. Data must, how-
ever, be held at least until the beginning of T4. DS and RD
are guaranteed not to go Inactive before this point, so the

rising edge of either of them may safely be used to disable

the device providing the input data.

TheT4 state finishes the bus cycle. At the beginning of T4,

the DS, RD or WR, and TSO signals go Inactive, and at the

rising edge of PHI2, DBE goes inactive, having provided for

necessary data hold times. Data during Write cycles re-

mains valid from the CPU throughout T4. Note that the Bus
Status lines (ST0-ST3) change at the beginning of T4, an-

ticipating the following bus cycle (If any).

TL/EE/ei 56-19

FIGURE 3-6. Bus Connections

0>w
oo
00

(Au
oo
00

2-353



3.0 Functional Description (continued)

CM
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NS32a08 CPU BUS StONAlS

[jH

AM-AD15 r %
A16-A23

I //

[17

[17

[17

[17

7

il

ADDRESS VALID

' ADDRESS
VALID

v/
STATUS VALID

>-

V

£>-

x:

n_

y^

^

cr
NEXT STATUS

7

NS32201 TCU BUS SISNAIS

V

\

7

/
A

z:

TL/EE/61 56-20

FIGURE 3-7. Read Cycle Timing
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3.0 Functional Description (continued)

NS3200S CPU BUS SIGNALS

AOe-AEnS
A16-A23

If

' ADDRESS
VALID

\J

n

STATUS VALID

J
7

ADDRESS VALID

v

T.

f

NS322C1 TCU BUSSIONALS

v

V

V

/

n_

)€

)€

r " w

f
f

\

^f

TLyEE/6156-21

FIGURE 3-8. Write Cycle Timing
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3.0 Functional Description (continued)

3.4.1 Cycle Extension

To allow sufficient strobe widttis and access times for any

speed of memory or peripheral device, the NS32008 pro-

vides for extension of a bus cycle. Any type of bus cycle

except a Slave Processor cycle can be extended.

In Figures 3-7 and 3-8, note that during T3 all bus control

signals from the CPU and TCU are flat. Therefore, a bus

cycle can be cleanly extended by causing the T3 state to be

repeated. This is the purpose of the RDY (Ready) pin.

At the end of T2 on the falling edge of PHI2, the RDY line is

sampled by the CPU. If RDY is high, the next T-states will be

T3 and T4, ending the bus cycle. If RDY is low, then another

T3 state will be inserted after the next T-state and the RDY
line will again be sampled on the falling edge of PHI2. Each

additional T3 state after the first is referred to as a "WAIT

STATE". See Figure 3-9.

The RDY pin is driven by the NS32201 Timing Control Unit,

which applies WAIT States to the CPU as requested on

three sets of pins:

1.CWAIT (Continuous WAIT), which holds the CPU in WAIT

States until removed.

2. WAIT1, WAIT2, WAIT4, WAITS (collectively, WAITn),

which may be given a 4-bit binary value requesting a spe-

cific number of WAIT States from to 15.

3. PER (Peripheral), which inserts five additional WAIT

states and causes the TCU to reshape the RD and WR
strobes. This provides the setup and hold times required

by most MOS peripheral interface devices.

Combinations of these various WAIT requests are both legal

and useful. For details of their use, see the NS32201 Data

Sheet.

Figure 3-10 illustrates a typical Read cycle, with two WAIT

states requested through the TCU WAITn pins.

NEXT
STATE:
T3

n
/

n n.

NEXT
STATE:
T4

z

TL/EE/61 56-22

FIGURE 3-9. RDY Pin Timing

3.4.2 Bus Status

The NS32008 CPU presents four bits of Bus Status infonna-

tion on pins ST0-ST3. The various combinations on these

pins indicate why the CPU is perfomilng a bus cycle, or, if it

is idle on the bus, why it is idle.

Referring to Figures 3-7mi 3-8, note that Bus Status leads

the corresponding Bus Cycle, going valid one clock cycle

before T1, and changing to the next state at T4. This allows

the system designer to fully decode the bus status and, if

desired, latch the decoded signals before ADS initiates the

Bus Cycle.

The Bus Status pins are Interpreted as a 4-bit value, with

STO the least significant bit Their values decode as follows:

0000 The bus is idle because the CPU does not need to

perform a bus access.

0001 The bus is idle because the CPU is executing the

WAIT instruction.

001 (Reserved for future use.)

001

1

The bus is idle because the CPU is waiting for a

Slave Processor to complete an instruction.

0100 Intentipt Acknowledge, Master.

The CPU is performing a Read cycle. To acknowl-

edge receipt of a Non-Maskable Interrupt (on NMI),

it will read from address FFFFOOie. but will ignore

any data provided. To acknowledge receipt of a

Maskable Intenupt (on INT), it will read from

address FFFEOOie. expecting a vector number to be provid-

ed from the Master NS32202 Intenupt Control Unit. If the

vectoring mode selected by the last SETCFG instruction

was Non-Vectored, then the GPU will ignore the value it has

read and will use a default vector instead, having assumed

that no NS32202 is present. See Section 3.4.5.

0101 Intenupt Acknowledge, Cascaded.

The CPU is reading a vector number from a Cascad-

ed NS322a2 Internipt Control Unit. The address

provided is the address of the NS32202 Hardware

Vector register. See Section 3.4.5.

End of Interrupt, Master.

The CPU is performing a Read cycle to indicate that

it is executing a Return from Intermpt (RETI) Instruc-

tion. See Section 3.4.5.

End of Intermpt, Cascaded.

The GPU is reading from a Cascaded Interruprt Con-

trol Unit to indicate that it is returning (through RETI)

from an intenrupt service routine requested by that

unit. See Section 3.4.5.

Sequential Instruction Fetch.

The CPU is reading the next sequential word from

the instruction stream into the Instruction Queue. It

will do so whenever the bus would othenwise be idle

and the queue is not already full.

0110

0111

1000
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3.0 Functional Description (continued)

PHEV. CYCLE

T40HTi
I

T1

NS32008CPUBUS SIGNALS

[.

DCIN I ^

[7

RDY

<TCUTOCPU)

[

[

11

J

\j

y-^.

(WAIT) (WAIT)

ADDRESS VAUO

\

m^

T4 T1 OR n

S—

NS32201 TCU CYOf EXTENSION SIGNAU

1101

\ y

I

/

)^

^

Ik

NS322ai TCU BUS SIGNALS

\

\
V

f

I

z

'L

TL/EE/61 56-23

Note: Afrows on OWAIT, PER, WAITn indicate points at which the TCU samples.

Arrows on AD0-AD7 and RDY indicate points at which the CPfJ samples.

FIGURE 3-10. Extended Cycle Example
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3.0 Functional Description (continued)

1001 Non-Sequential Instruction Fetch.

The CPU Is performing the first fetch of Instruction

code after the Instruction Queue is purged. This will

occur as a result of any jump or branch, or any Inter-

rupt or trap, or execution of certain instructions.

1010 Data Transfer.

The CPU is reading or writing an operand of an in-

struction.

1011 Read RMW Operand.

The CPU is reading an operand which will subse-

quently be modified and rewritten.

1 100 Read for Effective Address Calculation.

The CPU is reading information from memory In or-

der to determine the Effective Address of an oper-

and. This will occur whenever an instruction uses

the Memory Relative or External addressing mode.

1 1 01 Transfer Slave Processor Operand.

The CPU is either transferring an Instmction oper-

and to or from a Slave Processor, or it is Issuing the

Operation Word of a Slave Processor instruction.

See Section 3.8.1

.

1110 Read Slave Processor Status.

The CPU is reading a status word from a Slave

Processor. This occurs after the Slave Processor

has signaled completion of an instruction. The

transferred word tells the CPU whether a trap

should be taken, and In some instructions, it pres-

ents new values for the CPU Processor Status Reg-

ister bits N, Z, L or F. See Section 3.8.1.

1111 Broadcast Slave ID.

The CPU Is initiating the execution of a Slave Proc-

essor instnjctlon. The ID Byte (first byte of the in-

struction) is sent to all Slave Processors, one of

which will recognize it. From this point, the CPU is

communicating with only one Slave Processor. See

Section 3.8.1.

3.4.3 Data Access Sequences

The NS32008 accesses ail memory and peripheral devices

In sequences of single-byte transfers. Transfer of values

larger than bytes is performed from least-significant byte

(lowest address) to most-significant byte.

3.4.3.1 Bit Accesses

The bit instmctions access the byte containing the designat-

ed bit. The Test and Set Bit instruction (SBIT), for example,

reads a byte, alters It, and rewrites it, having changed the

contents of one bit.

3.4.3.2 Bit Field Accesses

An access to a Bit Field in memory always generates a Dou-

ble Word transfer starting at the address containing the

least-significant bit of the field. The Double Word is read by

an Exact instruction; an Insert Instruction reads a Double

Word, modifies it, and rewrites It.

3.4.3.3 Extending Multiply Accesses

The extending multiply Instruction (MEi) will return a result

which Is twice the size in bytes of the operand that It reads.

If the multiplicand is In memory, the most-significant half of

the result Is written first (at the higher address), then the

least-significant half.

3.4.4 Instruction Fetches

Instructions for the NS32008 CPU are "prefetched"; that is,

they are input before being needed Into the next available

entry of the 4-byte Instruction Queue. The CPU performs

two types of Instruction Fetch cycles: Sequential and Non-

Sequential. These can be distinguished from each other by

their differing status combinations on pins ST0-ST3 (Sec-

tion 3.4.2).

A Sequential Fetch will be performed by the CPU whenever

the Data Bus would othenwise be idle and the instruction

Queue is not currently full.

A Non-Sequential Fetch occurs as a result of any breal< in

the normally sequential flow of a program. Any jump or

branch instaiction, a trap or an inten-upt will cause the next

Instruction Fetch cycle to be Non-Sequential, in addition,

certain Instructions flush the Instruction Queue, causing the

next Instruction fetch to display Non-Sequential status. Only

the first bus cycle after a break displays Non-Sequential

status.

3.4.5 Interrupt Control Cycles

Activating the INT or NMl pin on the CPU will initiate one or

more bus cycles whose purpose is Inten-upt control rather

than the transfer of Instructions or data. Execution of the

Return from Interrupt instructton (RETI) will also cause Inter-

rupt Control bus cycles. These differ from instruction or data

transfers only in the status presented on pins ST0-ST3. All

intemjpt Control cycles are Read cycles. Table 3-1 summa-

rizes NS32008 inten-upt sequences.

This section describes only the interrupt Control sequences

associated with each inten-upt and with the return from its

service routine. For full details of the NS32008 interrupt

structure, see Section 3.7.
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3.0 Functional Description (continued)

TABLE 3-1

Interrupt Sequences

Cycle Status Address DDIN

A Nonmaskable InterruptControl Sequences.

Intenrupt Acknowledge

1 0100 FFFFOOie

Interrupt Return

None: Performed through Return from Trap (RETT) Instruction.

B. Norrvectored InterruptCon^Sequences.

Interrupt Acknowledge

1 0100 FFFEOO16

Interrupt Return

None. Performed through return from Trap (RETT) instruction.

C. VectoredIntemipt Sequences: Noncascaded.

Intenupt Acknowledge

1 0100 FFFEOO16

Intemjpt Return

1 0110 FFFEOO16

D. Vectored Intenrupt Sequences: C^ecaded.

Interrupt Acknowledge

1 0100 FFFEOO16

(The CPU here uses the (Cascade Index to find the Cascade Address.)

2 0101 Cascade

Address

Interrupt Return

1 0110 FFFEOO16

(The CPU here uses the Cascade Index to find the Cascade Address.)

2 0111 Cascade

Address

Bus

Don't Care

Don't Care

Vector: Range 0-127

Vector: Same as in

Previous Intenupt

Acknowledge Cycle

Cascade Index:

-16to-1

Vector Range 0-255

Cascade Index: Same
as in Previous Interrupt

Acknowledge Cycle

Don't Care

<n
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10oo
00
at

toM
10Oo
e»
<3»

CO
09
10

2-359



COoo
CM
CO
CO

00oo
CM
CO
CO

I

00

CM
to
tn

3.0 Functional Description (continued)

3.4.6 Slave Processor Communication

The SPC pin is used as tile data strotie for Slave Processor

transfers. In a Slave Processor bus cycle, data is transferred

16 bits at a time on the Data Bus (AD0-AD15) and the

status lines ST0-ST3 are monitored by each Slave Proces-

sor in order to determine the type of transfer being per-

formed. Figure 3-11 shows typical Slave Processor connec-

tions. SPC is bidirectional, but is driven by the CPU during ail

Slave Processor bus cycles. See Section 3.8 for full proto-

col sequences.

PREV CYCLE

T4orTi

AD(0-15)

«f/SPC

<^=^
NS32032
CPU

0(0-15)

SPC

SLAVE
PROCESSOR

ST0-ST3

'J

7

TL/EE/61 56-24

FIGURE 3-11. Slave Processor Connections

NEXT CYCLE

nORTi

V
(1)

/

—^datainV

)C

n.

Y

<.

NEXT STATUS

V7

L

TL/EE/61 56-25

Note 1. CPU samples Data Bus here.

Note 2. DSl and all other NS32201 TCU bus signals remain inactive be-

cause no ADS pulse is received from the CPU.

FIGURE 3-12. CPU Read from Slave Processor
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3.0 Functional Description (continued)

3.4.6.1 Slave Processor Bus Cycles

A Slave Processor bus cycle always takes exactly two clock

cycles, labeled T1_and T4 (see Figures 3-12 and 3-13\. Dur-

ing a Read cycle, SPC is activated at T1 , data is sampled at

T4, and SPC is removed. The Cycle Status pins lead the

cycle by one clock period, and are sampled at the leading

edge of SPC. During a Write cycle, the CPU applies data

and activates SPC at T1 , removing SPC at T4. The Slave

Processor latches status on the leading edge of SPC and

latches data on the trailing edge.

Since the CPU does not pulse the Address Strobe (ADS),

no bus signals are generated by the NS32201 Timing Con-

trol Unit. The direction of a transfer is determined by the

PREV. CYCLE

T4 0RTi

ST0,ST1 /.

sequence ("protocol") established by the instruction under

execution; but the CPU Indicates the direction on the DDIN

pin for hardware debugging purposes.

3.4.6.2 Slave Operand Transfer Sequences

A Slave Processor operand is transferred in one or more

Slave bus cycles. A Byte operand Is transfen-ed on the

least-significant byte of the Data Bus (AD0-AD7), and a

Word operand is transferred on the entire 16-bit bus (ADO-

AD15). A Double Word is transfen-ed in a consecutive pair

of bus cycles, least-significant word first. A Quad Word is

transferred in two pairs of Slave cycles, with other bus cy-

cles possibly occurring between them. The word order is

from least-significant to most-significant word.

NEXTCyCLE

TIORTi

TL/EE/61 56-26

Note 1. Slave Processor samples Data Bus here.

Note 2. DBE, being provided by the NS32201 TCU, remains inactive due to

the fact that no pulse is presented on ADS, TCU signals RD, WR and TSO
also remain inactive.

FIGURE 3-13. CPU Write to Slave Processor
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3.0 Functional Description (continued)

3.5 BUS ACCESS CONTROL

The NS32008 CPU has the capability of relinquishing its

access to the bus request from a DMA device or another

CPU. This capability is implemented on the HOLD (Hold Re-

quest and HLDA (Hold Acknowledge) pins. By asserting

HOLD low, an extemal device requests access to the bus.

On receipt of HLDA from the CPU, the device may perform

bus cycles, as the CPU at this point has set the ADO-ADi 5,

A16-A23, ADS and DDIN pins to the TRI-STATE® condi-

tion. To return control of the bus to the CPU, the device sets

HOLD inactive, and the CPU acknowledges return of the

bus by setting HLDA inactive.

How quickly the CPU releases the bus depends on whether
it is idle on the bus at the time the HOLD request is made,
as the CPU must always complete the current bus cycle.

Figure 3-14 shows the timing sequence when the CPU is

idle. In this case, the CPU grants the bus during the immedi-

ately following clock cycle. Figure 3-15 shows the sequence
if the CPU is using the bus at the time that the HOLD re-

quest is made. If the request is made during or t>efore the

clock cycle shown (two dock cycles tiefore T4), the CPU
will release the bus during the clock cycle following T4. If

the request occurs closer to T4, the CPU may already have

decided to initiate another bus cycle. In that case, it will not

grant the bus until after the next T4 state, ^k>te that this

situation will also occur if the CPU is idle on the bus, but has

initiated a bus cyde Internally.

TUEE/61 56-27

FIGURE 3-14. HOLD Timing, Bus initially Idle

2-362



3.0 Functional Description (continued)

{J

i

it

A08-AD1S
A16-A23

l:

c:

T2 0RT3
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TL/EE/6156-2B

FIGURE 3-15. HOLD Timing, Bus Initially Not Idle
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3.0 Functional Description (continued)

3.6 INSTRUCTION STATUS

In addition to the four bits of bus cycle status (ST0-ST3),

tiie NS32008 CPU also presents Instruction Status informa-

tion on three separate pins. These pins differ from STO-
ST3 in that they are synchronous to the CPU's internal in-

struction execution section rather than to its bus inerface

section.

PFS (Program Flow Status) is pulsed low as each instruction

begins execution. It is intended for debugging purposes.

U/S originates from the U bit of the Processor Status Regis-

ter, and Indicates whether the CPU is currently running in

User or Supervisor mode. AlttKiugh it is not synchronous to

bus cycles, there are guarantees on its validity during any

given bus cycle. See the Timing Specifications, F^ure 4-19.

IlS (Interlocked Operation) Is activated during an SBITI (Set

Bit, Interlocked) or CBITI (Clear Bit, Interlocked) instnictlon.

It Is made available to external bus arbitration circuitry in

order to allow these instructions to Implement the sema-

phore primitive operations for multiprocessor communica-

tion and resource sharing. As with the U/5 pin, there are

guarantees on its validity during the operand accesses per-

formed by the instructions. See the Timing Specification

section. Figures 4-16 and 4-17.

3.7 NS32008 INTERRUPT STRUCTURE

The NS32008 GPU has two intemipt pins: INT, on which

maskable interrupts may be requested, and NMI, on which

nonmaskable interrupts may be requested.

In addition, there is a set of internally-generated "traps"

which cause Interrupt sen/Ice to be performed as a result

either of exceptional conditions (e.g., attempted diviston by

zero) or of specific instructions whose purpose Is to cause a
trap to occur (e.g., the Supervisor Call Instmction).

3.7.1 General Interrupt/Trap Sequence

Upon receipt of an interrupt or trap request, the CPU goes
through four major steps:

1. Adjustment of Registers.

Depending on the source of the intenupt or trap, the CPU
may restore and/or adjust the contents of the Program

Counter (PC), the Processor Status Register (PSR) and

the cunently-selected Stack Pointer (SP). A copy of the

PSR is made, and the PSR is then set to reflect Supervi-

sor Mode and selection of the Interrupt Stack.

2. Saving Processor Status.

The PSR copy Is pushed onto the Intenrupt Stack as a 1 6-

t>it quantity.

3. Vector Acquisitton.

A Vector is either obtained from the Data Bus or is sup-

plied by default.

4. Service Call.

The Vector is used as an index into ttie Interrupt Dispatch

Table, whose base address is taken from the CPU Inter-

njpt Base (INTBASE) Register. See Figure 3-16. A 32-bit

External Procedure Descriptor is read from the table en-

try, and an External Procedure Call Is performed using it.

The MOD Register (16 bits) and Program Counter (32

ttits) are pushed on the Intenupt Stack.

CASCADE TABLE oS

INTERRUPT BASE
REGISTER

CASCADE ADDR

CASCADE ADDR 14

CASCADE ADDR IS

FIXED INTERRUPTS
AND TRAPS

VECTORED
INTERRUPTS

DISPATCH TABLE

11-15 SS RESERVED '*-

16 VECTORED
INTERRUPTS

NONVECTORED INTERRUPT

NON-MASKABLE INTERRUPT

SLAVE PROCESSOR TRAP

ILLEGAL OPERATION TRAP

SUPERVISOR CALL TRAP

DIVIDE BV ZERO TRAP

FLAG TRAP

BREAKPOINT TRAP

TRACE TRAP

UNDEFINED INSTRUCTION TRAP

TL/EE/6156-29

FIGURE 3-16. Interrupt Dispatch and Cascade Tables
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3.0 Functional Description (cotrtinued)

This process is iilustrated in Figure 3-17, from the viewpoint

of the programmer.

Full sequences of events in processing interrupts and traps

may be found as follows:

Intenrupt on WT or NMI pin:

Traps (except Trace):

Trace Trap:

Sec. 3.7.7.1

Sec. 3.7.7.2

Sec. 3.7.7.3

RETURN ADDRESS (PUSH)

STATUS MODULE
(PUSH)

PSH MOD
INTERRUPT

STACK

TL/EE/6156-30

INTBASE REGISTER

Cascade TABLE

1

INTERRUPT BASE DISPATCH

TABLE
f

VECTOR /TTTs
kHJ

DESCRIPTOR (32 BTTS)

J

DESCRIPTOR
« • 16 —

OFFSET MODULE

~XI
MOD REGISTER

NEW MODULE -^

^

MODULE TABLE ENTRY

STATIC BASE POINTER

UNK BASE POINTER

PROGRAM BASE POINTER

MODULE TABLE

MODULE TABLE ENTRY

]

PROGRAM COUNTER

-•- ENTRY POINT ADDRESS

tn

to

^%
Z
0)w
o

w

09

o

SB REGISTER

-^ NEW STATIC BASE

TL/EE/61 56-31

FIGURE 3-17. Interrupt/Trap Service Routine Calling Sequence

2-365



o
00

CM
CO

COoo
CM
CO
COz

CM
CO

z

3.0 Functional Description (continued)

3.7.2 Interrupt/Trap Return

To return control to an interrupted program, one of two in-

struction Is used. Tlie RETT (Return From Trap) Instruction

(Figure 3-18) restores the PSR, MOD, PC and SB registers

to their previous contents and, since traps are often used

deliberately as a call mechanism for Supervisor Mode pro-

cedures. It also discards a specified number of bytes from

the original stack as surplus parameter space. RETT Is used

to return from any trap or interrupt except the Maskable

Intemjpt. For this, the RETI (Return from Inten^ipt) instruc-

tion Is used, which also Informs any external Interrupt Con-

trol Units that Intenupt service has been completed. Since

Interrupts are generally asynchronous external events, RETI

does not pop parameters. See Figure 3-19.

3.7.3 Maskable Interrupts (The INT Pin)

The InT pin is a level-sensitive input. A continuous low level

is allowed for generating multiple interrupt requests. The in-

put Is maskable, and Is therefore enabled to generate inter-

rupt requeste only while the Processor Status Register I bit

Is set. The I bit is automatically cleared during service of an

INT or NMi request, and is restored to its original setting

upon return from the internjpt service routine via the RETT
or RETI instruction.

The INT pin may be configured via the SETCFG instruction

as either Non-Vectored (CFG register bit 1 = 0) or Vectored

(bit 1 = 1).

3.7.3.1 Non-Vectored Mode

In the Non-Vectored Mode, an intemjpt request on the TNT

pin will cause an Interrupt Acknowledge bus cycle, but the

CPU will ignore any value read from the bus and use Instead

a default vector of zero. This mode is useful for small sys-

tems in which hardware Intemjpt prioritization is unneces-

sary. The RETT instruction should be used to return from an

intemjpt In Non-Vectored Mode.

PROGRAM COUNTER
(POP)

(POP)

STATUS

PSR MOD
INTERRUPT

MODULE TABLE ENTRY

STATIC BASE POrNTER

LINK BASE POINTER

PROGRAM BASE POINTER

(RESERVED)

MODULE
TABLE

MODULE TABLE ENTRY

SB REGISTER

PARAMETERS

STACK SELECTED

IN NEWLY-

POPPED PSR.

POP AND

DISCARD
TL/EE/61 56-32

FIGURE 3-18. Return from Trap (RETTn) Instruction Flow
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3.0 Functional Description (continued)

END OF INTERRUPT-

INTERRUPT
CONTROL

UNIT

PROGRAM COUNTER
(POP)

RETURN ADDRESS

(POP)
STATUS MOOl

PSR MP"

INTERRUPT
STACK

m
lOoo
0»

CO

MODULE TABLE ENTRY

STATIC BASE POINTER

UNK BASE POINTER

PROGRAM BASE POINTER

(RESERVED)

MODULE
TABLE

MODULE TABLE ENTRY

STATIC BASE

SB REGISTER

FIGURE 3-19. Return from Interrupt (RETI) Instruction Flow

TL/EE/61 56-34

2-367



00oo
CM«

00oo
CM
to
(A

00oo
CM«
(A

3.0 Functional Description (continued)

3.7.3.2 Vectored Mode: Non-Cascaded Case

In the Vectored mode, the CPU uses an Intemjpt Control

Unit (ICU) to prioritize up to 16 Inten-upt requests. Figure 3-

20 shows the connections required for a single ICU. Upon

receipt of an Interrupt request on the INT pin, the CPU per-

forms an "Intemjpt Acknowledge, Master" bus cycle (Sec-

tion 3.4.2) reading a vector value from the Data Bus. This

vector Is then used as an Index into the Dispatch Table in

order to find the External Procedure Descriptor for the prop-

er Intemjpt service procedure. The senrice procedure even-

tually returns via the Return from Interrupt (RETI) Instnjc-

tlon, which performs an End of Interrupt bus cycle. Informing

the ICU that It may reprioritize any Intenojpt requests stili

pending. The ICU provides the vector number again, which

the CPU uses to determine whether It needs also to inform a

Cascaded ICU (see below).

In a system with only one ICU (16 levels of Intemjpt), the

vectors provided must be In the range of through 127; that

Is, they must be positive numbers In eight bits. By providing

a negative vector number, an ICU flags the Interrupt source

as being a Cascaded ICU (see below).

3.7.3.3 Vectored Mode: Cascaded Case

In order to allow up to 256 levels of interrupt, provision is

made both In the CPU and In the NS32202 Intemjpt Control

Unit (ICU) to transparently support cascading. Figure 3-21

shows a typical cascaded configuration. Note that the Inter-

rupt output from a Cascaded ICU goes to an Intenrupt Re-

quest Input of the Master ICU, which Is the only ICU which

drives the CPU iNT pin.

In a system which uses cascading, two tasks must be per-

formed upon Initialization:

1

.

For each Cascaded ICU in the system, the Master ICU

must be informed of the line number (0 to 15) on which It

receives the cascaded requests.

2. A Cascade Table must be established in memory. The

Cascade Table Is located In a negative direction from the

location Indicated by the CPU Intemjpt Base (INTBASE)

register Its entries are 32-blt addresses, pointing to the

Vector Registers of each of up to 1 6 Cascaded ICUs.

Figure 3-16 illustrates the position of the Cascade Table. To

find the Cascade Table entry for a Cascaded ICU, take its

Master ICU line number (0 to 15) and subtract 16 from it,

giving an index In the range -16 to -1. Multiply this value

by 4, and add the resulting negative number to the contents

of the INTBASE Register. The 32-bit entry at this address

must be set to the address of the Hardware Vector Register

of the Cascaded ICU. This is referred to as the "Cascade

Address."

Upon receipt of an Interrupt request from a Cascaded ICU,

the Master ICU intemjpts the CPU and provides the nega-

tive Cascade Table Index instead of a (positive) vector num-

ber. The CPU, seeing the negative value, uses it as an Index

Into the Cascade Table and reads the Cascade Address

from the referenced entry. Applying this address, the CPU
performs an "Interrupt Acknowledge, Cascaded" bus cycle

(Section 3.4.2), reading the final vector value. This vector Is

interpreted by the CPU as an unsigned byte, and can there-

fore be In the range of through 255.

In returning from a Cascaded interrupt, the service proce-

dure executes the Return from Interrupt (RETI) Instruction,

as it would for any Maskable inten-upt. The CPU performs

an "End of Interrupt, Master" bus cycle (Section 3.4.2),

whereupon the Master ICU again provides the negative

Cascade Table index. The CPU, seeing a negative value,

uses It to find the corresponding Cascade Address from the

Cascade Table. Applying this address, it performs an "End

of Interrupt, Cascaded" bus cycle (Section 3.4.2), informing

the cascaded ICU of the completion of the service routine.

The byte read from the Cascaded ICU is discarded.

Note; If an interrupt must be masked off, the CPU can do so by setting the

corresponding t«t in the intemjpt masl^ register of the inten-upt con-

troller. However, if an intenrupt is set pending dunng the CPU instruc-

tion that mast<s off that interrupt, the CPU may stili perform an inter-

rupt acknowledge cycle following that instructkjn since it might have

sampled the iNT line t»fore the ICU deasserted it. This could cause

the ICU to provide an invalid vector. To avoid this problem the above

operation should be performed vAth the CPU interrupt disabled.

OATA —
(B)

"

—

COMTHOL
•

—

ADonserrs
—

NISIOOS
CfU

NS32202
^

STATUS 1

—
•«.

l?ff iNT —
QND — HBE

-.,-

f

1

C

ROM
kODRESS —
mCOOER

CS —

IR1

IR3

IRS

IR7

IR9

IR11

IR13

IR15

GOflRO^

G1flR2

Q2/IR4

G3/IR6

Q4flR8

GSflRfO

Q6/IR12

G7IIR14

HARDWARE
INTERRUPTS

OR
CASCADED

CONTROLLERS

INTERRUPTS,
CASCADED.

OR
err I/O

TL/EE/61 56-35

FIGURE 3-20. Interrupt Control Unit Connections (16 Levels)

2-368



3.0 Functional Description (continued)

TL/EE/61 56-36

FIGURE 3-21. Cascaded Interrupt Control Unit Connections

3.7.4 Non-Maskable Interrupt (The NMI Pin)

The Non-Maskabie intemipt is triggered whenever a failing

edge Is detected on tlie NMI pin. Tiie CPU performs an

"Interrupt Aci<nowiedge, Master" bus cycle (Section 3.4.2)

when processing of this Interrupt actually biegins. The inter-

rupt Acknowledge cycle differs from that provided for Mask-

able Interrupts In that the address presented Is FFFFOOie-

The vector value used for the Non-Maskabie intenupt is

taken as 1 , regardless of the value read from the bus.

The service procedure returns from the Non-Maskabie In-

terrupt using the Return from Trap (RETT) Instruction. No
special bus cycles occur on return.

For the full sequence of events in processing the Non-

Maskable Interrupt, see Section 3.7.7.1.

3.7.5 Traps

A trap Is an Internally-generated interrupt request caused as

a direct and Immediate result of the execution of an Instruc-

tion. The Return Address pushed by any trap except TRC Is

the address of the first byte of the Instruction during which

the trap occurred. Traps do not disable interrupts, as they

are not associated with external events. Traps recognized

by the NS32008 are:

Trap (Slave): An exceptional condition was detected by the

Floating-Point unit or another Slave Processor during the

execution of a Slave Instruction. This trap is requested via

the Status Word returned as part of the Slave Processor

Protocol (Section 3.8.1).

Trap (ILL): Illegal operation. A privileged operation was at-

tempted while the CPU was in User Mode (PSR bit U = 1).

Trap (SVC): The Supervisor Call (SVC) instruction was exe-

cuted.

Trap (DVZ): An attempt was made to divide an integer by

zero. (The FPU trap Is used for Floating-Point division by

zero.)
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3.0 Functional Description (continued)

Trap (FLG): The FLAG instruction detected a "1" in tlie

CPU PSR F bit.

Trap (BPT): Ttie Breal<point (BPT) instniction was execut-

ed.

Trap (TRC): The instmctlon just completed Is being traced.

See below.

Trap (UND): An undefined opcode was encountered by the

CPU.

A special case is the Trace Trap (TRC), which is enabled by

setting the T bit in the Processor Status Register (PSR). At

the beginning of each instruction, the T bit is copied into the

PSR P (Trace "Pending") bit. If the P bit is set at the end of

an instruction, then the Trace Trap is activated. If any other

trap or interrupt request is made during a traced instruction,

its entire service procedure is allowed to complete before

the Trace Trap occurs. Each interrupt and trap sequence

handles the P bit for proper tracing, guaranteeing one and

only one Trace Trap per instruction, and guaranteeing that

the Return Address pushed during a Trace Trap is always

the address of the next instruction to be traced.

3.7.6 Prioritization

The NS32008 CPU internally prioritizes simultaneous inter-

rupt and trap requests as follows:

1

.

Traps other than Trace (Highest priority)

2. Non-Maskable Intemjpt

3. Maskable Intenupts

4. Trace Trap (Lowest priority)

3.7.7 Interrupt/Trap Sequences: Detailed Flow

For purposes of the following detailed discussion of inter-

rupt and trap service sequences, a single sequence called

"Service" is defined in Figure 3-22. Upon detecting any in-

tenxipt request or trap condition, the CPU first performs a
sequence dependent upon the type of intemjpt or trap. This

sequence will include pushing the Processor Status Regis-

ter and establishing a Vector and a Return Address. The
CPU then performs the Service sequence.

For the sequence followed in processing either Maskable or

Non-Maskable interrupts (on the IFiT or NMI pins, respec-

tively), see Section 3.7.7.1 . For the Trace Trap, see Section

3.7.7.3, and for all other traps, see Section 3.7.7.2.

3.7.7.1 MaskaUe/Non-Maskable Interrupt Sequence

This sequence is performed by the CPU when the NMl pin

receives a falling edge, or the INT pin trecomes active with

the PSR I bit set. The interrupt sequence tiegins either at

the next instruction boundary or, in the case of the String

instoictions, at the next intenuptable point during its execu-

tion.

1. If a String instruction was intermpted and not yet com-
pleted:

a. Clear the Processor Status Register P bit.

b. Set "Return Address" to the address of Die first byte of

the inteniipted instruction.

Othenivise, set "Return Address" to the address of the

next instruction.

2. Copy the Processor Status Register (PSR) into a tempo-
rary register, then clear PSR bits S, U, T, P and I.

3. If the interrupt is Non-Maskable:

a. Read a byte from address FFFFOOie, applying Status

Code 0100 (Intemjpt Acknowledge, Master Section

3.4.2). Discard the byte read.

b. Set "Vector" to 1.

c. Go to Step 8.

4. If the interrupt is Non-Vectored:

a. Read a byte from address FFFEOOie, applying Status

Code 0100 (Internjpt Acknowledge, Master: Section

3.4.2). Discard the byte read.

b. Set "Vector" to 0.

c. Go to Step 8.

5. Here the inten'upt is Vectored. Read "Byte" from address

FFFEO0i6, applying Status Code 0100 (interrupt Ac-

knowledge, Master, Section 3.4.2).

6. If "Byte" s 0, then set "Vector" to "Byte" and go to Step

8.

7. If "Byte" is in the range -16 through -1, then ttie inter-

rupt source is Cascaded. (More negative values are re-

served for future use.) Perform the following:

a. Read the 32-bit Cascade Address from memory. Tlie

address is calculated as INTBASE -1-4* Byte.

b. Read "Vector," applying the Cascade Address just

read and Status Code 0101 (Intemjpt Acknowledge,

Cascaded, Section 3.4.2).

8. Push the PSR copy (from Step 2) onto the Intemjpt Stack

as a 16-bit value.

9. Perform Sennce (Vector, Return Address), Bgure 3-22.

Service (Vector, Return Adct-ess):

1) Read the 32*lt External Procedure Descfiptor from the Intamipt

Dispatch Table: address is VeotorM + INTBASE Register

contents.

2) Move the Module field of the Descriptor into the MOD Register.

3) Read the new Static Base pointer from the memofy address

contained in MOD, placing it into the SB Register.

4) Read the Program Base pointer from memofy address MOD + 8,

and add to it the Offset field from the Descriptor, placing the

result in the Program Counter.

5) Flush queue: Non-sequentally fetch first instruction of Interrupt routine.

6) Push MOD Register onto the Interrupt Stack as 3 1 6-bit valua

(The PSR has already been pushed as a 16-b(t value.)

7) Push the Return Address onto the Intemjpt Stack as a SZ^m

quantity.

FIGURE 3-22. Service Sequence
Invoked during all intemjpt/trap sequences.
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3.0 Functional Description (continued)

3.7.7.2 Trap Sequence: Traps Other Than Trace

1. Restore the currently selected Stack Pointer and the

Processor Status Register to their original values at the

start of the trapped instruction.

2. Set "Vector" to the value corresponding to the trap type.

SUVE: Vector=3

ILL: Vector=4

SVC: Vector=5

DVZ: Vector=6

FLG: Vector=7

BPT: Vector=8

UND: Vector=10

3. Copy the Processor Status Register (PSR) into a tempo-

rary register, then clear PSR bits S, U, T and P.

4. Push the PSR copy onto the Intermpt Stack as a 16-bit

value.

5. Set "Return Address" to the address of the first byte of

the trapped instruction.

6. Perform Service (Vector, Return Address), Figure 3-22.

3.7.7.3 Trace Trap Sequence

1. In the Processor Status Register (PSR), clear the P bit.

2. Copy the PSR Into a temporary register, then clear PSR
bits S, U and T.

3. Push the PSR copy onto the Intenxipt Stack as a 16-blt

value.

4. Set "Vector" to 9.

5. Set "Return Address" to the address of the next instruc-

tion.

6. Perform Service (Vector, Return Address), Figure 3-22.

3.8 SLAVE PROCESSOR INSTRUCTIONS

The NS32008 CPU recognizes two groups of instructions as

being executable by external Slave Processors:

Floating-Point Instruction Set

Custom Instnjction Set

Each Slave Instruction Set is validated by a bit in the Config-

uration Register (Section 2.1 .3). Any Slave Instruction which

does not have its con'esponding Configuration Register

Statie Combinations:

Send ID (ID): Code 1111

Xfer Operand (OP): Code 1 101

Read status (ST): Code 11 1

step Status Action

1 ID CPU Send ID Byte.

2 OP CPU Sends Operation Word.

3 OP CPU Sends Required Operands.

4 — Siave Starts Execution. CPU Pre-Fetches.

5 — Siave Pulses SpC Low.

6 ST CPU Reads Status Word. (Trap? Alter Flags?)

7 OP CPU Reads Results (If Any).

bit set will t'ap as undefined, without any Slave Processor

communication attempted by the CPU. This allows software

simulation of a nonexistent Slave Processor. Slave Proces-

sor cycles use pins AD0-AD1 5 as a 1 6-blt data bus.

3.8.1 Slave Processor Protocol

Slave Processor instructions have a 3-byte Basic Instruction

field, consisting of an ID Byte followed by an Operation

Word. The ID Byte has three functions:

1

.

It identifies the instruction as being a Slave Processor

instruction.

2. It specifies which Slave Processor will execute it.

3. It determines the format of the following Operation Word

of the instruction.

Upon receiving a Slave Processor instruction, the CPU Initi-

ates the sequence outlined in Figure 3-23. While applying

Status Code 1111 (Broadcast ID, Section 3.4.2), the CPU
transfers the ID Byte on the least-significant half of the data

bus (AD0-AD7). All Slave Processors input this Byte and

decode it. The Slave Processor selected by the ID Byte Is

auuvaicu, aiiu lie \jt~\j la uuiiiiiiuiiK

only with it. If any other slave protocol was in progress (e.g.,

an aborted Slave instruction), this tranfer cancels it.

The CPU next sends the Operation Word while applying

Status Code 1 101 (Transfer Slave Operand, Section 3.4.2).

Upon receiving it, the Slave Processor decodes it, and at

this point both the CPU and the Slave Processor are aware

of the number of operands to be transferred and their sizes.

The Operation Word is swapped on the Data Bus; that is,

bits 0-7 appear on pins AD8-AD15 and bits 8-15 appear

on pins AD0-AD7.

Using the Addressing Mode fields within the Operation

Word, the CPU starts fetching operands and issuing them to

the Slave Processor. To do so, it references any Addressing

Mode extensions which may be appended to the Slave

Processor instruction. Since the CPU is solely responsible

for memory accesses, these extensions are not sent to the

Slave Processor. The Status Code applied is 1 101 (Transfer

Slave Processor Operand, Section 3.4.2).

After the CPU has issued the last operand, the Slave Proc-

essor starts the actual execution of the instruction. Upon

completion, it will_signal the CPU by pulsing SPG low. To

allow for this, SPC is normally held high only by an internal

pull-up device of approximately 5 kfi.

While the Slave Processor is executing the instruction, the

CPU Is free to prefetch instructions into its queue. If it fills

the queue before the Slave Processor finishes, the CPU will

wait, applying Status Code 001 1 (Waiting for Slave, Section

3.4.2).

Upon receiving the pulse on SPC, the CPU uses SPC to

read a Status Word from the Slave Processor, applying

Status Code 1110 (Read Slave Status, Section 3.4.2). This

word has the format shown in Figure 3-24. If the Q bit

("Quit," Bit 0) is set, this indicates that an error was detect-

ed by the Slave Processor. The CPU will not continue the

protocol, but will immediately trap through the Slave vector

CO
CO
IN9

z
(Au
ls>oo
00
I

00
>%
z
CO
CO
>>>oo
00

FIGURE 3-23. Slave Processor Protocol
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3.0 Functional Description (continued)

in tlie Intenupt Table. Certain Slave Processor instructions

cause CPU PSR bits to be loaded from the Status Word.

The last step in the protocol is for the CPU to read a result,

if any, and transfer it to the destination. The Read cycles

from the Slave Processor are performed by the CPU while

applying Status Code 1101 (Transfer Slave Operand, Sec-

tion 3.4.2).

An exception to the protocol above Is a Custom Slave in-

stoiction (LCR: Load Custom Register). In executing this in-

stoiction, the protocol ends after the CPU has issued the

last operand. The CPU does not wait for an acknowledge-

ment from the Slave Processor, and it does not read status.

3^.2 Floating-Point instructions

Table 3-2 gives the protocols followed for each Floating-

Point inslnjction. The instructions are referenced by their

mnemonics. For the bit encoding of each instruction, see

Appendix A.

The Operand class columns give the Access Class for each
general operand, defining how the addressing modes are

interpreted (see Instruction Set Reference Manual).

Tfie Operand Issued columns show the sizes of the oper-

ands issued to the Floating-Point Unit by the CPU. "D" indi-

cates a 32-bit Double Word, "i" indicates that the instnjction

specifies an integer size for the operand (B-byte,

W=word, D=double word), "f" indicates that the instruc-

tion specifies a Floating-Point size for the operand (F= 32-

bit standard floating, L= 64-bit Long Floating).

The Returned Value type and Destination column gives the

size of any returned value and where the CPU places It. The
PSR Bits Affected column indicates which PSR bits, if any,

are updated from the Slave Processor Status Word (Figure

3-24).

Any operand indicated as being of type "f" will not cause a
transfer if the Register addressing mode is specified. This is

tiecause the Floating-Point Registers are physically on the

Floating-Point Unit and are therefore available without CPU
assistance.

TABLE 3-2

Floating-Point instruction Protocols

Operand 1 Operand 2 Operand 1 Operand 2 Returned Value PSR Bits

Mnemonic Class Class Issued Issued Type and DesL Affected

ADDf read.f rmw.f f f to Op. 2 none

SUBf read.f rmw.f f f to Op. 2 none

MULf read.f rmw.f f f to Op. 2 none
DIVf read.f rmw.f f ftoOp.2 none

MOVf read.f write.f N/A ftoOp.2 none
ABSf readf write.f N/A ftoOp.2 none

NEGf read.f write.f N/A f to Op. 2 none

GMPf read.f read.f f N/A N,Z,L

FLOORfi read.f write.i N/A itoOp.2 none
TRUNCfi read.f write.i N/A i to Op. 2 none
ROUNDfi read.f write.i N/A i to Op. 2 none

MOVFL read.F write.L N/A L to Op. 2 none
MOVLF read.L write.F N/A FtoOp.2 none

MOVrf read.i write.f 1 N/A f to Op. 2 none

LFSR read.D N/A D N/A N/A none
SFSR N/A write.D N/A N/A DtoOp.2 none

D=Doutteword.

i = Integer size (B,W,D) specified in mnemonic.

f= Floating-point type (F.L) specified in mnemonic.

N/A=Not apF^icable to this instruction.
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3.0 Functional Description (continued)

3.8.3 Custom Slave Instruction

Provided in tiie NS32008 is the capability of communicating

with a user-defined, "Custom" Slave Processor. The in-

struction set provided for a Custom Slave Processor defines

the instruction formats, the operand classes and the com-

munication protocol. Left to the user are the interpretations

of the opcode fields, the programming model of the Custom

Slave and the actual types of data transfen-ed. The protocol

specifies only the size of ein operand, not its data type.

Table 3-3 lists the relevant information for the Custom Slave

instruction set. The designation "c" is used to represent an

operand which can be a 32-bit ("D") or 64-bit ("Q") quantity

in any format; the size is determined by tfie suffix on the

mnemonic. Similarly, an "i" indicates an integer size (Byte,

Word, Double Word) selected by the con-esponding mne-

monic suffix.

^
aooooooo Inzfooloq

7New PSR Bit Value(s|<

Quit ": Terminate Prolocol. Trap(FPU|.

TL/EE/61 56-37

FIGURE 3-24. Slave Processor Status Word Format

Any operand indicated as being of type "c" will not cause a
transfer If the register addressing mode Is specified. It is

assumed in this case that the slave processor is already

holding the operand internally.

For the instruction encodings, see Appendix A.

TABLE 3-3

Custom Slave Instruction Protocols

Operand 1 Operand 2 Operand 1 Operand 2 Returned Value PSR Bits

Mnemonic Class Class Issued Issued Type and Dest. Affected

CCALOc read.c rmw.c c c c to Op. 2 none

CCAL1C read.c rmw.c c c etc Op. 2 none

CCAL2C read.c rmw.c c c c to Op. 2 none

CCAL3C read.c rmw.c c c c to Op. 2 none

CMOVOc read.c write.c c N/A c to Op. 2 none

CM0V1C read.c write.c c N/A c to Op. 2 none

CIM0V2C read.c write.c c N/A c to Op. 2 none

CMOV3C read.c write.c c N/A c to Op.2 none

CCMPOc read.c read.c c c N/A N,Z,L

CCMPIc read.c read.c c c N/A N,Z,L

CCVOci read.c write.i c N/A i to Op. 2 none

CGVI0I read.c write.i N/A i to Op. 2 none

CCV2ci read.c write.! c N/A i to Op. 2 none

CCV3ic read.i write.c i N/A c to Op. 2 none

CCV4DQ read.D write.Q D N/A Q to Op. 2 none

CCV5QD read.Q write.D Q N/A D to Op. 2 none

LCSR read.D N/A D N/A N/A none

SCSR N/A write.D N/A N/A D to Op. 2 none

CATSTO' addr N/A D N/A N/A F

CATSTf addr N/A D N/A N/A F

LCR* read.D N/A D N/A N/A none

SCR' writaD N/A N/A N/A DtoOp. 1 none

Note:

D= Double word.

i= Integer size (B, W, D) specified in mnemonic.

c=Custom size (D: 33 bits or Q: 64 bits) specified in mnemonic.

* = Privileged instruction; will trap if CPU is in User Mode.

N/A- Not appllcaljle to this Instruction.
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4.0 Device Specifications

4.1 NS32008 PIN DESCRIPTIONS

The following is a brief description of all NS32008 pins. The

descriptions reference portions of the Functional Descrip-

tion, Section 3.

4.1.1 Supplies

Power (Vcc): +5V Positive Supply. Section 3.1.

Logical Ground (GNDL): Ground reference for on-chip log-

ic. Section 3.1.

Buffer Ground (GNDB): Ground reference for on-chip driv-

ers connected to output pins. Section 3.1.

Bacl(-Blas Generator (BBG): Output of on-chip substrate

voltage generator. Section 3.1

.

4.1.2 Input Signals

Clocks (PHI1, PHI2): Two-phase clocking signals. Section

3.2.

Ready (RDY): Active high. While RDY Is Inactive, the CPU
extends the current bus cycle to provide for a slower memo-
ry or peripheral reference. Upon detecting RDY active, the

CPU terminates the bus cycle. Section 3.4.1.

Hold Request (HOLD): Active low. Causes the CPU to re-

lease the bus for DMA or multiprocessing purposes. Section

3.5.

Note: If the HOLD signal is generated asynchronously, it's set up and hold

times may be violated. In this case it is recommended to synchronize

it with CTTL to minimize the possibility of metastable states.

The CPU provides only one synchronization stage to minimize the

HLDA latency. This is to avoid speed degradations in cases of heavy

HOLD activity (i.e. DMA controller cycles interleaved with CPU
cycles.)

Interrupt (INT): Active low. Maskable Interrupt Request.

Section 3.7.

Dual-ln-Llne Package

I
vcc

I
A23

I
Int

I
NUi

I
ILO

I
STO

I
STI

I ST2

I
ST3

I
PFS

I ddIn

I
ADS

I U^
I SPC

I
RST

I
cs

I NC

I
HLDA

I
HOLD

I
BBG

I
ROY

i
PHI2

I
PHI1

I
GNDB

A22l 1 • v_y 48

A21 1 2 47

A20I 3 46

At9l 4 45

A18| 5 44

A17| 6 43

A16I 7 42

AD15 1_ 8 41

AD14I 9 40

AD13I 10 39

AD12 1 11 38

AD11
1

ADIOl ^3 NS32008
37

36

AD9l 14 35

ADSl 15 34

AD7I 16 33

ADeCZ: 17 32

ADS 1 18 31

AD4 1 19 30

AU3i 20 29

AU2I 21 28

22 27

ADOI 23 26

GNDLI 24 25

Non-Maskable Interrupt (NMI): Active low. Non-Maskable

Interrupt Request. Section 3.7.

Reset (RST): Active low. It Initiates a Reset. Section 3.3.

4.1.3 Output Signals

Address Bits 16-23 (A16-A23): These are the most sig-

nificant eight bits of the memory address bus. Section 3.4.

Address Strobe (ADS): Active low. Controls address latch-

es; Indicates start of a bus cycle. Section 3.4.

Data Direction In (DDIN): Active low. Status signal Indicat-

ing direction of data transfer during a bus cycle. Section 3.4.

Status (ST0-ST3): Bus cycle status code, STO least signifi-

cant. Section 3.4.2. Encodings are:

0000—Idle: CPU Inactive on Bus

0001—Idle: WAIT Instruction

0010—(Reserved)

0011—Idle: Waiting for Slave

0100—Interrupt Acknowledge, Master

0101—Interrupt Acknowledge, Cascaded

0110—End of Interrupt, Master

0111—End of Interrupt, Cascaded

1000—Sequential Instruction Fetch

1001—Nonsequential Instruction Fetch

1010—Data Transfer

1011—Read Read-Modify-Wrlte Operand

11 00—Read for Effective Address

1101—Transfer Slave Operand

1 1 10—Read Slave Status Word

1 1 1 1—Broadcast Slave ID.

Top View
Figure 4-1. NS32008 Connection Diagram

Order Number NS32008O or NS32008N
See NS Package Number D48A or N48A

TL/EE/6156-2

Hold Acknowledge (HLDA): Active low. Applied by the

CPU In response to HOLD Input, Indicating that the bus has

been released for DMA or multiprocessing purposes. Sec-

tion 3.5.

User/Supervisor (U/S): User or Supervisor Mode status.

High state Indicates User Mode, low Indicates Supervisor

Mode. Section 3.6.

Interlocked Operation (ILO): Active low. Indicates that an

Interiocked instruction is being executed. Section 3.6.

Program Flow Status (PFS): Active low. Pulse Indicates

beginning of an instruction execution. Section 3.6.

Data Strobe (DS): Active low. Data strobe output. Section

3.4.

4.1.4 Input-Output Signals

Address/Data 0-15 (AD0-AO1S): In all except Slave

Processor bus cycles, pins AD0-AD7 serve as an 8-bll Mul-

tiplexed Address/Data bus, and pins AD8-AD15 hold ad-

dress bits 8-15 throughout the bus cycle. Bit Is defined as

the least-significant bit. Section 3.4.

In Slave Processor bus cycles, all 16 pins are used as a

data bus (Section 3.4.6).

Slave Processor Control (SPC): Active low. Used by the

CPU as the data strobe output for Slave Processor trans-

fers; used by Slave Processors to acknowledge completion

of a slave Instruction. Section 3.4.6 and Section 3.8. This

pin should be pulled up to Vcc through a 10 kO resistor.

Data Strobe (DS): Active low. Data Strobe output. Section

3.4.
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4.0 Device Specifications (continued)

4^ ABSOLUTE MAXIMUM RATINGS

Temperature Under Bias 0°C to + 70°C

Storage Temperature -65°C to + 1 50°C

All Input or Output Voltages With

Respect to GND -0.5V to + 7V

Power Dissipation 1 .5 Watt

4.3 ELECTRICAL CHARACTERISTICS Ta = to + 70°C, Vcc =

Specifications for Military/Aerospace products are not

contained in this datasheet Refer to the associated

reliability electrical test specifications document.

Note: Absolute maximum ratings indicate limits beyond
which permanent damage may occur. Continuous operation

at these limits is not intended: operation shouldbe limited to

those conditions specified under Electrical Characteristics.

- 5V ± 5%, GND = OV

Symbol Parameter Conditions Min Typ Max Units

V|H Logical 1 Input Voltage 2.0 Vcc + 0.5 V

V.L Logical Input Voltage -0.5 0.8 V

VCH Logical 1 Clock Voltage PHI1,PHI2 pins only Vcc -0.35 Vcc +0.5 V

VCL Logical Clock Voltage PHI1,PHI2 pins only -0.5 0.3 V

VCLT
Logical Q Clock Voltage, Transient

(ringing tolerance)
PHI1,PHI2 pins only -0.5 0.6 V

VOH Logical 1 Output Voltage l0H= -400 ,^A 2.4 V

Vol Logical Output Voltage lOL = 2 mA 0.45 V

IlLS SPC Input Current (low) V|N = 0.4V, SPC in Input mode 0.05 1.0 mA

ll Input Leakage Cunent O^VinSVcc. All inputs except

PHI1,PHI2,SPC
-10 10 V.k

ICXOFF) Output Leakage Current

(Output Pins In

TRI-STATE Condition)

0.4SVouT^Vcc -20 30 IxA

Ice Active Supply Current IoUT=0,Ta=25'C 180 300 mA

4.4 SWITCHING CHARACTERISTICS

4A1 Definitions

All the timing specificatkins given in this sectton refer to

2.0V on the rising or falling edges of the clock phases PHI1

and PHI2 and 0.8V or 2.0V on all other signals as Illustrated

in Figures 4-2 and 4-3, unless specifically stated othenvise.

Abbreviations:

L.E.—leading edge

I.E.—^trailing edge

R.E.—rising edge

F.E.—falling edge

>SIG1I

tSlG2h

TL/EE/61 56-38

FIGURE 4-2. Timing Specification Standard

(Signal Valid After Edge)

TL/EE/6156-39

FIGURE 4-3. Timing Specification Standard

(Signal Valid Before Edge)
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4.0 Device Specifications (continued)

4.4.2 Timing Tables

4.4.2.1 Output Signals: Internal Propagation Delays, NS32008-6, NS32008-8, NS32008-10

Maximum times assume capacitive loading of 100 pF

A Name Figure Description Reference/Conditions
NS32008-6 NS32008-8 NS32008-10

Units
o MIn Max Min Max Min Max

CO
(f) ULv 4-4 Address Bits 0-7 Valid after R.E.,PHI1T1 80 65 50 ns

Z
tALh 4-4 Address Bits 0-7 Hold after R.E..PHI1T2 5 5 5 ns

I tDv 4-4 Data Valid (Write Cycle) after R.E.,PHI1T2 80 65 50 ns

s tDh 4-4 Data Hold (Write Cycle) after R.E., PHI1 nextH orTi ns
CMm
CO

tAHv 4-4 Address Bits 8-23 Valid afterR.E., PHI1T1 95 75 50 ns

tAHh 4-4 Address Bits 8-23 Hold afterR.E., PHIInextTlorTi ns

Ialadss 4-5 Address Bits 0-7 Set Up before ADS reaches 2.0V 25 25 25 ns

to ADS I.E.

Uhadss 4-5 Address Bits 8-23 Set Up before ADS reaches 2.0V 25 25 25 ns

to ADS I.E.

Uladsh 4-10 Address Bits 0-7 Hold

from ADS I.E.

after ADS reaches 2.0V 15 15 15 ns

Uu 4-5 Address Bits 0-7 Floating after R.E., PHI1 12 25 25 25 ns

tSTv 4-4 Status (ST0-ST3) Valid after R.E.,PHI1T4

(before 11, see note)

90 70 45 ns

tSTh 4-4 Status (ST0-ST3) Hold afterR.E., PHI1T4 (after 11) ns

'ddinv 4-5 DDIN Signal Valid after R.E., PHI1 11 83 62 50 ns

tDDINh 4-5 DDIN Signal Hold afterR.E., PHIInextTlorTi ns

tADSa 4-4 ADS Signal Active (Low) after R.E.,PHI1T1 55 45 35 ns

tADSia 4-4 ADS Signal Inactive after R.E., PHI2 T1 60 55 45 ns

tADSw 4-4 ADS Pulse Widtti at 0.8V (both edges) 50 40 30 ns

tDSa 4-4 DS Signal Active (Low) after R.E., PHI1 T2 70 60 45 ns

toSia 4-4 DS Signal Inactive after R.E., PHI1 T4 10 60 10 50 10 40 ns

'au 4-6 after R.E., PHI1 T1 100 65 25 nsAD0-AD7 Floating (Caused by HOLD)

tAHf 4-6 after R.E., PHil T1 100 65 25 nsA8-A23 Floating (Caused by HOLD)

tADSf 4-6 ADS Floating (Caused by HOLD) after R.E., PHI1 Tl 100 80 55 ns

tooiNf 4-6 after R.E„ PHI1 Tl 100 80 55 nsDDIN Floating (Caused by HOLD)

tHLDAa 4-6 after R.E., PHI1 Tl 100 90 75 nsHLDA Signal Active (Low)

'HLDAia 4-8 after R.E., PHI1 Ti 100 90 75 nsHLDA Signal Inactive

tADSr 4-8 ADS Signal Returns from Floating

(Caused by HOLD)

after R.E., PHI1 Ti 100 80 55 ns

tpDINr 4-8 DDIN Signal Returns from Floating

(Caused by HOLD)

after R.E., PHI1 Tl 100 80 55 ns

tSPCa 4-13 SPC Output Active (Low) after R.E., PHI1 Tl 50 45 35 ns

tSPCia 4-13 SPC Output Inactive after R.E., PHI1 T4 50 45 35 ns

tSPCnf 4-15 SPC Output Nonforcing after R.E., PHI2 T4 40 25 10 ns

tDv 4-11 Data Valid (Slave Processor Write) after R.E., PHI1 T1 80 65 50 ns

bh 4-11 Data Hold (Slave Processor Write) after R.E., PHIInextTlorTi ns

tpFSw 4-15 PFS Pulse Width at 0.8V (both edges) 70 70 70 ns

tpFSa 4-15 PFS Pulse Active (Low) after R.E., PHI2 70 60 50 ns

'PFSia 4-15 PFS Pulse Inactive after R.E., PHI2 70 60 50 ns
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4.0 Device Specifications (continued)

4.4.2.1 Output Signals: Internal Propagation Delays, NS32008-6, NS320008-8, NS32008-10 (Continued)

Name Figure Description
Reference/

Conditions

NS32008-6 NS32008-8 NS32008-10
Units

Min Max Min Max Min Max

tiLOs 4-17 ILO Signal Setup before R.E., PHI1 T1

of first interlocked

read cycle

30 30 30 ns

tiLOh 4-18 ILO Signal Hold after R.E., PHI1 T3

of last Interlocked

write cycle

10 10 10 ns

tiLOa 4-19 ILO Signal Active (Low) after R.E., PHi1 70 65 55 ns

tlLOa 4-19 TLO Signal Inactive after R.E.,PHI1 70 65 55 ns

tuSv 4-20 U/S Signal Valid after R.E.,PHI1T4 70 60 45 ns

tuSh 4-20 U/S Signal Hold after R.E..PHI1T1 10 10 10 ns

tNSPF 4-1 6b Nonsequential Fetch to Next PFS
Clock Cycle

after R.E., PHI1 T1 4 4 4 tCp

tprMS 4-1 6a PFS Clock Cycle to Next Non-

sequential Fetch

before R.E., PHI1 Tl 4 4 4 tep

•UXPF 4-25 1 Last Operand Transfer of an i before R.E., PHI1 Tl

Instruction to Next PFS clock of first bus

Cycle cycle of transfer

j

1

»Cp

Note 1: Timing parameters for components with an "S" suffix are not guaranteed compatible witfi an NS32081 Slave Processor at a clock rate greater ttian 4 MHz.

Note 2: Every memory cycle starts with T4, during which Cycle Status is applied. If ttie CPU was idling, tile sequence will be: ".
. .Tl, 14, T1. . .". If the CPU was

not idling, the sequence will be: ". . .T4, T1 . .
.".

4.4.2.2 Input Signal Requirements: NS32008-6, NS32008-8, NS32008-10

Name Figure I^escription
Reference/

Conditions

NS32008-6 NS320G8-8 NS32008-10
Units

Min Max Min Max Min Max

•PWR 4-21 Power Stable to RST R.E. after Vqc reaches 4.5V 50 50 50 ^s

tDls 4-5 Data in Setup (Read Cycle) before F.E., PHI2 T3 20 15 10 ns

'DIh 4-5 Data in Hold (Read Cycle) after R.E., PHI1 T4 10 10 10 ns

•HLDa 4-6 before F.E.,PHI2TX1 25 25 25 nsHOLD Active (Low) Setup Time

(See Note)

tHLDia 4-8 before F.E., PHI2 Ti 25 25 25 nsHOLD inactive Setup Time

tHLDh 4-6 HOLD Hold Time after R.E., PHI1 TX2 ns

tRDYs 4-9,4-10 RDY Setup Time before F.E., PHI2

T2orT3
25 25 25 ns

tRDYh 4-9,4-10 RDY Hold Time after F.E.,PHI1T3 ns

tRSTs 4-21,4-22 RST Setup Time before F.E., PHI1 20 15 10 ns

tRSTw 4-22 ^T Pulse Width at 0.8V (both edges) 64 64 64 tcp

tiNTs 4-23 INT Setup Time before T.E.,PHI1 20 20 20 ns

tNMIw 4-28 NMI Pulse Width at 0.8V (both edges) 70 70 70 ns

tDls 4-12 Data Setup (Slave Read Cycle) before F.E., PHI2 Tl 20 15 10 ns

'DIh 4-12 Data Hold (Slave Read Cycle) after R.E.,PHI1T4 10 10 10 ns

tSPCd 4-13 SPC Pulse Delay from Slave after R.E., PHI2 T4 17 13 10 ns

tSPCs 4-13 SPC Setup Time Before F.E., PHil
\

42 32 25 ns

tepcw 4-13 SPC Pulse Width from Slave

Processor (Async. Input)

at 0.8V (both edges) ' 30
j

25 20 ns

NOTE: Ttiis setup time is necessary to ensure prompt acknowledgement via HLDA and the ensuing floating of CPU off the buses. Note that the time from the

receipt of the HULL) signal until the CPU floats is a functton of the time HOLD signal goes low, and the state of the RDY input.

zww
looo
00

CO
CO
lOoo
09

(Ow
lOoo
00
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4.0 Device Specifications (continued)

4.4.2.3 Clocking Requirements: NS32008-6, NS32008-8, NS32008-10

Name Figure Description
Reference/ NS32008-6 NS32008-8 NS32008-10

Unit
Conditions

lUin IMax iMin Max IMin Max

tCLr 4-14 PHI1,PH12 Rise Time 0.8V to Vcc- 0.9V

onR.E.,PHI1,PHI2

9 8 7 ns

tCLf 4-14 PHI1,PHI2 Fall Time Vcc -0.9V to 0.8V

onF.E., PHI1,PHI2

g 8 7 ns

tep 4-14 Clock Period R.E.,PHI1,PHI2tone)Ct

R.E.,PHI1,PHI2

170 5000 130 5000 100 5000 ns

tCLwd.Z) 4-14 PHI1,PHI2

Pulse Width

at2.0VonPHI1,

PHI2 (both edges)

0.5tcp-14 0.5tcp-12 0.5tcp-10 ns

tCLh(1,2) 4-14 PHI1,PHI2 High Time at Vcc -0.9V on

PHI1,PHI2 (both edges)

0.5tcp-18 0.5tcp-17 0.5tcp-15 ns

tnOVL(1,2) 4-14 Non-Overlap Time 0.8VonF.E.,PHI1,PHI2to

0.8VonR.E.,PHI1,PHI2

7 7 7 ns

tnOVUs Non-Overlap Asymmetry

(tnOVL(l) - tnOVL(2))

at0.8VonPHI1,PHI2 -4 4 -4 4 -4 4 ns

tCLwas PHI1,PHI2 Asymmetry

{tCLw(1) - tCLw(2))

at2.0VonPHi1,PHI2 -5 5 -5 5 -5 5 ns
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4.0 Device Specifications (continued)

4.4.3 Timing Diagrams
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4.0 Device Specifications (continued)
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NotK Whenever the CPU is not idling (not in Ti), the FIStD request (HOLD low) must l» active tHuja before the falling edge of PHI2 of the olook cydo that appears

two docl< cycles before T4(TX1) and stay low until tHLDh after the rising edge of PHI1 of the dock cyde that precedes T4trx2) for the request to be acknowledged.

FIGURE 4-6. Floating by HOLD Timing (CPU Not Idle Initially)
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FIGURE 4-7. Hoating by HOLD Timing
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FIGURE 4-8. Release from HOLD
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4.0 Device Specifications (continued)
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FIGURE 4-9. Ready Sampling

(CPU Initially READY)

— 'Dh

PHI1

T1 T4

PHI2

^1
/ DATA

ttDv^
1

SPC Sl /
'SPCia

^ —n'SPCa

Dom J
stcmT STATUS VALID VnEXT CYCLEA STATUS

ADS (HI SH)

TL/EE/61 56-47

FIGURE 4-11. Slave Processor Write Timing
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4.0 Device Specifications (continued)
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FIGURE 4-14. Clock Waveforms
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FIGURE 4-15. Relationship of PFS to Clock Cycles
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FIGURE 4-16a. Guaranteed Delay, PFS to Non-Sequential Fetch
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4.0 Device Specifications (continued)
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FIGURE 4-17. Relationship of ILO to First Operand Cycle

of an Interlocked Instruction
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FIGURE 4-18. Relationship of ILO to Last Operand Cycle

of an Interlocked instruction

PHI1

-

|-(h |—

1

-

„| \
' (f /

1

tiLOiaiLOa

TUEE/6156-56
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4.0 Device Specifications (continued)
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FIGURE 4-21. Power-On Reset
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FIGURE 4-22. Non-Power-On Reset

[_R rL
INT

^
'INTS

TL/EE/61 56-60

FIGURE 4-23. TnT Interrupt Signal Detection
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FIGURE 4-24. NMl Interrupt Signal Timing
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Note: In a transfer of a Read-Modify-Write type operand, this is the Read transfer,

displaying RMW Status (Code 101 1).

FIGURE 4-25. Relationship Between Last Data Transfer of an

Instruction and PFS Pulse of Next Instruction
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Appendix A: Instruction Formats
NOTATIONS

i Integer Type Field

B= 00 (Byte)

W=01 (Word)

D = 11 (Double Word)

f Floating-Point Type Field

F= 1 (Standard Floating: 32 bits)

L=0 (Long Floating: 64 bits)

c Custom Type Field

D=1 (Double Word)

Q = (Quad Word)

op Operation Code

Valid encodings shown with each format,

gen, gen1,

gen2 General Addressing IVIode Field.

See Section 2.2 for encodings.

^^ -^^Il^iai 1 UipwoO I iSljIotol lUIIIK.Fd

cond Condition Code Field

0000 = EQual:Z = 1

0001 = Not Equal: Z=0
0010 = Carry Set; C=1

001

1

=Cany Clear: C=0
0100 = Higher: L=1

0101 = Lower or Same: L=

0110 = Greater Than: N = 1

0111 = Less or Equal: N =

1 000 = Flag Set: F=1

1 001 = Flag Clear: F=0
1010=LOwer: L=0andZ =

1011 = Higher or Same: L=1 orZ=1

11 00 = Less Than: N =OandZ=0
1101 =Greater or Equal: N = 1 or Z=1
1110 = (Unconditionally True)

1111= (Unconditionally False)

short Short Immediate Value. May contain:

quick: Signed 4-bit value, in MOVQ,

ADDQ, CMPQ, ACB

cond: Condition Code (above), in

Scond.

areg: CPU Dedicated Register, in

LPR, SPR.

0000= US
0001 -0111 =(Reserved)

1000=FP

1001 = SP

1010=SB

1011=(Resen/ed)

11 00 = (Reserved)

1101 =PSR

1110=INTBASE

1111=M0D

Options: in String Instructions

U/W B T

T= Translated

B = Backward

U/W =00: None

01: While Match

11: Until Match

Configuration bits, in SETCFG:

TL/EE/61 56-63

= X'

T—I

—

r
cond

—I—I—I

—

10 10

Bcond
Format
(BR)

7
1 1 1

op

III
10

BSR
RET
CXP
RXP
RETT
RETI

SAVE
RESTORE

Format 1

-0000 ENTER
-0001

-0010

-0011

-0100

-0101

-0110

-0111

EXIT

NOP
WAIT
DIA

FLAG
SVC
BPT

-1000
-1001
-1010
-1011
-1100
-1101
-1110
-1111

15 8 7

gen

1 1

short

1 1

op 1 1

1

i

ADDQ
CMPQ
SPR
Scond

Formats
-000 ACB
-001 MOVQ
-010 LPR
-Oil

-100

-101

-110

w
oo
OS

0)wMoo
09

CO
CO

0»
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Appendix A: Instruction Formats (continued)

15 8 7
1 1 1 1

gen

—T'l

op

1 1 1 1

11111 i

Formats

GXPD
BIGPSR
JUMP
BISPSR

Trap (UNO) on XXXI, 1000

15

-0000 ADJSP
-0010 JSR
-0100 CASE
-0110

8 7
I I I I

geni

1—I—I—

I

gen 2

Format 4

ADD
CMP
BIC

ADDC
MOV
OR

-0000
-0001
-0010
-0100
-0101
-0110

SUB
ADDR
AND
SUBC
TBIT

XOR

op

-1000
-1001
-1010
-1100
-1101
-1110

23 16 15 8 7

-I 1 1 1 1 1

short op i 1110

Formats

23 16 15 8 7
—I—I-T" 1

gen 1

11 1

gen 2

1 1 1

op i

1 1 1 F 1 1 i

110 1110

-1010 MOVM
-1100 CMPM
-1110 INSS

EXTS
MOVXBW
MOVZBW
MOVZiD
MOVXiD

till
gen 1

EXT
CVTP
INS

CHECK

Format 7

0000 MUL
0001 MEI

0010 Trap (UND)

0011 DEI

0100 QUO
0101 REM
0110 MOD
0111 DIV

-1000
-1001
-1010
-1011
-1100
-1101
-1110
-1111

gen 2

I I I I I I I

10 1110
t"^^

Formats

000 INDEX
001 FFS
010

oil

TUEE/61S6-64

-100
-101

23 16 15 8 7

—I—T"! 1

geni

1 1 1

gen 2

1 1

op f

1

i

1 1 1 1 1 1 1

111110

MOVS -0000 SETCFG
CMPS -0001 SKPS

Trap (UND) on 1 XXX, 01 XX

-0010

-0011

23 16 15 8 7

—n-T' 1

geni

1 1 1

gen 2 op

1 1 1 I 1 1 1

10 1110

MOVIf

LFSR
MOVLF
MOVFL

Format 9

-000 ROUND
-001 TRUNC
-010 SFSR
-Oil FLOOR

-100
-101
-110
-111

Format 6

ROT -0000 NEC -1000

ASH -0001 Trap (UND) -1010

CBIT -0010 SUSP -1011

CBITI -0011 ABS -1100
Trap (UND) -0100 COM -1101

LSH -0101 IBIT -1110

SBIT -0110 ADDP -1111

SBITI -0111

Trap (UND) on all others

Trap (UND) Always

1111110
TL/EE/61 56-65

Format 10
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Appendix A: Instruction Formats (continued)

23 16 15 8 7

gem gen 2

1 1 1

op
jj

1 1 1 1 1 1 1

10 111110

ADDf
MOVf
CMPf
Trap (Slave)

SUBf

NEGf
Trap (UND)

Trap (UND)

Format 11

-0000
-0001
-0010
-0011
-0100
-0101
-0110
-0111

DIVf

Trap (Slave)

Trap (UND)

Trap (UND)

MULf
ABSf
Trap (UND)

Trap (UND)

-1000

-1001

-1010

-1011

-1100

-1110

-1110

-1111

23 16 15 8 7
1 1 1 1 1 1 1

n n n 1 1 10

000

Operation Word ID Byte

Format IS

(Custom Slave)

Operation Word Format

23 16 15 8

gem short X

r 1 T-
op

—r—

1

COa
lOoo
0»

w
roo

<ow
o

Format 15.0

I M II I I11111110

Format 12

Trap (UND) Always

Format 13

TL/EE/61 56-76

I I I I I I I

10 11110
TUEE/ei 56-77

CAT3T0
CATST1

001

CCV3
LCSR
CCV5
CCV4

101

-0000 LCh
-0001 SCR

Format 15.1

-000 CCV2
-001 CCV1
-010 SCSR
-Oil CCVO

-U01U
-0011

23 16 15 8

geni gen 2

1 J

op c

—I—

1

-100
-101
-110
-111

23 16 15 8

geni gen 2

J 1 1

op X c

Trap (UND) Always

23 16 15 8 7
1 1 1 1

geni

1 1 1 1

short

1 1 1

op i

L 1 1 1 1 1 1

11110

Format 15.5

Trap (UND) Always

Format 14

CCALO
CMOVO
CCMPO
CCMP1
CCAL1
CM0V2
Trap (UND)

Trap (UND)

-0000
-0001
-0010
-0011
-0100
-0101
-0110
-0111

CCAL3
CM0V3
Trap (UND)

Trap (UND)

CCAL2
CM0V1
Trap (UND)

Trap (UND)

-1000
-1001
-1010
-1011
-1100
-1101
-1110
-1111

If nnn=Ql0, Oil, 100, 110, 111, then Trap (UND) Always
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Appendix A: Instruction Formats (continued)

o
CM
CO

cb

CO

I

eooo
CI
CO

7

I I I I I I I

10 11 110

TL/EE/61 56-78

Format 16

Trap (UND) Always

7

I I I I I I I
'

110 11110
TL/EE/61 56-79

Format 17

Trap (UND) Always

Implied Immediate Encodings:

7
1 1 1 1 1

r7 , r6 , rS , r4 , r3 , r2 rO

Register Mask, appended to SAVE, ENTER

7
1 1 1

rO , r1 , r2 , r3

-r -r

r4 r5 , r6 r7

Register Mask, appended to RESTORE, EXIT

7

offset

y -1
1

length - 1

OHset/Length Modifier, appended to INSS, EXTS

II II M I

10 1110

TL/EE/eiSe-BO

Format 18

Trap (UND) Always

7

I II II II
X X X 1 1

T1./EE/6156-81

Format 19

Trap (UND) Always
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Ŝection 3 Contents

NS32081-6, -8, -10 Floating Point Unit (FPU) 3-3

NS32082-6, -8, -10 Memory Management Unit (MMU) 3-20

NS32382-10, -15 Memory Management Unit 3-59

3-2



National
SeiniconductDr
Corporation

NS32081-6/NS32081-8/NS32081-10 Floating-Point Unit

General Description
The NS32081 Floating-Point Unit functions as a slave proc-

essor in National Semiconductor's Series 32000® micro-

processor family. It provides a high-speed floating-point in-

struction set for any Series 32000 family CPU, while remain-

ing architecturally consistent with the full two-address archi-

tecture and powerful addressing modes of the Series 32000
micro-processor family.

Features
Eight on-chip data registers

32-bit and 64-bit operations

Supports proposed IEEE standard for binary floating-

point aritJimetic, Task P754

Directly compatible with NS32016, NS32008 and
NS32032 CPUs
High-speed XMOS™ technology

Single 5V supply

24-pin dual in-line package
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1.0 Product Introduction
The NS32081 Floating-Point Unit (FPU) provides high

speed floating-point operations for the Series 32000 family,

and is fabricated using National high-speed XMOS technol-

ogy. It operates as a slave processor for transparent expan-

sion of the Series 32000 CPU's basic instruction set. The
FPU can also be used with other microprocessors as a pe-

ripheral device by using additional TTL interface logic. The
NS32081 is compatible with the IEEE Floating-Point For-

mats by means of Its hardware and software features.

1.1 OPERAND FORMATS
The NS32081 FPU operates on two floating-point data
types—single precision (32 bits) and double precision (64

bits). Floating-point instruction mnemonics use the suffix F
(Floating) to select the single precision data type, and the

suffix L (Long Floating) to select the double precision data

type.

A floating-point number is divided into three fields, as shown
in Figure 1-1.

The F field is the fractional portion of the represented num-
ber. In Normalized numbers (Section 1.1.1), the binary point

is assumed to be immediately to the left of the most signifi-

cant bit of the F field, with an implied 1 bit to the left of the

binary point. Thus, the F field represents values In the range
1.0 ^ x S 2.0.

TABLE 1-1. Sample F Fields

Binary Value Decimal Value

1.000. ..0 1.000. ..0

1.010... 1.250...

1.100...0 1.500...

1.110...0 1.750...

t
Implied Bit

The E field contains an unsigned numtier that gives the bi-

nary exponent of the represented number. The value in the
E field is biased; that is, a constant bias value must be sub-
tracted from the E field value in order to obtain the true

exponent. The bias value is 01 1 ... 1 12, which is either 127
(single precision) or 1023 (double precision). Thus, the tme
exponent can be either positive or negative, as shown in

Table 1-2.

F Field

000. .0

010. .0

100. .0

110. .0

TABLE 1-2. Sample E Fields

E Field F Field Represented Value
Oil... 110 100... 1.5X2-1=0.75
Oil. ..111 100.. .0 1.5X20=1.50
100. ..000 100.. .0 1.5X21 = 3.00

Two values of the E field are not exponents. 11 ... 11 sig-

nals a resen/ed operand (Section 2.1.3). 00 ... 00 repre-

sents the number zero if the F field is also all zeroes, other-

wise it signals a reserved operand.

The S bit indicates the sign of the opereind. It is for posi-

tive and 1 for negative. Floating-point numbers are in sign-

magnitude form, that is, only the S bit is complemented in

order to change the sign of ttie represented number.

1.1.1 Normalized Numbers

Normalized numbers are numbers which csin be expressed
as floating-point operands, as described above, where the E
field is neither all zeroes nor all ones.

The value of a Normalized number can be derived by the
formula:

(-I)S X 2(E-Bias) X (1 + F)

The range of Normalized numbers is given in Table 1-3.

1.1.2 Zero

There are two representations for zero—positive and nega-
tive. Positive zero has all-zero F and E fields, and the S bit is

zero. Negative zero also has all-zero F and E fields, but its S
bit is one.

1.1.3 Reserved Operands

The proposed IEEE Standard for Binary Floating-Point Arith-

metic (Task P754) provides for certain exceptional forms of

floating-point operands. The NS32081 FPU treats these
forms as reserved operands. The reserved operands are:

• Positive and negative infinity

• Not-a-Number (NaN) values

• Denonnalized numbers

Both Infinity and NaN values have all ones in their E fields.

Denormalized numbers have all zeroes in their E fields and
non-zero values in their F fields.

The NS32081 FPU causes an Invalid Operation trap (Sec-

tion 2.1.2.2) if it receives a reserved operand, unless the

operation is simply a nrove (without conversion). The FPU
does not generate reserved operands as results.

Single Precision

31 30 23 22

S E F

23

Double Precision

63 62 52 51

11 52

FIGURE 1-1. Floating-Point Operand Formats
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1.0 Product Introduction (continued)

TABLE 1-3. Normalized Number Ranges

Single Precision

H^ost Positive 2127X (2-2-23)

= 3.40282346X1038

Least Positive 2^126

= 1.17549436X10-38

Least Negative

Most Negative

-(2-126)

= -1.17549436X10-38

-2l27x(2-2-23)

= -3.40282346X1038

Double Precision

2l023x(2-2-52)

= 1 .797693 1 348623 1 57X 1 0308

2-1022

=2.2250738585072014X10-308

-(2-1022)

= - 2.225073858507201 4 X 1 - 308

-2l023x(2-2-52)

= -1.7976931348623157X10308

Note: The values given are extended one full digit beyond their represented accuracy to help in generating rounding and conversion algorithms.

1.1.4 Integers

In addition to performing floating-point arithmetic, the

NS32081 FPU performs conversions between integer and

floating-point data types. Integers are accepted or generat-

ed by the FPU as two's complement values of byte (8 bits),

word (16 bits) or double word (32 bits) length.

1.1.5 Memory Representations

The NS32081 FPU does not directly access memory. How-

ever, it is cooperatively involved in the execution of a set of

two-address instructions with its Series 32000 Family CPU.

The CPU determines the representation of operands in

memory.

In the Series 32000 family of CPUs, operands are stored in

memory with the least significant byte at the lowest byte

address. The only exception to this rule is the Immediate

addressing mode, where the operand is held (within the in-

struction format) with the most significant byte at the lowest

address.

2.0 Architectural Description

2.1 PROGRAMMING MODEL

The Series 32000 architecture includes nine registers that

are implemented on the NS32081 Floating-Point Unit (FPU).

DEDICATED

32

FSR

DATA

'

FOI 1

F1| 1

F2t 1

F3|
1

F4|
1

F9|
1

F6r

"1 1

TL/EE/5234-4

FIGURE 2-1. Register Set

2.1.1 Floating-Point Registers

There are eight registers (F0-F7) on the NS32081 FPU for

providing high-speed access to floating-point operands.

Each is 32 bits long. A floating-point register is referenced

whenever a floating-point instruction uses the Register ad-

dressing mode (Section 2.2.2) for a floating-point operand.

All other Register mode usages (i.e., integer operands) refer

to the General Purpose Registers (R0-R7) of the CPU, and

the FPU transfers the operand as if it were in memory.

When the Register addressing mode is specified for a dou-

ble precision (64-bit) operand, a pair of registers holds the

operand. The programmer must specify the even register of

the pair. The even register contains the least significant half

of the operand and the next consecutive register contains

the most significant half.

2.1.2 Floating-Point Status Register (FSR)

The Floating-Point Status Register (FSR) selects operating

modes and records any exceptional conditions encountered

during execution of a floating-point operation. Figure 2-2

shows the format of the FSR.

Reservsij

5 4 321_0
SWF

_] I I \ L.

RM IF lEN UF UEN TT

J L.

TL/EE/5234-5

FIGURE 2-2. The Floating-Point Status Register

2.1.2.1 FSR Mode Control Fields

The FSR mode control fields select FPU operation modes.

The meanings of the FSR mode control bits are given be-

low.

Rounding Mode (RM): Bits 7 and 8. This field selects the

rounding method. Floating-point results are rounded when-

ever they cannot be exactly represented. The rounding

modes are:

00 Round to nearest value. The value which is nearest to

the exact result is returned. If the result is exactly half-

way between the two nearest values the even value

(LSB = 0) is returned.

01 Round toward zero. The nearest value which is closer to

zero or equal to the exact result is returned.
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2.0 Architectural Description (continued)

10 Round toward positive infinity. The nearest value which

is greater than or equal to the exact result is returned.

1

1

Round toward negative infinity. The nearest value which

Is less than or equal to the exact result Is returned.

Underflow Trap Enable (UEN): Bit 3. If this bit is set, the

FPU requests a trap whenever a result is too small in abso-

lute value to be represented as a normalized number. If it Is

not set, any underflow condition returns a result of exactly

zero.

Inexact Result Trap Enable (lEN): Bit 5. If this bit is set,

the FPU requests a trap whenever the result of an operation

cannot be represented exactly in the operand format of the

destination. If it is not set, the result Is rounded acconJing to

the selected rounding mode.

2.1.2.2 FSR Status Relds

The FSR Status Fields record exceptional conditions en-

countered during floating-point data processing. The mean-

ings of the FSR status bits are given below:

Trap Type (TT): bits 0-2. This 3-bit field records any excep-

tional condition detected by a floating-point instruction. The

TT field is loaded with zero whenever any floating-point in-

struction except LFSR or SFSR completes without encoun-

tering an exceptional condition. It is also set to zero by a

hardware reset or by writing zero Into it with the Load FSR
(LFSR) instruction. Underflow and Inexact Result are always

reported in the TT field, regardless of the settings of the

UEN and lEN bits.

000 No exceptional condition occun'ed.

001 Underflow. A non-zero floating-point result Is too small

in magnitude to t>e represented as a normalized float-

ing-point number in the format of the destination oper-

and. This condition is always reported in the TT field

and UF bit, but causes a trap only if the UEN bit is set If

the UEN bit is not set, a result of Positive Zero is pro-

duced, and no trap occurs.

010 Overflow. A result (either floating-point or integer) of a
floating-point instruction is too great in magnitude to be
held in the fomtiat of the destination operand. Note that

rounding, as well as calculations, can cause this condi-

tion.

011 Divide by zero. An attempt has t)een made to divide a
non-zero floating-point number by zero. Dividing zero by
zero is considered an Invalid Operation instead (below).

100 Illegal Instruction. Two undefined floating-point instruc-

tion forms are detected by the FPU as being illegal. The
binary formats causing this trap are:

xxxxxxxxxxOOl 1 xxl 01 1 1 1 1

xxxxxxxxxxlOOIxxlO1 1 1 110

101 Invalid Operation. One of the floating-point operands of

a floating-point instruction is a Reserved operand, or an

attempt has been made to divide zero by zero using the

DIVf instnjction.

110 Inexact Result. The result (either floating-point or inte-

ger) of a floating-point instruction cannot be represent-

ed exactly in the format of the destination operand, and

a rounding step must alter it to fit. This condition Is al-

ways reported in the TT field and IF bit unless any other

exceptional condition has occun-ed in the same instnjc-

tion. In this case, the TT field always contains the code
for the other exception and the IF bit is not altered. A
trap is caused by this condition only if the lEN bit is set;

otherwise the result is rounded and delivered, and no
trap occurs.

111 (Reserved for future use.)

Underflow Rag (UF): Bit 4. This bit is set by the FPU when-
ever a result is too small in absolute value to be represented

as a normalized number. Its function is not affected by the

state of the UEN bit. The UF bit is cleared only by writing a

zero into it with the Load FSR instruction or by a hardware

reset.

Inexact Result Rag (IF): Bit 6. This bit is set by the FPU
whenever the result of an operation must be rounded to fit

within the destination format. The IF bit is set only if no other

en'or has occurred. It is cleared only by writing a zero into it

with the Load FSR instoiction or by a hardware reset.

2.1.2.3 FSR Software Reld (SWF)

Bits 9-15 of the FSR hold and display any information writ-

ten to them (using the LFSR and SFSR instructions), but are

not otherwise used by FPU hardware. They are reserved for

use with NSC floating-point extension software.

2.2 INSTRUCTION SET

2.2.1 General Instruction Format

Figure 2-3 shows the general format of an Series 32000

instruction. The Basic Instruction is one to three bytes long

OPnONAL
EXTENSIONS

^/^

BASIC
MSTRUCnON

.A.

IHPUED
MMIEDIATE
0PERAN0(S)

0ISP2 0ISP1 0ISP2 DISP1

MOEX
BYTE

1

OPCODEOISP DISP BY1E
ADOH
MOnE
A

GEN
AOOR
MODE
B

IMM MM

V

( J

J

J

FIGURE 2-3. General Instruction Format

TL/EE/5234-6
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2.0 Architectural Description (continued)

and contains the opcode and up to two 5-bit General Ad-

dressing Mode (Gen) fieids. Following the Basic Instruction

field Is a set of optional extensions, which may appear de-

pending on the Instruction and the addressing modes se-

lected.

The only form of extension issued to the NS32081 FPU is

an Immediate operand. Other extensions are used only by

the CPU to reference memory operands needed by the

FPU.

Index Bytes appear when either or both Gen fields specify

Scaled Index. In this case, the Gen field specifies only the

Scale Factor (1, 2, 4 or 8), and the Index Byte specifies

which General Purpose Register to use as the Index, and

which addressing mode calculation to perform before index-

ing. See Figure 2-4.

Following Index Bytes come any displacements (addressing

constants) or immediate values associated with the select-

ed addressing modes. Each Disp/Imm field may contain

one or two displacements, or one immediate value. The size

of a Displacement field is encoded within the top bits of that

field, as shown in Figure 2-5, with the remaining bits inter-

preted as a signed (two's complement) value. The size of an

immediate value is determined from the Opcode field. Both

Displacement and Immediate fields are stored most signifi-

cant byte first

Some non-FPU instructions require additional, "implied" im-

mediates and/or displacements, apart from those associat-

ed with addressing modes. Any such extensions appear at

the end of the Instruction, in the order that they appear with-

in the list of operands In the instruction definition.

2.2.2 Addressing Modes

The Series 32000 Family CPUs generally access an oper-

and by calculating its Effective Address based on informa-

tion available when the operand Is to be accessed. The

method to be used In performing this calculation is specified

by the programmer as an "addressing mode."

Addressing modes In the Series 32000 family are designed

to optimally support high-level language accesses to vari-

ables. In nearly all cases, a variable access requires only

one addressing mode within the instruction whlcii acts upon

that variable. Extraneous data movement Is therefore mini-

mized.

Series 32000 Addressing Modes fall into nine basic types:

Register In floating-point instructions, these addressing

modes refer to a Floating-Point Register (F0-F7) if the op-

erand is of a floating-point type. Otherwise, a CPU General

Purpose Register (R0-R7) Is referenced. See Section 2.1 .1

.

Register Relative: A CPU General Purpose Register con-

tains an address to which Is added a displacement value

from the instruction, yielding the Effective Address of the

operand in memory.

TL/EE/5234-7

FIGURE 2-4. Index Byte Format

7 3 2 D

GEN. ADDR. MODE REG. NO.

Memory Space: Identical to Register Relative above, ex-

cept that the register used is one of the dedicated CPU
registers PC, SP, SB or FP. These registers point to data

areas generally needed by high-level languages.

Memory Relative: A pointer variable is found within the

memory space pointed to by the CPU SP, SB or FP register.

A displacement Is added to that pointer to generate the Ef-

fective Address of the operand.

Immediate: The operand is encoded within the instruction.

This addressing mode is not allowed if the operand is to be
written. Floating-point operands as well as integer operands

may be specified using Immediate mode.

Absolute: The address of the operand Is specified by a

Displacement field in the instnjction.

External: A pointer value is read from a specified entry of

the cun-ent Link Table. To this pointer value is added a dis-

placement, yielding the Effective Address of the operand.

Top of Stack: The currently-selected CPU Stack Pointer

(SPO or SP1) specifies the location of the operand. The op-

erahu is puSuSu cr pcppeu, uejDenuinQ en wueuisr \\ ss writ-

ten or read.

Scaled Index: Although encoded as an addressing mode,

Scaled Indexing is an option on any addressing mode ex-

cept Immediate or another Scaled Index. It has the effect of

calculating an Effective Address, then multiplying any Gen-

eral Purpose Register by 1 , 2, 4 or 8 and adding It Into the

total, yielding the final Effective Address of the operand.

The following table, Table 2-1, is a brief summary of the

addressing modes. For a complete description of their ac-

tions, see the Series 32000 Instruction Set Reference Man-

ual.

7

SIGNED DISPUCEMENT

7

1

1 ,° ...^*^
s*«t«^"'

7 ol

1^
,..ct*^*'

^^^^'''^

TL/EE/5234-10

FIGURE 2-5. Displacement Encodings
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2.0 Architectural Description (Continued)

TABI F 2-1. Series 32000 Family Addressing Modes

CO
Encoding Mode Assembler Syntax Effective Address

? REGISTER
T-

00000 Register RO or FO None: Operand is in the specified register.

s 00001 Register 1 R1 or F1

i
00010 FRegister 2 R2orF2

00011 Register 3 R3orF3

00100 Register 4 R4orF4

CO
00101 Register 5 R5 or F5

o
CM«
(Oz

00110 Register 6 R6 or F6

00111 Register? R7 or F7

REGISTER RELATIVE

01000 Register relative disp(RO) Disp + Register.

01001 Register 1 relative disp(R1)

01010 Register 2 relative disp(R2)

01011 Register 3 relative dlsp(R3)

01100 Register 4 relative disp(R4)

01101 Register 5 relative disp(R5)

01110 Register 6 relative disp(R6)

01111 Register 7 relative disp(R7)

MEMORY SPACE

11000 Frame memory disp(FP) Disp + Register; "SP" is either

11001 Stack memory disp(SP) SPO or SP1 , as selected in PSR.

11010 Static memory disp(SB)

11011 Program memory • + disp

MEMORY RELATIVE

10000 Frame memory relative disp2(disp1(FP)) Disp2+ Pointer; Pointer found at

10001 Stack memory relative disp2(disp1(SP)) address Disp1 + Register. "SP" is

10010 Static memory relative disp2(disp1(SB)) either SPO or SP1 , as selected in PSR.

IMMEDIATE

10100 Immediate value None: Operand is issued from

CPU instnjctlon queue.

ABSOLUTE

10101 Absolute @disp Disp.

EXTERNAL

10110 External EXT(disp1) + disp2 Disp2 + Pointer; Pointer is found

at Link Table Entry number Displ

.

TOP OF STACK

10111 Top of Stack TOS Top of cun'ent stack, using either

User or IntenTjpt Stack Pointer,

as selected in PSR. Automatic

Push/Pop included.

SCALED INDEX

11100 Index, bytes mode[Rn:B] Mode + Rn.

11101 Index, words mode[Rn:W] Mode + 2 X Rn.

11110 Index, double words mode[Rn:D] Mode + 4 X Rn.

11111 Index, quad words mode[Rn:Q] Mode + 8 X Rn.

"Mode" and "n" are contained

within the Index Byte.

10011 (Reserved for Future Use)

3-10



2.0 Architectural Description (continued)

2.2.3 Floating-Point instruction Set

Tine NS32081 FPU instructions occupy formats 9 and 1 1 of

the Series 32000 Family instruction set (Figure 2-6). A list

of all Series 32000 family instruction formats is found in the

applicable CPU data sheet.

Certain notations in the following instruction description ta-

bles serve to relate the assembly language form of each

instruction to its binary format in Rgure 2-6.

Foimat 9

23 IBJIS 8 7

g«„l

Jill
genZ •P _!_

-I— 1 1 1 1 i 1 1111110
10 BYTE

T17EE/5234-11

Format 11

23 16ll5 8 7

' 1 1 1

gm!

1 1 1 1

mni J

1 1 1 A'. .1.1.' 1 1 1 1

1 i 1 Oi

OPERATION WORD ID BYTE

TL/EE/5234-12

FIGURE 2-6. Floating-Point instruction Formats

The Format column indicates which of the two formats in

Figure 2-6 represents each instruction.

The Op column indicates the binary pattern for the field

called "op" in the applicable format.

The Instruction column gives the form of each instruction as

it appears in assembly language. The form consists of an

instruction mnemonic in upper case, with one or more suffix-

es (i or f) indicating data types, followed by a list of oper-

ands (gen1, gen2).

An i suffix on an instruction mnemonic indicates a choice of

integer data types. This choice affects the binary pattern in

the i field of the corresponding instruction format (Figure 2-6

)

as follows:

Suffix i Data Type i Field

B Byte 00

W Word 01

D Double Word 11

An f suffix on an instruction mnemonic indicates a choice of

floating-point data types. This choice affects the setting of

the f bit of the con-esponding instruction format (Figure 2-6)

as follows:

Suffix f Data Type fBit

F Single Precision 1

L Double Precision (Long)

An operand designation (geni
,
gen2) indicates a choice of

addressing mode expressions. This choice affects the bina-

ry pattern in the corresponding gen1 or gen2 field of the

instruction format (Figure 2-6). Refer to Table 2-1 for the

options available and their patterns.

Further details of the exact operations performed by each
instruction are found in the Series 32000 Instnjction Set

Reference Manual.

lUlovement and Conversion

The following instructions move the gen1 operand to the

gen2 operand, leaving the geni operand Intact.

Format Op Instruction

11 0001 MOVf gen1,gen2

9 010 MOVLF gen1,gen2

9 011 MOVFL gen1,gen2

9 000 MOVif gen1,gen2

9 100 ROUNDfi gen1,gen2

9 101 TRUNai gen1,gen2

9 111 FLOORfi gen1,gen2

Note: The MOVLF instnjction f bit must be 1 and

The MOVFL instnjction f bit must be and

Arithmetic Operations

Description

Move without

conversion

Move, converting

from double

precision to

single precision.

Move, converting

from single

precision to

double

precision.

Move, converting

from any integer

type to any

floating-point

type.

Move, converting

from floating-

point to the

nearest integer.

Move, converting

from floating-

point to the

nearest integer

closer to zero.

Move, converting

from floating-

point to the

largest integer

less than or

equal to rts

value.

the i field must be 10.

ttie i field must 1)6 11.

The following instructions perform floating-point arithmetic

operations on the gen1 and gen2 operands, leaving the re-

sult in the gen2 operand.

Format Op Instruction Description

11 0000 ADDf gen1,gen2 Add geni to gen2.

11 0100 SUBf gen1,gen2 Subtract gen1

from gen2.

11 1100 MULf gen1,gen2 Multiply gen2 by

geni.

11 1000 DIVf gen1,gen2 Divide gen2 by

geni.

11 0101 NEGf gen1,gen2 Move negative of

geni to gen2.

11 1101 ABSf gen1,gen2 Move absolute

value of geni to

gen2.
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2.0 Architectural Description (continued)

Comparison

The Compare instruction compares two floating-point val-

ues, sending thie result to the CPU PSR Z and N bits for use

as condition codes. See Figure 3-6. The Z bit is set if the

gen1 and gen2 operands are equal; it is cleared otherwise.

The N bit is set if the gen1 operand is greater than the gen2

operand; it is cleared othenwise. The CPU PSR L bit is un-

conditionally cleared. Positive and negative zero are consid-

ered equal.

Format Op
11 0010

Instruction

CMPf gen1,gen2

Description

Compare gen1

to gen2.

Floating-Point Status Register Access

The following instructions load and store the FSR as a 32-

bit integer.

Format Op
9 GDI

9 110

Instruction

LFSR geni

SFSR gen2

Description

Load FSR

Store FSR

2.3 TRAPS

Upon detecting an exceptional condition In executing a

floating-point instruction, the NS32081 FPU requests a trap

by setting the Q bit of the status word transferred during the

slave protocol (Section 3.5). The CPU responds by perform-

ing a trap using a default vector value of 3. See the Series

32000 Instruction Set Reference Manual and the applicable

CPU data sheet for trap service details.

A trapped floating-point instruction returns no result, and

does not affect the CPU Processor Status Register (PSR).

The FPU displays the reason for the trap in the Trap Type

(TT) field of the FSR (Section 2.1.2.2).

3.0 Functional Description

3.1 POWER AND GROUNDING
The NS32081 requires a single 5V power supply, applied on

pin 24 (Vcc). See DC Electrical Characteristics table.

Grounding connections are made on two pins. Logic Ground

(GNDL, pin 12) is the common pin for on-chip logic, and

Buffer Ground (GNDB, pin 13) is the common pin for the

output drivers. For optimal noise immunity, it is recommend-

ed that GNDL be attached through a single conductor di-

rectly to GNDB, and that all other grounding connections be

made only to GNDB, as shown below {Figure 3-1).

NS32081

FPU

I— GNDL GNDB
.3 OTHER

f > > GROUND

_L CONNECTIONS

TL/EE/5234-13

FIGURE 3-1. Recommended Supply Connections

3.2 CLOCKING

The NS32081 FPU requires a single-phase TTL clock Input

on its CLK pin (pin 14). When the FPU Is connected to a

Series 32000 CPU, the CLK signal Is provided from the

CTTL pin of the NS32201 Timing Control Unit.

3.3 RESETTING

The RST pin serves as a reset for on-chip logic. The FPU

may be reset at any time by pulling the RST pin low for at

least 64 clock cycles. Upon detecting a reset, the FPU ter-

minates instruction processing, resets its Internal logic, and

clears the FSR to all zeroes.

On application of power, RST must be held low for at least

50 jis after Vcc is stable. This ensures that all on-chip volt-

ages are completely stable before operation. See Figures 3-2

and 3-3.

vcc "J^

RST

rLTLJTJl
> 64 CLOCK _

CYCLES

J
-£50 ^s-

TL/EE/5234-14

FIGURE 3-2. Power-On Reset Requirements

rLTLJLJUl
264 CLOCK

CYCLES^^ r
TL/EE/6234-15

FIGURE 3-3. General Reset Timing

3.4 BUS OPERATION

Instructions and operands are passed to the NS32081 FPU

with slave processor bus cycles. Each bus cycle transfers

either one byte (8 bits) or one word (1 6 bits) to or from the

FPU. During all bus cycles, the SPC line is driven by the

CPU as an active low data strobe, and the FPU monitors

tOkJlJ

SPC 1
SPC

A/DO-15

SERIES

32000 STO

CPU ST1

"'DATA BUS''
STO ,^

sn

RST

SPC

0-15

NS32081
STO

ST1

RST

CLK

FPU

RST cnL

NS322D1

TCU

TL/EE/5234-2

FIGURE 3-4. System Connection Diagram
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3.0 Functional Description (continued)

pins 3T0 and ST1 to keep track of the sequence (protocol)

established for the Instruction being executed. This Is nec-

essary in a virtual memory environment, allowing the FPU to

retry an aborted Instruction.

3.4.1 Bus Cycles

A bus cycle is initiated by the CPU, which asserts the proper

status on STO and ST1 and pulses SPC low. STO and ST1

are sampled by the FPU on the leading (falling) edge of the

SPC pulse. If the transfer is from the FPU (a slave processor

read cycle), the FPU asserts data on the data bus for the

duration of the SPC pulse. If the transfer is to the FPU (a

slave processor write cycle), the FPU latches data from the

data bus on the trailing (rising) edge of the SPC pulse. Fig-

ures 3-5 and 3-6 Illustrate these sequences.

The direction of the transfer and the role of the bidirectional

SPC line are determined by the Instruction protocol being

performed. SPC is always driven by the CPU during slave

processor bus cycles. Protocol sequences for each instruc-

tion are given in Section 3.5.

3.4.2 Operand Transfer Sequences

An operand is transferred in one or more bus cycles. A 1-

byte operand is transferred on the least significant byte of

the data bus (D0-D7). A 2-byte operand Is transferred on

the entire bus. A 4-byte or 8-byte operand Is transferred In

consecutive bus cycles, least significant word first.

3.5 INSTRUCTION PROTOCOLS

3.5.1 General Protocol Sequence

Slave Processor instructions have a three-byte Basic In-

struction field, consisting of an ID byte followed by an Oper-

ation Word. See Figure 2-7 for FPU Instruction encodings.

The ID Byte has three functions:

1) It Identifies the Instruction to the GPU as being a Slave

Processor instruction.

2) It specifies which Slave Processor will execute It.

3) It determines the format of the following Operation Word
of the instruction.

Upon receiving a Slave Processor Instruction, the CPU Initi-

ates the sequence outlined in Table 3-2. While applying

Status Code 11 (Broadcast ID. Table 3-1), the CPU trans-

fers the ID Byte on the least significant half of the Data Bus
(D0-D7). All Slave Processors Input this byte and decode it.

The Slave Processor selected by the ID Byte Is activated,

and from this point the CPU is communicating only with It. If

any other slave protocol was In progress (e.g., an aborted

Slave Instruction), this transfer cancels it.

The CPU next sends the Operation Word while applying

Status Code 01 (Transfer Slave Operand, Table 3-1). Upon
receiving It, the FPU decodes It, and at this point both the

CPU and the FPU are aware of the number of operands to

be transferred and their sizes. The Operation Word is

swapped on the Data Bus; that is, bits 0-7 appear on pins

D8-D15, and bits 8-15 appear on pins D0-D7.

'-mmK
SPE

=

—

wiiiimmiik
l(NOTEI)

-c VALID FROM FPU >-
TL/EE/5234-16

Note 1: FPU samples CPU status here.

FIGURE 3-5. Slave Processor Read Cycle

(NOTE 1

1

I
(NOTE 2)

-c
J-

VALIO FROM CPU >-
TL/EE/5234-17

Note 1: FPU samples CPU status here.

Note 2: FPU samples data bus here.

FIGURE 3-6. Slave Processor Write Cycle
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3.0 Functional Description (continued)

Using the Addressing Mode fields within the Operation

Word, the CPU starts fetching operands and issuing them to

the FPU. To do so, it references any Addressing Mode ex-

tensions appended to the FPU Instruction. Since the CPU is

solely responsible for memory accesses, these extensions

are not sent to the Slave Processor. The Status Code ap-

plied is 01 (Transfer Slave Processor Operand, Table 3-1).

After tlie CPU has issued the last operand, the FPU starts

the actual execution of the instruction. Upon completion, it

will signal the CPU by pulsing SPC low. To allow tor this, the

CPU releases the SPC signal, causing it to float. SPC must

be held high by an external pull-up resistor.

Upon receiving the pulse on SPC, the CPU uses SPC to

read a Status Word from the FPU, applying Status Code 10.

This word has the format shown in Figure 3-7. If the Q bit

("Quit", Bit 0) is set, this indicates that an error has been

detected by the FPU. The CPU will not continue the proto-

col, but will immediately trap through the Slave vector in the

Intermpt Table. If the instruction being performed is CMPf
(Section 2.3.3) and the Q bit is not set, the CPU loads Proc-

essor Status Register (PSR) bits N, Z and L from the corre-

sponding bits in the Status Word. The NS32081 FPU always

sets the L bit to zero.

N Z L

B^^NEW PSR BIT VALUE(S)1'

"QUIT": TERMINATE PBOTOCOL, TBAP (FPU).

TUEE/5234-18

FIGURE 3-7. FPU Protocol Status Word Format

The last step in the protocol is for the CPU to read a result,

if any, and transfer it to the destination. The Read cycles

from the FPU are performed by the CPU while applying

Status Code 01 (Section 4.1.2).

Step Status

1 11

2 01

3 01

4 XX

5 XX

6 10

7 01

TABLE 3-1. General Instruction Protocol

Action

CPU sends ID Byte.

CPU sends Operation Word.

CPU sends required operands.

FPU starts execution.

FPU pulses SPC low.

CPU reads Status Word.

CPU reads result (if any).

3.5.2 Floating-Point Protocols

Table 3-2 gives the protocols followed for each floating-

point instnjcfion. The instructions are referenced by their

mnemonics. For the bit encodings of each instruction, see

Section 2.3.3.

The Operand Class columns give the Access Classes for

each general operand, defining how the addressing modes
are interpreted by the CPU (see Series 32000 Instruction

Set Reference Manual).

The Operand Issued columns show the sizes of the oper-

ands issued to the Floating-Point Unit by the CPU. "D" indi-

cates a 32-bit Double Word, "i" indicates that the instruction

specifies an integer size for the operand (B = Byte, W =
Word, D = Double Word), "f" indicates that the instruction

specifies a floating-point size for the operand (F = 32-bit

Standard Floating, L = 64-bit Long Floating).

The Returned Value Type and Destination column gives the

size of any returned value and where the CPU places It. The

PSR Bits Affected column indicates which PSR bits, if any,

are updated from the Slave Processor Status Word (Figure

3-6).

Any operand indicated as being of type "f will not cause a

transfer if the Register addressing mode is specified, be-

cause the Floating-Point Registers are physically on the

Floating-Point Unit and are therefore available without CPU
assistance.

TABLE 3-2. Roating Point Instruction Protocols

Mnemonic

ADDf

SUBf

MULf

DIVf

MOVf
ABSf

NEGf

CMPf

FLOORfi

TRUNCfi

ROUNDfi

MOVFL
MOVLF
MOVif

LFSR

SFSR
D = Double Word

i
^ Integer size (B, W,

f = Floating-Point type

N/A - Not ApplicatJie

Operand 1

Class

read.f

read.f

read.f

read.f

read.f

read.f

read.f

read.f

read.f

read.f

read.f

read.F

read.L

read. I

read.D

N/A

Operand 2

Class

rmw.f

rmw.f

rmw.f

rmw.f

write.f

write.f

write.f

read.f

write.i

write.!

write.i

write.L

write.F

write.f

N/A
write.D

Operand 1

Issued

f

f

f

f

f

f

f

f

f

f

f

F

L

I

D

N/A

Operand 2

Issued

f

f

f

f

N/A

N/A

N/A

f

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Returned Value

Type and Dest.

f to Op. 2

f to Op. 2

f to Op. 2

f to Op. 2

f to Op. 2

f to Op. 2

f to Op. 2

N/A

i to Op. 2

i to Op. 2

i to Op. 2

L to Op. 2

F to Op. 2

f to Op. 2

N/A

D to Op. 2

PSR Bits

Affected

none

none

none

none

none

none

none

N,Z,L

none

none

none

none

none

none

none

none

D) specllied in mnemonic.

(F, L) specified in mnemonic,

to this instniction.
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4.0 Device Specifications

4.1 PIN DESCRIPTIONS

The following are brief descriptions of all NS32081 FPU
pins. The descriptions reference the relevant portions of the

Functional Description, Section 3.

Dual-ln-Line Package

DIB— 1* v./^ 24 — Vcc

D9— 2 23 — STO

D8— 3 22 — ST1

D7— 4 21 -m
06— S 20 — D11

D5— e
NS32081

FPU
19 — D12

m— 7 IB — D13

D3— 8 17 — 014

DZ^ 9 iS — 013

DI- 10 15 —m
DO— 11 14 — CLK

GNOL— 12 13 — MDB

TL/EE/5234-3

FIGURE4-1
Top View

. Connection Diagram

Order Number NS32081D-6, NS32081D-8

orNS32081D-10

See NS Package Number D24C

Order Number NS32081N-6, NS32081N-8

or NS32081N-10

See NS Package Number N24A

4.2 ABSOLUTE MAXIMUM RATINGS

Temperature Under Bias 0°Cto+70°C

Storage Temperature -65°Cto+150°C

All Input or Output Voltages

with Respect to GND - 0.5V to + 7.0V

Power Dissipation 1.5W

4.1.1 Supplies

Power (Vcc)' +5V positive supply. Section 3.1.

Logic Ground (GNDL): Ground reference for on-chip logic.

Section 3.1.

Buffer Ground (GNDB): Ground reference for on-chip driv-

ers connected to output pins. Section 3.1.

4.1.2 Input Signals

Clock (CLK): TTL-level clock signal.

Reset (RST): Active low. Initiates a Reset, Section 3.3.

Status (STO, ST1): Input from CPU. STO is the least signifi-

cant bit Section 3.4 encodings are:

00—(Reserved)
01—^Transferring Operation Word or Operand

10—Reading Status Word

1 1—Broadcasting Slave ID

4.1.3 Input/Output Signals

Slave Processor Control ^SPCV .Active lew. Driven b^ the

CPU as the data strobe for bus transfers to and from the

NS32081 FPU, Section 3.4. Driven by the FPU to signal

completion of an operation. Section 3.5.1. Must be held high

with an external pull-up resistor while floating.

Data Bus (D0-D15): 16-bit bus for data transfer. DO is the

least significant bit. Section 3.4.

Specifications for Military/Aerospace products are not

contained in this datasheet. Refer to the associated

reliability electrical test specifications document.

Note: Absolute maximum ratings indicate limits beyond

wtiich penvanent damage may occur. Continuous operation

at these limits is not Intended; operation stiouldbe limited to

ttKise conditions specified under Electrical Ctiaracteristics.

4.3 ELECTRICAL CHARACTERISTICS Ta =-- QfC to 70°C, Vcc = 5V ± 5%, GND = OV

Symbol Parameter Conditions Min Typ Max Units

V|H Logical 1 Input Voltage 2.0 Vcc +0.5 V

V|L Logical Input Voltage -0.5 0.8 V

VOH Logical 1 Output Voltage l0H= -400 tiA 2.4 V

Vol Logical Output Voltage Iql = 2 mA 0.45 V

i| Input Load Current ^ V|N 5 Vcc -10.0 10.0 ^lA

l0(0FF) Output Leakage Cun-ent

(Output Pins In

TRI-STATE Condition)

0,45 <. V|N S 2.4V

-20.0 20.0 ^lA

Ice Active Supply Current Iout = o,Ta = 0'C 300 mA

CO

lOo
00

0)
CO

COw
o
00
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4.0 Device Specifications (continued)

4.4 SWITCHING CHARACTERISTICS

4.4.1 Definitions

All the Timing Specifications given in this section refer to 0.8V ABBREVIATIONS

LE. — Leading Edge

T.E. — Trailing Edge

and 2.0V on all the input and output signals as Illustrated In

Figures 4.2 and 4.3, unless specifically stated othenvlse.
R.E.— Rising Edge

F.E. — Falling Edge

\ 7' 2.0V

/ J - o.av

tSIGII
(UV
-a.4sv

tSIG2h

0.46V

TL/EE/52a4-26

FIGURE 4-2. Timing Specification Standard

(Signal Valid After Clock Edge)

0.45V

TUEE/5234-27

FIGURE 4-3. Timing Specification Standard

(Signal Valid Before Clock Edge)
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4.0 Device Specifications (continued)

4.4.2 Timing Tables

4.4.2.1 Output Signal Propagation Delays

Maximum times assume capacitive loading of 100 pF.

Name Figure Description
Reference/

Conditions

NS32081-6 NS32081-8 NS32081-10
Units

IMin Max Min Max Min Max

tDv 4-7 Data Valid After SPC LE. 65 55 45 ns

tOf 4-7 Do-Di5 Floating After SPC T.E. 50 50 50 ns

tsPCFw 4-9 SPC Pulse Width

from FPU

At 0.8V

(Both Edges)
tCLKp - 50 tCLKp + 50 tCLKp - 50 tCLKp + 50 tCLKp - 50 tCLKp + 50 ns

tSPCFI 4-9 SPC Output Active After CLKR.E. 90 70 55 ns

tSPCFh 4-9 SPC Output Inactive After CLK R.E. 90 70 55 ns

tSPCFnf 4-9 SPC Output

Nonforcing

After CLKF.E.
75 55 45 ns

4.4.2.2 Input Signal Requirements

Name Rgure Description
Reference/

Conditions
Min Max Min Max Min Max Units

tpWR 4-5 Power Stable to

rsTr.e.

After Vex
Reaches 4.5V

50 50 50 !XS

'RSTw 4-6 RST Pulse Width At 0.8V

(Both Edges)
64 64 64 tCLKp

ISs 4-7 Status (ST0-ST1)

Setup

Before SPC LE.
75 60 50 ns

tSh 4-7 Status (ST0-ST1)

Hold

After SPC LE.
90 70 40 ns

tDs 4-8 D0-D1 5 Setup Time Before SPC T.E. 75 55 40 ns

tDh 4-8 D0-D15HoldTime After SPC T.E. 80 65 50 ns

tSPCw 4-7 SPC Pulse Width

from CPU
At 0.8V

(Both Edges)
100 85 70 ns

tSPCs 4-7 SPC Input Active Before CLK R.E. 50 45 40 ns

tSPCh 4-7 SPC Input Inactive After CLK R.E. ns

tRSTs 4-10 RST Setup Before CLK F.E. 10 10 10 ns

tRSTh 4-10 RST R.E. Delay After CLK R.E. ns

4.4.2.3 Clocking Requirements

Name Figure Description
Reference/

Conditions
Min Max Min Max Min Max Units

tCLKh 4-4 Clock High Time At 2.0V

(Both Edges)
60 1000 50 1000 42 1000 ns

tCLKI 4-4 Clock Low Time At 0.8V

(Both Edges)
60 1000 50 1000 42 1000 ns

teLKp 4-4 Clock Period CLK R.E. to Next

CLK R.E.
160 2000 125 2000 100 2000 ns

z
CO
CO
lO

00
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00

to
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4.0 Device Specifications (Continued)

4.4.3 Timing Diagrams

-tClKp-

-ICLKIl »

-+-0.8V

VCC

CLK fLTLJl

TL/EE/5234-19
r

FiGURE 4-4. Cloclc Timing
TL/EE/5234-20

FiGURE 4-5. Power-On Reset

S5T

ji_n_rL_n_n_
-*— tRSTw »|

LZ—f-
TL/EE/5234-21

FiGURE 4-6. Non-Power-On Reset

STO.STI^

D0-D15- VALID FROM FPU

TL/EE/52a4-22

FiGURE 4-7. Read Cycie from FPU

Nota: SPC pulse must be (nominally) 1 clock wide when writing into FPU.

*l-*SPCIi -!«-

STO.STI

l-'s,-

f

-'Sh-

—1«

^
=^MC

*-'oii-1

VALID FROIil CPU M
TL/EE/5234-23

FiGURE 4-8. Write Cycie to FPU
Note: SPC pulse may also be 2 clocks wide, but its edges must meet the tspca and tspch requirements witti respect to CLK.
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4.0 Device Specifications (continued)

H tSPCFl h
'I

h* tspCFh

"L_r l_f

/
|-" ISPCFllI

-ISPCFu-

FIGURE 4-9.^C Pulse from FPU
TL/EE/5234-24

i;]—

r

(A
CO
lO

o
09

_ 'RSTh

RST

TL/EE/5234-25

FIGURE 4-10. RST Release Timing

NotK The rising edge of RST must occur while CLK is high, as shown.
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NS32082-6/NS32082-8/NS32082-10
Memory Management Unit (MMU)

General Description
The NS32082 Memory Management Unit (MMU) provides

hardware support for demand-paged virtual memory imple-

mentations. The NS32082 functions as a slave processor in

Series 32000 microprocessor-based systems. Its specific

capabilities include fast dynamic translation, protection, and

detailed status to assist an operating system in efficiently

managing up to 32 Mbytes of physical memory. Support for

multiple address spaces, virtual machines, and program de-

bugging Is provided.

High-speed address translation is performed on-chip

through a 32-entry fully associative translation look-aside

buffer (TLB), which maintains itself from tables in memory

with no software intervention. Protection violations and

page faults (references to non-resident pages) are automat-

ically detected by the MMU, which invokes the instruction

abort feature of the CPU.

Additional features for program debugging include two

breakpoint registers and a breakpoint counter, which pro-

vide the programmer with powerful stand-alone debugging

capability.

Features
Totally automatic mapping of 16 Mbyte virtual address

space using memory based tables

On-chip translation look-aside buffer allows 97% of

translations to occur in one clock for most applications

Full hardware support for virtual memory and virtual

machines

Implements "referenced" bits for simple, efficient work-

ing set management

Protection mechanisms implemented via access level

checking and dual space mapping

Program debugging support

Compatible with NS32016, NS32032 and NS32332

CPUs
48-pin dual-in-line package

Conceptual Address Translation Model

SERIES

32000

CPU

VIRTUAL ADDRESS ^

NS32082
MMU

PHYSICAL ADDRESS ^

PHYSICAL

MEMORY

ADDRESS STROBE ADDRESS STROBE

FLOAT

ABORT
<

TL/EE/8692-1
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1.0 Product Introduction
The NS32082 MMU provides hardware support for three

basic features of the Series 32000; dynamic address trans-

lation, access level checking and software debugging. Dy-

namic Address Translation is required to implement de-

mand-paged virtual memory. Access level checking is per-

formed during address translation, ensuring that unautho-

rized accesses do not occur. Because the MMU resides on

the local bus and is in an ideal location to monitor CPU
activity, debugging functions are also Included.

The MMU is intended for use in implementing demand-

paged virtual memory. The concept of demand-paged virtu-

al memory is illustrated in Figure 1-1. At any point in time, a

program sees a unifomi addressing space of up to 16 mega-

bytes (the "virtual" space), regardless of the actual size of

the memory physically present in the system (the "physical"

space). The full virtual space is recorded as an image on a

mass storage device. Portions of the virtual space needed

by a running program are copied into physical memory when

needed.

To make the virtual information directly available to a run-

The translation process is therefore modeled aa accepting a
virtual page number from the CPU and substituting the cor-

responding physical page frame number for it, as shown in

Figure 1-2. The offset is not changed. The translated page

frame number is 16 bits long, including an additional ad-

dress bit (A24) intended for physical bank selection. Physi-

cal addresses issued by the MMU are 25 bits wide.

1

VIRTUAL MGE NUMBER

(15 BITS)

OFFSET

(9 BITS)

1,

'

MMU 1

'

PAGE FRAME NUMBER
(1G BITS)

OFFSET 1

OBITS)
1

niiiQ pfcgraiii, a rriapping muai ... <...«.UI

virtual addresses asserted by the CPU and the physical ad-

dresses of the data being referenced.

To perform this mapping, the MMU divides the virtual mem-
ory space into 512-byte blocks called "pages." It interprets

the 24-bit address from the CPU as a 15-blt "page number"

followed by a 9-bit offset, which Indicates the position of a

byte within the selected page. Similarly, the MMU divides

the physical memory into 512-byte frames, each of which

can hold a virtual page.

FIGURE 1-2. NS32082 Address Translation Model

Generally, in virtual memory systems the available physical

memory space Is smaller than the maximum virtual memory
space. Therefore, not all virtual pages are simultaneously

resident. Nonresident pages are not directly addressable by

the CPU. Whenever the CPU Issues a virtual address for a

nonresident or nonexistent page, a "page fault" will result.

The MMU signals this condition by Invoking the Abort fea-

ture of the CPU. The CPU then halts the memory cycle,

MASS STORAGE

FIGURE 1-1. The Virtual Memory Model
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1.0 Product Introduction (continued)

restores its internal state to the point prior to the instruction

being executed, and enters the operating system through

the abort trap vector.

The operating system reads from the MMU the virtual ad-

dress which caused the abort. It selects a page frame which

is either vacant or not recently used and, if necessary,

writes this frame bacl< to mass storage. The required virtual

page Is then copied into the selected page frame.

The MI\/IU is informed of this change by updating the page

tables (Section 3.2), and the operating system returns con-

trol to the aborted program using the RETT instruction.

Since the return address supplied by the abort trap Is the

address of the aborted instruction, execution resumes by

retrying the Instruction.

This sequence is called paging. Since a page fault encoun-

tered in normal execution serves as a demand for a given

page, the whole scheme is called demand-paged virtual

memory.

The MMU also provides debugging support. It may be pro-

grammed to monitor the bus for two virtual or physical ad-

dresses in real time. A counter register is associated with

one of these, providing a "break-on-N-occurrences" capa-

bility.

1.1 PROGRAMMING CONSIDERATIONS

When a CPU instruction Is aborted as a result of a page

fault, some memory resident data might have been already

modified by the instruction before the occun-ence of the

abort.

This could compromise the restartability of the Instruction

when the CPU returns from the abort routine.

To guarantee con-ect results following the re-executlon of

the aborted Instruction, the following actions should not be
attempted:

a) No instruction should try to overlay part of a source oper-

and with part of the result. It is, however, permissible to

rewrite the result into the source operand exactly (for ex-

ample, the instruction "ABSW X, X", which replaces X
with ite absolute value). Also, never write to any memory
location which is necessary for calculating the effective

address of either operand (i.e. the pointer in "Memory
Relative" addressing mode; the Link Table pointer or Link

Table Entry in "External" addressing mode).

b) No instruction should perform a conversion in place from

one data type to another larger data type (Example:

MOVWF X, X which replaces the 16-bit integer value in

memory location X with its 32-bit floating-point value).

The addressing mode combination "TOS, TOS" is an ex-

ception, and is allowed. This is because the least-signifi-

cant part of the result is written to the possibly invalid

page before the source operand Is affected. Also, integer

conversions to larger integers always work con'ectly in

place, because the low-order portion of the result always

matches the source value.

c) When performing the MOVM instruction, the entire

source and destination blocks must be considered "oper-

ands" as above, and they must not overlap.

2.0 Functional Description

2.1 POWER AND GROUNDING
The NS32082 requires a single 5V power supply, applied on
pin 48 (Vcc).

Grounding connections are made on two pins. Logic Ground
(GIMDL, pin 24) is the common pin for on-chip logic, and
Buffer Ground (GNDB, pin 25) is the common pin for the

output drivers. For optimal noise immunity, it is recommend-

ed that GNDL be attached through a single conductor di-

rectly to GNDB, and that all other grounding connections be

made only to GNDB, as shown below (Figure 2-1).

OTHER GROUND
CONNECTIONS

TL/EE/8692-4

FIGURE 2-1. Recommended Supply Connections

2.2 CLOCKING

The NS32082 inputs Clocking signals from the NS32201
Timing Control Unit (TCU), which presents two non-overlap-

ping phases of a single clock frequency. These phases are

called PHI1 (pin 26) and PHI2 (pin 27). Their relationship to

each other is shown In Figure 2-2.

Each rising edge of PHI1 defines a transition in the timing

state ("T-State") of the MMU. One T-State represents one
hardware cycle within the MMU, and/or one step of an ex-

ternal bus transfer. See Section 4 for complete specifica-

tions of PHI1 and PHI2.

^JMiun
NONOVERLAPPING

TL'EE/e692-5

FIGURE 2-2. Clock Timing Relationships

As the TCU presents signals with very fast transitions, it is

recommended that the conductors canying PHI1 and PHI2

be kept as short as possible, and that they not be connect-

ed to any devices other than the CPU and MMU. A TTL
Clock signal (CTTL) is provided by the TCU for all other

clocking.
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2.0 Functional Description (continued)

2.3 RESETTING

The RSTI input pin is used to reset the NS32082. The MMU
responds to RSTI by terminating processing, resetting its

internal logic and clearing the appropriate bits in the MSR
register.

Only the l\^SR register is changed on reset. No other pro-

gram accessible registers, including the TLB are affected.

The RST/ABT signal is activated by the MMU on reset. This

signal should be used to reset the CPU. AT/SPC is held low

for five clock cycles after the rising edge of RSTI to indicate

to the CPU that the address translation mode must be se-

lected.

The A24/HBF signal is sampled by the MMU on the rising

edge of RSTI. It indicates the bus size of the attached CPU.

A24/HBF must be sampled high for a 16-bit bus and low for

a 32-bit bus.

On application of power, RSTI must be held low for at least

50 fis after Vcc is stable. This is to ensure that all on-chip

voltages are completely stable before operation. Whenever

a nSSoi iS appii6u, ii muSi oiSC remain aCuV8 iCr mGi 1933

than 64 clock cycles. The rising edge must occur while PHI1

is high. See Figures 2-3 and 2-4.

The NS32201 Timing Control Unit (TCU) provides circuitry

to meet the Reset requirements of the NS32082 MMU. Fig-

ure 2-5 shows the recommended connections.

vcc-

-fj-

R.^H^-^
_S64 CLOCK

CYCLES

J

TL/EE/8692-6

FIGURE 2-3. Power-On Reset Requirements

2.4 BUS OPERATION

2.4.1 Interconnections

The MMU runs synchronously with the CPU, sharing with it a
single multiplexed address/data bus. The interconnections

used by the MMU for bus control, when used in conjunction

with the NS32016, are shown in Figure A-1 (Appendix A).

The CPU issues 24-bit virtual addresses on the bus, and
status information on other pins, pulsing the signal ADS low.

These are monitored by the MMU. The MMU issues 25-bit

physical addresses on the bus, pulsing the PAV line low.

The PAV pulse triggers the address latches and signals the

NS32201 TCU to begin a bus cycle. The TCU in turn gener-

ates the necessary bus control signals and synchronizes

the insertion of WAIT states, by providing the signal RDY to

the MMU and CPU. Note that it is the MMU rather than the

CPU that actually triggers bus activity in the system.

The functions of other interface signals used by the MMU to

control bus activity are described below.

The ST0-ST3 pins indicate the type of cycle being initiated

by the CPU. STO is the least-significant bit of the code. Ta-

ble 2-1 shows the interpretations of the status codes pre-

sented on these lines.

EXTERNAL RESET

(OPTIONALl

-rLTLJV^
-S64 CLOCK-

CYCLES r
TL/EE/8692-7

FIGURE 2-4. General Reset Timing

NS32201

TCU MMU
SERIES 32000

CPU

RSTI RSTO m 1 Ssf/SET

'

\\

n.
RESET SWITCH
{OPTIONAL)

FIGURE 2-5. Recommended Reset Connections, Memory-Managed System
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2.0 Functional Description (Continued)

status codes that are relevant to the MMU's function during

a memory reference are:

1000, 1001 Instruction Fetch status, used by the debug-

ging features to distinguish between data and

instruction references.

1010 Data Transfer. A data value is to be trans-

ferred.

1011 Read RMW Operand. Although this is always

a Read cycle, the MMU treats it as a Write

cycle for purposes of protection and break-

pointing.

All other status codes are treated as data accesses if they

occur in conjunction with a pulse on the ADS pin. Note that

these include Interrupt Acicnowledge and End of Interrupt

cycles performed by the CPU. The status codes 1101,1110

and 1111 are also recognized by the MMU in conjunction

with pulses on the SPC line while it is executing Slave Proc-

essor instructions, but these do not occur in a context rele-

vant to address translation.

TABLE 2-1. ST0-ST3 Encodings

(STO Is the Least Significant)

0000— Idle: CPU Inactive on Bus

0001 — Idle: WAIT Instruction

0010— (Reserved)

001

1

— Idle: Waiting for Slave

0100— Interrupt Acknowledge, Master

0101 — Internjpt Acknowledge, Cascaded

01 10— End of Internjpt, Master

01 1

1

— End of Inten-upt, Cascaded

1000— Sequential Instruction Fetch

1001 — Non-Sequential Instnjction Fetch

1010— Data Transfer

1011 — Read Read-Modify-Write Operand

1 1 00— Read for Effective Address

1101 — Transfer Slave Operand

1 1 1 — Read Slave Status Word
1 1 1

1

— Broadcast Slave ID

The DDIN line indicates the direction of the transfer: =
Read, 1 = Write.

DDIN is monitored by the MMU during CPU cycles to detect

write operations, and is driven by the MMU during MMU-ini-

tiated bus cycles.

The U/§ pin indicates the privilege level at which the CPU is

making tiie access: = Supervisor Mode, 1 = User Mode.

It is used by the MMU to select the address space for trans-

lation and to perform protection level checking. Normally,

the U/5 pin is a direct reflection of the U bit in the CPU's

Processor Status Register (PSR). The MOVUS and MOVSU
CPU instructions, however, toggle this pin on successive

operand accesses In order to move data between virtual

spaces.

The MMU uses the FlT line to take control of the bus from

the CPU. It does so as necessary for updating its internal

TLB from the Page Tables in memory, for maintaining the

contents of the status bits (R and M) in the Page Table

Entries, and for implementing bus timing adjustments need-

ed by the debugging features.

The MMU also aborts invalid accesses attempted by the

CPU. This is done by pulsing the RST/ABT pin low for one

clock period. (A pulse longer than one clock period Is inter-

preted by the CPU as a Reset command).

Because the MMU performs only 16-blt transfers, some ad-

ditional circuitry is needed to interface it to the 32-bit data

bus of an NS32032-based system. However, since the

MMU never writes to the most-significant word of a Page

Table Entry, the only special requirement is that it must be

able to read from the top half of the bus. This can be ac-

complished as shown in Figure A-2 (Appendix A) by using a

1 6-bit unidirectional buffer and some gating circuitry that en-

ables it whenever an MMU-initiated bus cycle accesses an

address ending in binary "10".

The bus connections required In conjunction with the

NS32332 CPU are somewhat more complex (see the

NS32332 data sheet), but the sequences of events docu-

mented here still hold.

2.4.2 CPU-Initiated Bus Cycles

A CPU-initiated bus cycle is performed In a minimum of five

clock cycles (four In the case of the NS32332): T1 , TMMU,
T2, T3 and T4, as shown in Figure 2-6.

During period T1 , the CPU places the virtual address to be

translated on the bus, and the MMU latches it internally and

begins translation. The MMU also samples the DDIN pin,

the status lines ST0-ST3, and the U/S pin to determine

how the CPU intends to use the bus.

During period TMMU the CPU floats it bus drivers and the

MMU takes one of three actions:

1) If the translation for the virtual address is resident in the

MMU's TLB, and the access being attempted by the CPU
does not violate the protection level of the page being

referenced, the MMU presents the translated address

and generates a PAV pulse to trigger a bus cycle in the

rest of the system. See Figure 2-6.

2) If the translation for the virtual address is resident in the

MMU's TLB, but the access being attempted by the CPU
is not allowed due to the protection level of the page

being referenced, the MMU generates a pulse on the

RST/ABT pin to abort the CPU's access. No PAV pulse

is generated. See Figure 2-7.

3) If the translation for the virtual address Is not resident in

the TLB, or if the CPU is writing to a page whose M bit is

not yet set, the MMU takes control of the bus asserting

the FLT signal as shown in Figure 2-8. This causes the

CPU to float its bus and wait. The MMU then initiates a

sequence of bus cycles as described in Section 2.4.3.

From state T2 through T4 data is transferred on the bus

between the CPU and memory, and the TCU provides the

strobes for the transfer. During this time the MMU floats
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2.0 Functional Description (continued)

pins AD0-AD15, and handles pins A16-A24 according to

the mode of operation (16-bit or 32-bit) selected during re-

set (Section 2.3).

In 1 6-bit txis mode, the MMU drives address lines A16-A24
from TIWMU through T4 and they need not be latched exter-

nally. This is appropriate for the NS32016 CPU, which uses

only AD0-AD15 for data transfers. In 32-bit bus mode, the

MIVIU asserts the physical address on pins A16-A24 only

during TIMMU, and floats them from T2 through T4 because

the CPU uses them for data transfer. In this case the physi-

cal address presented on these lines must be latched exter-

nally using PAV.

Whenever the MMU generates an Abort pulse on the

RST/ABT pin, the CPU enters state T2 and then Tl (idle),

ending the bus cycle. Since no PAV pulse is issued by the

MMU, the rest of the system remains unaware that an ac-

cess has been attempted. The MMU requires that no further

memory references be attempted by the CPU for at least

two clocl^ cycles after the T2 state, as shown in Figure 2-7.

This requirement is met by all Series 32000 CPU's. During

this time, the RDY line must remain high. This requirement

is met by the NS322Q1 TCU.

2.4.3 MMU-initiated Cycles

Bus cycles initiated by the MMU are always nested within

CPU-initiated bus cycles; that is, they appear after the MMU
has accepted a virtual address from the CPU and has set

the FLT line active. The MMU will initiate memory cycles in

the following cases:

1) There is no translation in the MMU's TLB for the virtual

address issued by the CPU, meaning that the MMU must

reference the Page Tables in memory to obtain the trans-

lation.

2) There Is a translation for that virtual address in the TLB,

but the page is being written for the first time (the M bit in

its Level-2 Page Table Entry is 0). The MMU treats this

case as if there were no translation in the TLB, and per-

forms a Page Table lookup in order to set the M bit in the

Level-2 Page Table Entry as well as in the TLB.

Having made the necessary memory references, the MMU
either aborts the CPU access or it provides the translated

address and allows the CPU's access to continue to T2.

Figure 2-8 shows the sequence of events in a Page Table

lookup. After asserting FLT, the MMU waits for one addition-

al clock cycle, then reads the Level-1 Page Table Entry and

the Level-2 Page Table Entry in four consecutive memory
Read cycles. Note that the MMU performs two 16-bit trans-

fers to read each Page Table Entry, regardless of the width

of the CPU's data bus. There are no idle clock cycles be-

tween MMU-initiated bus cycles unless a bus request is

made on the HOLD line (Section 2.6).

During the Page Table lookup the MMU drives the DDIN
signal. The status lines ST0-ST3 £ind the U/S pin are not

released by the CPU, and retain their original settings while

the MMU uses the bus. The Byte Enable signals from the

CPU (HBE in 16-bit systems, BE0-BE3 in 32-bit systems)

should in general be handled externally for correct memory
referencing. (The current NS32016 CPU does, however,

handle HBE in a manner that is acceptable in many systems

at clock rates of 12.5 MHz or less.)

In the clock cycle immediately after T4 of the last lookup

cycle, the MMU removes the FLT signal, issues the translat-

ed address, and pulses PAV to continue the CPU's access.

Note that when the MMU sets FLT active, the clock cycle

originally called TMMU is redesignated Tf. Clock cycles in

which the PAV pulse occurs are designated TMMU.

PHI1

PHI2 "y

T4 0R 11

1

1 L

Tl

1

1 L

TMMUn
1 L

T2

1

1 L 1 L

T4

rn

1 1

Tl ORTi

L

r

-24 X ^-». X PH. *DDR. X
r^

'

—

srri rv. m S..-- -<z—KJL3 2/ 'H r

A^

PAV

roiS \ /

m (HIGH)

u/s X X

0-3 X X
""

TL/EE/8692-9

FIGURE 2-6. CPU Read Cycle; Translation in TLB (TLB Hit)
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2.0 Functional Description (continued)

PHI1

PHI2

A16-2*|

ADO- 15

6fr/ifBT|

T1 1 TUHU I n T4 I T1 OR TI

\(3)_

.y'w

/
(HIGH)

I
(BY cyu)

I

TL/EE/8692-10

Note 1: The CPU drives the bus if a write cycle is aborted.

Note 2: FlT may be pulsed if a breakpoint on physical address is enabled or an execution lxeal<point is triggered.

Note 3: If this bus cycle is a write cycle to a write-protected page, FCT is asserted for two clock cycles and the abort pulse is delayed by one clock cycle.

FIGURE 2-7. Aboil Resulting from Protection Violation; Translation in TLB
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Note 1: If ttie R bit on the LevBl-1 PTC must be set, a write cycle is inserted here.

Note 2: If either the R or the M bit on the Level-2 PTE must be set, a write cycle is inserted here.

Note 3: If a breakpoint on physical address is enabled, eui extra clocft cycle is inserted here.

FIGURE 2-8. Page Table Lookup
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2.0 Functional Description (continued)

The Page Table Entries are read starting with the low-order

word. If the V bit (bit 0) of the low-order word Is zero, or the

protection level field PL (bits 1 and 2) indicates that the

CPU's attempted access Is Illegal, the MMU does not gener-

ate any further nnemory cycles, but Instead Issues an Abort

pulse during the clock cycle after T4 and removes the FLT

signal. The CPU continues to T2 and then becomes idle on

the bus, as shown in Figure 2-9.

If the R and/or M bit (bit 3 or 4) of the low-order word must

be updated, the MMU does this Immediately in a single

Write cycle, before reading the high-order word of the Page
Table Entry. All bits except those updated are rewritten with

their original values.

At most, the MMU writes two 16-bit words to memory during

a translation: the first to the Level-1 table to update the R
bit, and the second to the Level-2 table to update the R
and/or M bits.

2.4.4 Cycle Extension

To allow sufficient strobe widths and access time require-

ments for any speed of memory or peripheral device, the

NS32082 provides for extension of a bus cycle. Any type of

bus cycle, CPU-initiated or MMU-initlated, can be extended,

except Slave Processor cycles, which are not memory or

peripheral references.

In Figures 2-6 and 2-8, note that during T3 all bus control

signals are flat. Therefore, a bus cycle can be cleanly ex-

tended by causing the T3 state to be repeated. This Is the

purpose of the RDY (Ready) pin.

Immediately before T3 begins, on the falling edge of clock

phase PHI2, the RDY line is sampled by the CPU and/or the

MMU. If RDY is high, the next state after T3 will be T4,

ending the bus cycle. If it is low, the next state after T3 will

be another T3 and the RDY line will be sampled again. RDY
is sampled In each following clock period, with insertion of

additional T3 states, until It is sampled high. Each additional

T3 state inserted is called a "WAIT state."

During CPU bus cycles, the MMU monitors the RDY pin only

If the 16-bit mode Is selected. This Is necessary since the

MMU drives the address lines A16-A24, and needs to de-

tect the end of the bus cycle In order to float them.

If the 32-blt mode Is selected, the above address lines are

floated following the TMMU state. The MMU will be ready to

perform another translation after three clock cycles, and the

RDY line is ignored.

me HUT pin is oriven oy ine Ni>a^zui i iming uontroi unit,

which applies WAIT states to the GPU and MMU as request-

ed on its own WAIT request Input pins.
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Note 1; if a breakpoint on physical address is enabled, an extra cIoci< cycle is inserted here.

FIGURE 2-9. Abort Resulting after a Page Table Lookup
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2.0 Functional Description (continued)

2.5 SLAVE PROCESSOR INTERFACE

The CPU and MMU execute four instructions cooperatively.

These are LMR, SMR, RDVAL and WRVAL, as described In

Section 2.5.2. The MMU takes the role of a Slave Processor

in executing these instructions, accepting them as they are

issued to it by the CPU. The CPU calculates all effective

addresses and performs all operand transfers to and from

memory and the MMU. The MMU does not take control of

the bus except as necessary in normal operatk>n; i.e., to

translate and validate memory addresses as they are pre-

sented by the CPU.

The sequence of transfers ("protocol") followed by the CPU
and MMU involves a special type of bus cycle performed by

the CPU. This "Slave Processor" bus cycle does not involve

the issuing of an address, but rather performs a fast data

transfer whose purpose is pre-determined by the form of the

instruction under execution and by status codes asserted by

the CPU.

2.5.1 Slave Processor Bus Cycles

The interconnections between the GPU and MMU for Slave

Processor communication are shown in Figures A- 1 and A-2

(Appendix A). The low-order 16 bits of the bus are used for

data transfers. The SPC signal is bWirectional. It is pulsed by

the CPU as a low-active data strobe for Slave Processor

transfers, and is also pulsed low by the MMU to acknowl-

edge, when necessary, that It is ready to continue execution

of an MMU instruction. Since SPC is normally in a high-im-

pedance state, It must be pulled high with a 10 kn resistor,

as shown. The MMU also monitors the status lines STO-
ST3 to follow the protocol for the instruction being execut-

ed.

Data is transfen-ed between the CPU and the MMU with

Slave Processor bus cycles, illustrated in Figures 2-10 and

2-11. Each bus cycle transfers one byte or one word (16

bits) to or from the MMU.

Slave Processor bus cycles are performed by the CPU in

two clock periods, which are labeled T1 and T4. During T1,

the CPU activates SPC and, if it is writing to the MMU, it

presents data on the bus. During T4, the CPU deactivates

SPC and. If it is reading from the MMU, it latches data from

the bus. The CPU guarantees that data written to the MMU
is held through T4 to provide for the MMU's hold time re-

quirements. The CPU also guarantees that the status code

on ST0-ST3 becomes valid, at the latest, during the ckDck

period preceding T1 . The status code changes during T4 to

anticipate the next bus cycle, if any.

Note that Slave Processor bus cycles are never extended

with WAIT states. The ROY line is not sampled.

PREV. CYCLE

T4 0RTi

TUEE/8e92-13

Note 1: CPU samples Data Bus here.

FIGURE 2-10. Slave Access Timing; CPU Reading from MMU
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2.0 Functional Description (continued)

PREV. CYCLE

T40RTi T1

PHI1

PHI 2

[Jl a
n^ui-Ji.

AD0-AD1S

8T0-ST3

ADS

R n

u
x.

NEXT

TL/EE/8692-14

Note 1: MMU samples Data Bus here.

FIGURE 2-1 1. Slave Access Timing; CPU Writing to MMU

2.5.2 instruction Protocols

MMU instructions liave a thiree-byte Basic Instruction field

consisting of an ID byte followed by an Operation Word. See
Figure 3-10 for the MMU instruction encodings. The ID Byte

has three functions:

1) It identifies the instruction as being a Slave Processor

Instruction.

2) It specifies that the MMU will execute it.

3) It determines the format of the following Operation Word
of the instruction.

The CPU initiates an MMU instniction by issuing first the ID

Byte and then the Operation Word, using Slave Processor

bus cycles. The ID Byte Is sent on the least-significant byte

of the bus, in conjunction with status code 1111 (Broadcast

ID Byte). The Operation Word Is sent on the entire 16-bit

data bus, with status code 1 101 (Transfer Operation Word /

Operand). The Operation Word is sent with Its bytes

swapped; i.e., its least-significant byte is presented to the

MMU on the most-significant half of the 16-bit bus.

Other actions are taken by the CPU and the MMU according

to the instruction under execution, as shown in Tables 2-2,

2-3 and 2-4.

In executing the LMR instruction (Load MMU Register, Ta-

ble 2-2), the CPU Issues the ID Byte, the Operation Word,

and then the operand value to be loaded by the MMU. The
register to be loaded Is specified In a field within the Opera-

tion Word of the instruction.

In executing the SMR instruction (Store MMU Register, Ta-

ble 2-3), the CPU also issues the ID Byte and the Operation

Word of the Instruction to the MMU. It then waits for the

MMU to signal (by pulsing SPC low) that It is ready to pre-

sent the specified register's contents to the CPU. Upon re-

ceiving this "Done" pulse, the CPU reads first a "Status

Word" (dictated by the protocol for Slave Processor instoic-

tions) which the MMU provides as a word of all zeroes. The
CPU then reads the contents of the selected register In two

successive Slave Processor bus cycles, and places this re-

sult value Into the Instruction's destination (a CPU general-

purpose register or a memory location).

In executing the RDVAL (Read-Validate) or WRVAL (Write-

Validate) instruction, the CPU again issues the ID Byte and

the Operation Word to the MMU. However, Its next action Is

to Initiate a one-byte Read cycle from the memory address

whose protection level is being tested. It does so while pre-

senting status code 1010; this being the only place that this

status code appears during a RDVAL or WRVAL instruction.

This memory access triggers a special address translation

from the MMU. The translation Is performed by the MMU
using User-Mode mapping, and any protection vtolatlon oc-

curring during this memory cycle does not cause an Abort.

The MMU will, however, abort the CPU if the Level-1 Page

Table Entry is invalid.

Upon completion of the address translation, the MMU puls-

es SPC to acknowledge that the instruction may continue

execution.
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2.0 Functional Description (continued)

TABLE 2-2. LMR Instruction Protocol

CPU Action Status MMU Action

1
s
COz—

.

Issues ID Byte of Instruction, pulsing SRC.

Sends Operation Word of Instmction, pulsing SRC.

Issues low-order word of new register value to

MMU, pulsing SRC.

Issues high-order word of new register value to

MMU, pulsing SPC.

1111

1101

1101

1101

Accepts ID Byte.

Decodes Instruction.

Accepts word from bus; places it Into low-order half

of referenced MMU register.

Accepts word from bus; places it into high-order

half of referenced MMU register.

<?

s TABLE 2-3. SMR Instruction Protocol

o
CM CPU Action status MMU Action

Z Issues ID Byte of Instruction, pulsing SPC.

Sends Operation Word of instruction, pulsing SRC.

Walts for Done pulse from MMU.
Pulses SRC and reads Status Word from MMU.
Pulses SRC, reading low-order word of result from

MMU.
Pulses SPC, reading high-order word of result from

MMU.

1111

1101

xxxx

1110

1101

1101

Accepts ID Byte.

Decodes Instmction.

Sends Done pulse on SPC.

Presents Status Word (all zeroes) on bus.

Presents low-order word of referenced MMU
register on bus.

Presents high-order word of referenced MMU
register on bus.

TABLE 2-4. RDVAL/WRVAL Instruction Protocol

CPU Action Status MMU Action

Issues ID Byte of instruction, pulsing SRC.

Sends Operation Word of instruction, pulsing SPC.

Performs dummy one-byte memory read from

operand's location.

Waits for Done pulse from MMU
Sends SPC pulse and reads Status Word from

MMU; places bit 5 of this word into the F bit of the

PSR register.

1111

1101

1010

xxxx

1110

Accepts ID Byte.

Decodes Instruction.

Translates CPU's address, using User-Mode

mapping, and performs requested test on the

address presented by the CPU. Aborts the CPU if

the level-1 page table entry Is invalid. Starts a

Memory Cycle from the Translated Address If the

translation is successful. Aborts on protection

violations are temporarily suppressed.

Sends Done pulse on SPC.

Presents Status Word on bus. Indicating In bit 5 the

result of the test.

If the translation is successful the MMU will also start a Requests for DMA are presented in parallel to both the CPU
dummy memory cycle from the translated address. See Fig- and MMU on the HOLD pin of each. The component that

ure 2- 12. Note that, during this time the CPU will monitor the currently controls the bus then activates its Hold Acknowl-

RDY line. Therefore, for proper operation, the RDY line edge output to grant bus access to the requesting device,

must be l<ept high if the memory cycle is not perfomned. When the CPU grants the bus, the MMU passes the CPU's

The CPU then reads from the MMU a Status Word. Bit 5 of HLDA signal to its own HLDAO pin. When the MMU grants

this Status Word indicates the result of the instnjctlon: <he bus, It does so by activating its HLDAO pin directly, and

If the CPU in User Mode could have made the corre-
t*^^ ^^^ '^ "°' ™°'^^'^- "L"*' '" "^'^ =^^^ '^ 'a""^^*^-

sponding access to the operand at the specified ad- Refer to Figures 4-14. 4-15 and 4-16 for details on bus

dress (Read in RDVAL, Write In WRVAL), granting sequences.

1 If the CPU would have been aborted for a protection 2.7 BREAKPOINTiNG
violation. The MMU provides the ability to monitor references to two

Bit 5 of the Status Word is placed by the CPU Into the F bit memory locations in real time, generating a Breaitpolnt trap

of the PSR register, where it can be tested by subsequent on occurrence of any specified type of reference to either

Instructions as a condition code. location made by a program. In addition, a Breakpoint trap

Note: The MMU sets the R bit on RDVAL; R and M bits on WRVAL. may be inhibited until a specified number of such references

« s ni .» .»»-«..> >v>v..-r.^. have been performed.
2.6 BUS ACCESS CONTROL „..,. ,., ,^ ,^,.,.
Tt. Mooonon ...>,. ,. ,.,- ui-^ ^ i- u- -^ Breakpoint monitoHng IS enabled and regulated by the Set-
TTie NS32082 MMU has the capability of relinquishing its

,. ^^ ^^^p,;^,^ biis In the MSR and BPRO-1 registers.
access to the bus upon rquest from a DMA device. It does q^^ cq„«^„o ^ k onH •^ 7
this by using HOLD, HLDAI and HLDAO.

Details on the Interconnections of these pins are provide

Figures A-1 and A-2 (Appendix A).

A Breakpoint trap is signalled to the CPU as either a Non-
'" Maskable Interrupt or an Abort trap, depending on the set-

ting of the Al bit in the MSR register.

3-32



2.0 Functional Description (continued)

TL/EE/S692-15

Note 1: FLT is asserted rf the translation is not in the TLB or a WRVAL instruction is executed and the M Bit is not set.

Note 2: If the Level-1 PTE is not valid, an abort is generated, SPC is issued in TIVIMU and FLT is deasserted in T2.

Note 3: If a protection violation occurs or the Level-2 PTE is invalid, an Idle State is inserted here, PAV is not pulsed and SPC is puised during this Idle State.

FIGURE 2-12. FLT Deassertion During RDVAL/WRVAL Execution

The MSR register also indicates wliich breakpoint register

triggered the break, and the direction (read or write) and

type of memory cycle that was detected. The breakpoint

address is not placed into the EIA register, as this register

holds the addresses of address translation errors only. The
breakpoint address is, however, available In the indicated

Breakpoint register.

On occurrence of any trap generated by the MMU, Including

the Breakpoint trap, the BEN bit in the MSR register is im-

mediately cleared, disabling any further Breakpoint traps.

Enabling breakpoints may cause variations in the bus timing

given In the previous sections. Specifically:

1) While either breakpoint is enabled to monitor physical ad-

dresses, the MMU Inserts an additional clock period into

all bus cycles by asserting the FLT line for one clock. See
ngure2-f3.

2) If the CPU Initiates an instruction prefetch from a location

at which a breakpoint Is enabled on Execution, the MMU
asserts the FLT line to the CPU, performs the memory
cycle itself, and Issues an edited Instruction word to the

CPU. See Figure 2-14 and Section 2.7.1.

Note: Instructions which use two operands, a read-type and a write-type

(e.g., iVIOVD 0{r1).0(r2), with the first operand valid and protected to

allow user reads, and the second operand either invalid (page fault) or

write protected, cause a read-type break event to occur for the first

operand regardless of the outcome of the instruction. Each time the

instruction is retried, the read-event is recorded. Hence, the breal^-

point count register may reflect a different count than a casual as-

sumption would lead one to. The same effect can occur on a RMW
type operand with read only protection.

2.7.1 Breakpoints on Execution

The Series 32000 CPUs have an Instruction prefetch which

requires synchronizatkjn with execution breakpoints. In con-

sideration of this, the MMU only issues an execution break-

point when an instruction Is prefetched with a nonsequential

status code and the conditions specified in a breakpoint reg-

ister are met. This guarantees that the Instruction prefetch

queue is empty and there are not pending Instructions in the

pipeline. There are three cases to consider:

Case 1 : A nonsequential instruction prefetch is made to

a breakpolnted address.

Response: The queue Is necessarily empty. The breakpoint

Is Issued.

Case 2, 3: A sequential prefetch is made to a breakpolnted

address OR a prefetch is made to an even ad-

dress and the breakpoint is on the next odd ad-

dress.

Response: In these cases, there may be instructions pend-

ing In the queue which must finish before the

breakpoint is fired. Instead of putting the op-

code byte (the one specified by the breakpolnt-

ed address) in the queue, a DIA Instruction is

substituted for it. DIA is a single byte instruction

which branches to Itself, causing a queue flush.

When the DIA executes, the breakpoint address

is again issued, this time with nonsequential

fetch status and the problem is reduced to

case 1.

Note: Execution breakpoints cannot be used when the MMU is connected

to either an NS32032 or an NS32332 CPU.
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2.0 Functional Description (continued)

PHI1 _

PHI2

T1n
1 1

TMMUn
1 1

Tf

1

1 1

T2n
1 1

T3n
1 1

T4n
1 1 r

m

m

FLT \ /
t

t

u.

RSf/ABT •

JNT
* *

TL/EE/8692-16

Note: If a breakpoint condition is met and abort on breaitpoint is enabled, tiie bus cycle is aborted. In this case fCT is stretched by one docii cycle.

FIGURE 2-13. Bus Timing with Breai<polnt on Physical Address Enabled

CPU STATES

MMU STATES

PHM

A16-24

ADO- 15

T4 T1 OR Ti

T1 I TI OR Tl

RDTI
(^

(BY m\i')\ (BY CPU)j

Note 1; If a breakpoint on physical address is enabled, an extra clock cycle is inserted here.

FIGURE 2-14. Execution Breakpoint Timing; Insertion of DIA instruction

TLyEE/8692-17
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3.0 Architectural Description

3.1 PROGRAMMING MODEL

The MMU contains a set of registers through which the CPU
controls and monitors management and debugging func-

tions. These registers are not memory-mapped. They are

examined and modified by executing the Slave Processor

instructions LMR (Load Memory Management Register) and

SMR (Store Memory Management Register). These instnic-

tions are explained in Section 3.11, along with the other

Slave Processor instructions executed by the MMU.

A brief description of the MMU registers is provided below.

Details on their formats and functkjns are provided in the

following sections.

PTBO, PTB1—Page Table Base Registers. They hold the

physical memory addresses of the Page Tables referenced

by the MMU for address translation. See Section 3.3.

EIA—Error/Invalidate Register. Dual-function register,

used to display error addresses and also to purge cached

translation information from the TLB. See Section 3.4.

BPRO, BPR1—Breaicpoint Registers. Specify the condi-

tions under which a breakpoint trap is generated. See Sec-

tion 3.5.

BCNT—Brealcpoint Counter Register. 24-bit counter used

to count BPRO events. Allows the breakpoint trap from the

BPRO register to be inhibited until a specified number of

events have occun-ed. See Section 3.6.

MSR—Memory Management Status Register. Contains

basic control and status fields for all MMU functions. See

Section 3.7.

3.2 MEMORY MANAGEMENT FUNCTIONS

The NS32082 uses sets of tables in physical memory (the

"Page Tables") to define the mapping from virtual to physi-

cal addresses. These tables are found by the MMU using

one of its two Page Table Base registers: PTBO or PTB1.

Which register is used depends on the currently selected

address space. See Section 3.2.2.

3.2.1. Page Table Structure

The page tables are arranged in a two-level structure, as

shown in Figure 3- 1. Each of the MMU's PTBn registers may
point to a Level-1 page table. Each entry of the Level-1

page table may in turn point to a Level-2 page table. Each

Level-2 page table entry contains translation information for

one page of the virtual space.

The Level-1 page table must remain in physical memory
while the PTBn register contains its address and translation

is enabled. Level-2 Page Tables need not reside in physical

memory permanently, but may be swapped into physical

memory on demand as is done with the pages of the virtual

space.

The Level-1 Page Table contains 256 32-bit Page Table

Entries (PTE'S) and therefore occupies 1 Kbyte. Each entry

of the Level-1 Page Table contains fields used to construct

the physical base address of a Level-2 Page Table. These

fields are a 15-bit PFN field, providing bits 9-23 of the physi-

cal address, and an MS bit providing bit 24. The remaining

bits (0-8) are assumed zero, placing a Level-2 Page Table

always on a 512-byte (page) boundary.

TL/EE/B692-18

FIGURE 3-1. Two-Level Page Tables
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3.0 Architectural Description (continued)

Level-2 Page Tables contain 128 32-blt Page Table entries,

and so occupy 512 bytes (1 page). Each Level-2 Page Table

Entry points to a final 512-byte physical page franne. In other

words, Its PFN and MS fields provide the Page Frame Num-

tier portion (bits 9-24) of the translated address (Figure 3-3).

The OFFSET field Of the translated address Is taken directly

from the corresponding field of the virtual address.

3.2.2 Virtual Address Spaces

When the Dual Space option is selected for address transla-

tion in the MSR (Sec. 3.7) the MMU uses two maps: one for

translating addresses presented to It In Supervisor Mode
and another for User Mode addresses. Each map is refer-

enced by the MMU using one of the two Page Table Base

registers: PTBO or PTB1. The MMU determines the CPU's

current mode by monitoring the state of the U/S pin and

applying the following rules.

1) While the CPU is In Supervisor Mode (U/S pin = 0), the

CPU Is said to be presenting addresses belonging to Ad-

dress Space 0, and the MMU uses the PTBO register as

Its reference for looking up translations from memory.

2) While the CPU Is in User Mode (U/S pin = 1), and the

MSR DS bit is set to enable Dual Space translation, the

CPU Is said to be presenting addresses belonging to Ad-

dress Space 1, and the MMU uses the PTB1 register to

look up translations.

3) If CXial Space translation is not selected in the MSR,

there is no Address Space 1 , and all addresses present-

ed in both Supervisor and User modes are considered by

the MMU to be in Address Space 0. The privilege level of

the CPU is used then only for access level checking.

Note: When the CPU executes a Dual-Space Move instructicn (MOVUSi or

MOVSUi), it tempofarily enters User Mode by switching the state of

the U/S pin. Accesses made by the CPU during this time are treated

by the MMU as User-Mode accesses for both mapping and access

level checking. It is possible, however, to force the MMU to assume

Supervisor-Mode privilege on such accesses by setting the Access

Ovenide (AO) bit in the MSR (Sec. 3.7).

3.2.3 Page Table Entry Formats

Figure 3-2 shows the formats of Level-1 and Level-2 Page

Table Entries (PTE's). Their formats are Identical except for

the "M" bit, which appears only in a Level-2 PTE.

The bits are defined as follows:

V Valid. The V bit is set and cleared only by software.

V = 1 => The PTE is valid and may be used for trans-

lation by the MMU.

V=0=> The PTE does not represent a valid transla-

tion. Any attempt to use this PTE will cause

the MMU to generate an Abort trap. While

V=0, the operating system may use all oth-

er bits except the PL field for any desired

function.

PL Protection Level. This two-bit field establishes the

types of accesses permitted for the page In both User

Mode and Supervisor Mode, as shown in Table 3-1.

The PL field is modified only by software. In a Level-1

PTE, it limits the maximum access level allowed for all

pages mapped through that PTE.

TABLE 3-1. Access Protection Levels

Mode U/S
Protection Level Bits (PL)

00 01 10 11

User

Supervisor

1 no

access

no

access

read

only

full

access

read

only

full

access

full

access

full

access

R Referenced. This is a status bit, set by the MMU and

cleared by the operating system, that indicates wheth-

er the page mapped by this PTE has been referenced

within a period of time determined by the operating

system, it is intended to assist In implementing memo-

ry allocation strategies. In a Level-1 PTE, the R bit

indicates only that the Level-2 Page Table has been

referenced for a translafion, without necessarily Imply-

ing that the translation was successful. In a Level-2

PTE, it indicates that the page mapped by the PTE
has been successfully referenced.

R = 1 => The page has been referenced since the R
bit was last cleared.

R = => The page has not been referenced since the

R bit was last cleared.

Note: The RDVAL and WRVAL instnictions set the Level-1 and Level-2 bits

for the page whose protection level is tested. See Sections 2.5.2 and

3.11.

M Modified. This Is a status bit, set by the MMU whenev-

er a write cycle is successfully performed to the page

mapped by this PTE. It is initialized to zero by the

operating system when the page Is brought Into physi-

cal memory.

M = 1 => The page has been modified since It was

last brought into physical memory.

M =0=> The page has not been modified since It

was last brought into physical memory.

In Level-1 Page Table Entries, this bit position is unde-

fined, and is altered in an undefined manner by the

MMU while the V bit is 1.

Note: The WRVAL instmction sets the M bit for the page whose protection

levef is tested. See Sections 2.5.2 and 3.11.

NSC Reserved. These bits are Ignored by the MMU and

their values are not changed.

They are reserved by National, and therefore should

not be used by the user software.

USR User bits. These bits are ignored by the MMU and

their values are not changed.

They can be used by the user software.

I
MS

I :
:(RESERVED);

I ; ; ; >*& frame number (P>N)]
'

\ \ I
USR

I
NSC

I
M

I
R "TT |v|

9 8 54

FIGURE 3-2. A Page Table Entry

"n./EE/8692-19
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3.0 Architectural Description (continued)

PFN Page Frame Number. This 1 5-bit fieid provides bits

9-23 of the Page Frame Number of the physical ad-

dress. See Figure 3-3.

MS Memory System. This bit represents the most signifi-

cant bit of the physical address, and is presented by

the MMU on pin A24. This bit is treated by the MMU no
differently than any other physical address bit, and can

be used to implement a 32-Mbyte physical addressing

space if desired.

3.2.4 Physical Address Generation

When a virtual address Is presented to the MMU by the CPU
and the translation information is not in the TLB, the MMU
performs a page table lookup in order to generate the physi-

cal address.

The Page Table structure is traversed by the MMU using

fields talten from the virtual address. This sequence is dia-

grammed in Figure 3-3.

Bits 9-23 of the virtual address hold the 15-bit Page Num-
t>er, which in the course of the translation is replaced with

the 16-t)it Page Frame Numtier of the physical address. The

VIRTUAL ADDRESS

16 15 9 8

virtual Page Number field is further divided into two fields.

INDEX 1 and INDEX 2.

Bits 0-8 constitute the OFFSET field, which identifies a

byte's position within the accessed page. Since the byte

position within a page does not change with translation, this

value Is not used, and is simply echoed by the MMU as bits

0-8 of the final physical address.

The 8-bit INDEX 1 field of the virtual address is used as an

index into the Level-1 Page Table, selecting one of its 256
entries. The address of the entry is computed by adding

INDEX 1 (scaled by 4) to the contents of the current Page
Table Base register. The PFN and MS fields of that entry

give the base address of the selected Level-2 Page Table.

The INDEX 2 field of the virtual address (7 bits) is used as

the index into the Level-2 Page Table, by adding it (scaled

by 4) to the base address taken from the Level-1 Page Ta-

ble Entry, the PFN and MS fields of the selected entry pro-

vide the entire Page Frame Number of the translated ad-

dress.

The offset field of the virtual address is then appended to
InAl »u :..« I.J
M lai ^iiyoi^ai auuii^os.

(1) SELECT 1ST PTE

IF OS = THEN

n =
ELSE

n = 1 FOR USER MODE
11 = FOR SUPV MODE

24 23 9 8 2 10
(21 SELECT 2ND PTE

PHYSICAL ADDRESS IMS

24 23 9 8

(3) GENERATE PHYSICAL

ADDRESS

TL/EE/8692-S0

FIGURE 3-3. Virtual to Physical Address Translation
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3.0 Architectural Description (continued)

3.3 PAGE TABLE BASE REGISTERS (PTBO, PTB1)

The PTBn registers hold the physical addresses of the Lev-

el-1 Page Tables.

The format of these registers Is shown in Figure 3-4. The

least-significant 10 bits are permanently zero, so that each

register always points to a 1 Kbyte boundary in memory.

The PTBn registers may be loaded or stored using the MMU
Slave Processor Instructions LMR and SMR (Section 3.11).

3.4 ERROR/INVALIDATE ADDRESS REGISTER (EIA)

The Error/Invalidate Address register Is a dual-purpose reg-

ister.

1) When it is read using the SMR Instruction, it presents the

virtual address which last generated an address transla-

tion error.

2) When a virtual address is written into it using the LMR
instruction, the translation for that virtual address is

purged, if present, from the TLB. This must be done

whenever a Page Table Entry has been changed in mem-

ory, since the TLB might otherwise contain an Incorrect

translation value.

The format of the EIA register is shown In Figure 3-5. When
a translation error occurs, the cause of the error is reported

by the MMU in the appropriate fields of the MSR register

(Section 3.7). The ADDRESS field of the EIA register holds

the virtual address at which the error occurred, and the AS
bit Indicates the address space that was In use.

In writing a virtual address to the EIA register, the virtual

address is specified in the low-order 24 bits, and the AS bit

specifies the address space. A TLB entry is purged only if it

matches both the ADDRESS and AS fields.

Another technique for purging TLB entries is to load a PTBn
register. This automatically purges all entries associated

with the addressing space mapped by that register. Turning

off translation (clearing the MSR TU and/or TS bits) does

not purge any entries from the TLB.

3.5 BREAKPOINT REGISTERS (BPRO, BPR1)

The Breakpoint registers BPRO and BPR1 specify the ad-

dresses and conditions on which a Breakpoint trap will be

generated. They are each 32 bits In length and have the

format shown in Figure 3-6. All Implemented bits of BPRO
and BPR1 are readable and writable.

Bits through 23 and bit 31 (AS) specify the breakpoint

address. This address may be either virtual or physical, as

specified in the VP bit.

Bits 24 and 25 are not implemented. Bit 26 (CE) is not im-

plemented in register BPR1.

nil
T 1—i

1 r
ADDRESS BITS 10-23

I

31

E

TL/EE/8692-21

FIGURE 3-4. Page Table Base Registers (PTBO, PTB1)
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r

VIRTUAL ADDBESS
T 1 1 I

(RESEflVED)

FIGURE 3-5. EIA Register
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—

I I I

T—I—I—

r

T—r^
TL/Eg/S692-23

FIGURE 3-6. Breakpoint Registers (BPRO, BPR1)
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3.0 Architectural Description (continued)

Bits 26 through 30 specify the breakpoint conditions. Break-

point conditions define how the breakpoint address is com-
pared and which conditions permit a break to be generated.

A Breakpoint register can be selectively disabled by setting

all of these bits to zero.

AS Address Space. This bit depends on the setting of

the VP bit. For virtual addresses, this bit contains the

AS (Address Space) qualifier of the virtual address

(Section 3.2.2). For physical addresses, this bit con-

tains the MS (Memory System) bit of the physical

address.

Virtual/Physical. If VP is 0, the breakpoint address is

compared against each referenced virtual address. If

VP Is 1, the breakpoint address is compared against

each physical address that Is referenced by the CPU
(i.e. after translation).

Break on Execution. If BE is 1, a break is generated

immediately before the Instruction at the breakpoint

address is executed. While this option is enabled, the

breakpoint address must be the address of the first

VP

BE

byte Ci an instruction,

disabled.

uirs uuiiUiLiuir rs»

Note: This option cannot be used in systems based on any CPU with a 32-

bit wide bus.

The BE bit should only be set when the CPU has a 16-bit bus (i.e.

NS32016, NS32C01 6). In other systems, use instead the BPT instnic-

tion placed in memory, to signal a break.

BR Break on Read. If BR is 1 , a break is generated when
data is read from the breakpoint address. Instnjction

fetches do not trigger a Read breakpoint. If BR Is 0,

this condition is disabled.

BW Break on Write. If BW is 1 , a break is generated when
data is written to the breakpoint address or when
data is read from the breakpoint address as the first

part of a read-modify-write access. If BW Is 0, this

condition Is disabled.

CE Counter Enable. This bit is implemented only In the

BPRO register. If CE is 1 , no break is generated un-

less the Breakpoint Count register (BCNT, see be-

low) is zero. The BCNT register decrements when
the condition for the breakpoint in register BPRO is

met and the BCNT register is not already zero. If CE
is 0, the BCNT register is disabled, and breaks from

BPRO occur immediately.

Note 1: The bits BR, BW and CE should not ail be set The counting per-

formed by the MMU becomes inaccurate, and in Abort Mode (MSR
Al bit set), it can trap a program in such a way as to make it impossi-

ble to retry the breakpointed instnjction correctly.

Note 2: An execution breakpoint should not be counted (BE and CE bits

both set) if it is placed at an address that is the destination of a
branch, or if it folbws a queue-fiushing instructron. See Table 3-2.

The counting performed by the f*1MU wili be inaccurate if interrupts

occur during the fetch of that address.

TABLE 3-2. Instructions Causing
Non-Sequential Fetches

Branch

ACBI Add, Compare and Branch: unless result is zero

BR Branch (Unconditional)

BSR Branch to Subroutine

Bcond Branch (Conditional): only if condition Is met

CASEi Case Branch

GXP Call External Procedure

CXPD Call External Procedure with Descriptor

DIA Diagnose

JSR Jump to Subroutine

JUMP Jump

RET Return from Subroutine

RXP Return from External Procedure

BPT Breakpoint Trap

FLAG Trap on Flag

RET! Return from interrupt if MSR loaded properly

by supervisor

Return from Trap: if MSR loaded property by

supen/isor

Supervisor Call

Also all traps or Intenupts not generated by the MMU.

Branch to Following Instruction

BICPSRI Bit Clear in PSR

Bit Set in PSR

Load Memory Management Register

Load Processor Register unless UPSR is the

register specified

Move Value from Supervisor to User Space

Move Value from User to Supervisor Space

Wait: fetches next instruction before waiting

3.6 BREAKPOINT COUNT REGISTER (BCNT)

The Breakpoint Count register (BCNT) permits the user to

specify the number of breakpoint conditions given by regis-

ter BPRO that should be ignored before generating a Break-

point trap. The BCNT register is 32 bits in length, containing

a counter in its low-order 24 bits, as shown in Figure 3-7.

The high-order eight bits are not used.
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LMR

LPRI
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TL/EE/8692-24

FIGURE 3-7. Breakpoint Count Register (BCNT)
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3.0 Architectural Description (continued)

The BCNT register affects tfie generation of Breal^polnt

traps only wlien it is enabled by the CE bit in the BPRO

register. When the BPRO breakpoint condition is encoun-

tered, and the BPRO CE bit is 1 , the contents of the BCNT
register are checked against zero. If the BCNT contents are

zero, a breakpoint trap Is generated. If the contents are not

equal to zero, no breakpoint trap is generated and the

BCNT register is decremented by 1

.

If the CE bit in the BPRO register is 0, the BCNT register is

ignored and the BPRO condition breaks the program execu-

tion regardless of the BCNT register's contents. The BCNT
register contents are unaffected.

3.7 MEMORY MANAGEMENT STATUS REGISTER (MSR)

The Memory Management Status Register (MSR) provides

overall control and status fields for both address translation

and debugging functions. The format of the MSR register is

shown in Figure 3-8.

The MSR fields relevant to either of the above functions are

described in the following sub-sections.

3.7.1 MSR Fields for Address Translation.

Control Functions

The address translation control bits in the MSR, ad excep-

tion of the R bit, are both readable (using the SMR instrac-

tion) and writable (using LMR).

R Reset. When read, this bit's contents are undefined.

Whenever a "1" is written into it, MSR status fields

TE, B, TET, ED, BD, EST and BST are cleared to all

zeroes. (The BN bit is not affected.)

TU Translate User-Mode Addresses. While this bit is
"1

",

the MMU translates all addresses presented while the

CPU is in User Mode. While it is "0", the MMU ech-

oes all User-Mode virtual addresses without perform-

ing translation or access level checking. This bit is

cleared by a hardware Reset.

Note: Altering the TU bit has no effect on tlie contents of tfie TLB.

TS Translate Supervisor-Mode Addresses. While this bit

is
"1

", the MMU translates all addresses presented

while the CPU is in Supervisor Mode. While it is "0",

the MMU echoes all Supervisor-Mode virtual address-

es without translation or access level checking. This

bit is cleared by a hardware Reset.

Note: Altering tfie TS bit has no effect on the contents of the TLB.

DS Dual-Space Translation. While this bit is
"1

", Supervi-

sor Mode addresses and User Mode addresses are

translated independently of each other, using sepa-

rate mappings. While it is "0", both Supervisor Mode
addresses and User Mode addresses are translated

using the same mapping. See Section 3.2.2.

AO Access Level Override. This bit may be set to tempo-

rarily cause User Mode accesses to be given Supervi-

sor Mode privilege. See Section 3.10.

Status Fields

The MSR status fields may be read using the MSR instruc-

tion, but are not writable. Instead, all status fields (except

the BN bit) may be cleared by loading a "1" into the R bit

using the LMR instruction.

TE Translation Error. This bit is set by the MMU to indi-

cate that an address translation error has occurred.

This bit is cleared by a hardware reset.

TET Translation Error Type. This three-bit field shows the

reason(s) for the last address translation enror report-

ed by the MMU. The format of the TET field is shown

below.

IL2 IL1 PL

PL Protection Level error. The access attempted

by the CPU was not allowed by the protection

level assigned to the page it attempted to ac-

cess (forbidden by either of the Page Table

Entry PL fields).

IL1 Invalid Level 1. The Level-1 Page Table Entry

was invalid (V bit = 0).

IL2 Invalid Level 2. The Level-2 Page Table Entry

was invalid (V bit = 0).

These error indications are not mutually exclusive. A
protection level error and an invalid translation error

can be reported simultaneously by the MMU.

ED Error Direction. This bit indicates the direction of the

transfer that the CPU was attempting on the most

recent address translation error.

ED= => Write cyde.

ED=1=>Read cycle.

EST Error Status. This 3-bit field is set on an address

translation error to the low-order three bits of the CPU
status bus. Combinations appearing in this field are

summarized below.

000 Sequential instruction fetch

001 Non-sequential instruction fetch

01 Operand transfer (read or write)

01

1

The Read action of a read-modify-write trans-

fer (operands of access class "rmw" only: See

the Series 32000 Instruction Set Reference

Manual for further details).

100 A read transfer which is part of an effective

address calculation (Memory Relative or Exter-

nal mode)

I ;
(RESERVED)

\
| [ | | Al |UB|BEN| AO

|
DS| TS | TU

|
>Sf | 'ESf | BD | ED |XI ^l^

I
JTEl' |

B
|
R

|
TE

|

31 24 23 1615 8 7

TUEE/8692-25

Note: In some Series 32000 documentation, the bits TE, R and B are jointiy referenced with the Iteyword "ERG".

FIGURE 3-8. Memory Management Status Register (MSR)
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3.0 Architectural Description (Continueci)

3.7.2 MSR Fields for Debugging

Control Functions

Breakpoint control bits in ttie MSR are both readable (using

the SMR instruction) and writable (using LMR).

BEN Breakpoint Enable. Setting this bit enables both

Breakpoint Registers (BPRO, BPR1) to monitor CPU
activity. This bit is cleared by a hardware reset or

whenever a Breakpoint trap or an address translation

en'or occurs. If only one breakpoint register must be
enabled, the other register should be disabled by
clearing all of its control bits (bits 26-31) to zeroes.

Note: When the BEN bit is set (using the LMR instruction), the MMU en-

ables brealqx)ints only after two non-sequential instruction fetch cy-

cles have been completed by the CPU. See Section 3.9.

UB User-Only Breakpointing. When this bit is set in con-

junction with the BEN bit, it limits the Breakpoint

Registers to monitor addresses only while the CPU is

in User Mode.

Al Abort/Interrupt. This bit selects the action taken by
the MMU on a breakpoint. While Al is "0" the MMU
generates a pulse on the INT pin (this can be used to

generate a non-maskable intenupt). While Al is
"1"

the MMU generates an Abort pulse instead.

Status Fields

The MSR status fields may be read using the SMR instaic-

tion, but are not writable. Instead, all status fields (except

the BN bit) may be cleared by loading a "1" into the R bit

using the LMR instruction. See Section 3.7.1.

B Break. This bit is set to indicate that a breakpoint trap

has been generated by the MMU.

BN Breakpoint Number. The BN bit contains the register

number for the most recent breakpoint trap generat-

ed by the MMU. If BN is 1 . the breakpoint was trig-

gered by the BPR1 register. If BN is 0, the breakpoint

was triggered by the BPRO register. If both registers

trigger a breakpoint simultaneously, the BN bit is set

tol.

BD Break Direction. This bit indicates the direction of the

transfer that the CPU was attempting on the access
that triggered the most recent breakpoint trap. It is

loaded from the complement of the DDIN pin.

BD=0=> Write cycle.

BD = 1=> Read cycle.

BST Breakpoint Status. This 3-bit field is loaded on a
Breakpoint trap from the low-order three bits of the

CPU status bus. Combinations appearing in this field

are summarized below.

000 No break has occurred since the field was last

reset.

001 Instruction fetch

010 Operand transfer (read or write)

01

1

The Read action of a read-modify-write trans-

fer (operands of access class "rmw" only:

See the Series 32000 Instntotion Set Refer-

ence Manual for further details).

100 A read transfer which is part of an effective

address calculation (Memory Relative or Ex-
ternal mode)

Note; The BST field encodings 000 and 001 differ from those of the EST
field (Section 3.7.1) because the MMU inserts a DIA instniction into

the instruction stream in implementing Execution breakpoints (Section
2.7.1). One side effect of this is that a breakpoint trap is never trig-

gered directly by a sequential instruction fetch cycle.

3.8 TRANSLATION LOOKASIDE BUFFER (TLB)

The Translation Lookaside Buffer is an on-chip fully asso-
ciative memory. It provkjes direct virtual to physical mapping
for the 32 most recently used pages, requiring only one
dock period to perform the address translation.

The efficiency of the MMU is greatly increased by the TLB,
which bypasses the much longer Page Table lookup in over
97% of the accesses made by the CPU.

Entries in the TLB are allocated and replaced by the MMU
itself; the operating system is not involved. The TLB entries

cannot be read or written by software; however, they can be
purged from it under program control.

Figure 3-9 models the TLB. Information is placed into the
TLB whenever the MMU peforms a lookup from the Page
Tables in memory. If the retrieved mapping is valid (V= 1 in

both levels of the Page Tables), and the access attempted
is permitted by the protection level, an entry of the TLB is

loaded from the information retrieved from memory. The re-

cipient entry is selected by an on-chip circuit that imple-

ments a Least-Recently-Used (LRU) algorithm. The MMU
places the virtual page number (15 bits) and the Address
Space qualifier bit into the Tag field of the TLB entry.

The Value portkDn of the entry is loaded from the Page Ta-

bles as follows:

The Translation field (16 bits) is loaded from the MS bit

and PFN field of the Level-2 Page Table Entry.

The M bit is loaded from the M bit of the Levei-2 Page
Table Entry.

The PL field (2 bits) is loaded to reflect the net protection

level imposed by the PL fields of the Level-1 and Level-2

Page Table Entries.

(Not shown in the figure are additional bits associated with

each TLB entry which flag it as full or empty, and which
select it as the recipient when a Page Table lookup is per-

formed.)

When a virtual address is presented to the MMU for transla-

tion, the high-order 15 bits (page number) and the Address
Space qualifier are compared associatively to the corre-

sponding fields in all entries of the TLB. When the Tag por-

tion of a TLB entry completely matches the input values, the

Value portion is produced as output. If the protection level is

not violated, and the M bit does not need to be changed,
then the physical address Page Frame number is output in

the next clock cycle. If the protection level is violated, the

MMU instead activates the Abort output. If no TLB entry

matches, or if the matching entry's M bit needs to be

changed, the MMU performs a page-table lookup from

memory.

Note that for a translation to be loaded into the TLB it is

necessary that the Level-1 and Level-2 Page Table Entries

be valid (V bit = 1). Also, it is guaranteed that in
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3.0 Architectural Description (continued)

the process of loading a TLB entry (during a Page Table

lookup) the Level-1 and Level-2 R bits will be set in memory

if they were not already set. For these reasons, there is no

need to replicate either the V bit or the R bit in the TLB

entries.

Whenever a Page Table Entry in memory is altered by soft-

ware, it is necessary to purge any matching entry from the

TLB, othenvise the MMU would be translating the corre-

sponding addresses according to obsolete information. TLB

entries may be selectively purged by writing a virtual ad-

dress to the EIA register using the LMR instruction. The TLB

entry (if any) that matches that virtual address is then

purged, and its space is made available for another transla-

tion. Purging is also performed by the IVIMU whenever an

address space is remapped by altering the contents of the

PTBO or PTB1 register. When this is done, the MMU purges

all the TLB entries con-esponding to the address space

mapped by that register. Turning translation on or off (via

the MSR TU and TS bits) does not affect the contents of the

TLB.

Note: If the value in the PTBO register must tie changed, It is strongly reoom-

mended that the translation be disabled belore loading the new value,

otherwise the purge perfomied may be incomplete. This is due to

instruotior prefetches and/or memory read cycles occurring during

the LMR instruction which may restore TLB entries from the old map.

3.9 ENTRY/RE-ENTRY INTO PROGRAMS
UNDER DEBUGGING
Whenever the MSR is written, breakpoints are disabled. Af-

ter two non-sequential instnjction fetch cycles have com-

pleted, they are again enabled if the new BEN bit value is

'1'. The recommended sequence for entering a program un-

der test is:

LI^R MSR, New_Value

RETT n lorRETl

executed with intenupts disabled (CPU PSR I bit off).

This feature allows a debugger or monitor program to return

control to a program being debugged without the risk of a

false breakpoint trap being triggered during the return.

The LMR insfruction perfomns the first non-sequential fetch

cycle, in effect branching to the next sequential instruction.

The RETT (or RETI) instruction performs the second non-

sequential fetch as its last memory reference, branching to

the first (next) instruction of the program under debug. The

non-sequential fetch caused by the RETT instructton, which

might not have occurred otherwise, is not monitored.

3.10 ADDRESS TRANSLATION ALGORITHM

The MMU either translates the 24-bit virtual address to a

25-bit physical address or reports a translation error. This

process is described algorithmically in the following pages.

See also Figure 3-3.

VIRTUAL

ADDRESS

(U/S, ZZZ)

COMPARISON

TAG VALUE 1

AS
PAGE NUMBER

(15 BITS)
PL M

TRANSUTION

(16 Bns)

XXX 11

1 yyy 11 nnn

ZZZ 11 1 PPP

1 www 00 1 qqq

TRANSUTED
ADDRESS

(PPP)

TL/EE/8692-26

FIGURE 3-9. TLB Model
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MMU Page Table Lookup and Access Validation Algoritiim
Legend

:

X = y X is assigned the value y
X == y Comparison expression, true if x is equal to y
X AND y Boolean AKD expression, true only if assertions x and y are both true
X OK y Boolean inclusive OR expression, true if either of assertions x and y is true
; Delimiter marking end of statement

f • . . ) Delimiters enclosing a statement block
item(i) Bit number i of structure "item"

item(i;3) The field from bit number i through bit number j of structure "item"
item.x The bit or field named "x" in structure "item"
DONE Successful end of translation ; MMU provides translated address
ABORT Unsuccessful end of translation; MMU aborts CPU access
This algorithm represents for all oases a valid definition of address translation.
Bus activity Implied here occurs only if the TLB does not contain the mapping,
or If the reference requires that the MMU alter the M bit of the Page Table Entry.
Otherwise, the MMU provides the translated address in one clock period.
Input (from CPU)

z

U (1 if U/S is high)

W (1 if DDIN input is high)

VA Virtual address consisting of:

INDEX.! (from pins A23-A16)

IHDEX_2 (from, pins AD15-AD9)

OFFSET (from pins ADS -ADO)

ACCESS.LEVEL The access level of a reference is a 2-blt value synthesized by the MMU from CPU status:
bit 1 = U AND NOT MSR.AO (U from U/S input pin)

bit 0=1 for Write cycle, or Read cycle of an "rmw" class operand access
otherwise.

Output

:

PA Physical Address on pins A24-A16, AD15-AD0;

or

Abort pulse on RST/ABT pin.

Uses:

MSR Status Register;

fields TU, TS and DS

k-Z80ZeSN/8-Z80Z€SN/9-Z80Z&SN
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MMU Page Table Lookup and Access Validation Algorithm (continued)

PTBO Page Table Base Register

Page Table Base Register 1

Level-1 Page Table Entry:

fields PFN, PL, V, R and MS

Pointer, holding address of PTE_1

Level-2 Page Table Entry:

fields PFH, PL, V, M, R and MS

Pointer, holding address of FIE_2

= 0) AND (U == 1) ) OR ( (MSR.TS ==0) AND (U ==0) ) If translation not enabled then echo

PIBl

PIE_1

PIEP.l

PIE_2

PTEP_2

II ( (MSR.TU

THEN ( PA (0:23) = VA(0:23) ; PA (24) = ; DONE ] ;

IF (MSR.DS == 1) AND (U == 1)

THEN ( PIEP_1(24) = PIBl. MS ; PTEP_1{23:10) = PTB1(23:10) ;

PIEP_1(9:2) = VA.INDEX_1 ; PTEP_1{1:0) =0 1

ELSE ( PIEP_1(24) = PTBO.MS ; PIEP_1(23:10) = PTB0C23:10) ;

PTEP_1(9:2) = VA.IHDEX_1; PTEP_1(1:0) =

virtual address as physical address.

If Dual Space mode and CPU in User Mode

then form Level-1 PIE address

from PIBl register,

else form Level-1 PIE address

from PTBO register.

LEVEL 1 PAGE TABLE LOOKUP - -

IF ( ACCESS_LEVEL > PIE_1.PL ) OR (PTE.l.V

THEN ABORT ;

0)

IF PTE.l.R ==0 THEN PIE_1.R

PIE_1(4) = (undefined value) ;

1 ;

FIEP_2(24) = PTE.l.MS ; PTEP_2(23!9) = PIE_1.PFN

PTEP_2(8:2) = VA.IHDEX_2 ; PTEP_2(1:0) = ;

If protection violation or invalid Level-2 page

table then abort the access.

Otherwise, set Reference bit If not already set,

(the M bit position may be garbaged)

and form Level-2 PIE address.

- - LEVEL 2 PAGE TABLE LOOKUP

IF ( ACCESS-LEVEL > PIE_2.PL ) OR ( PTE_2.V

THEN ABORT ;

= )

IF PTE_2.R = = THEN PTE_2.R = = 1 ;

IF ( W == 1) AND ( PTE_2.M == ) THEN PTE_2.M = 1 ;

PA (24)

DONE ;

PIE_2.MS ; PA(23:9) = PTE.2.PFN ; PA(8:0) = VA. OFFSET

If protection violation or invalid page

then abort the access.

Otherwise, set Referenced bit if not already set,

if Write cycle set Modified bit If not

already set,

and generate physical address.



3.0 Architectural Description (Continued) 4.0 Device Specifications

3.11 INSTRUCTION SET

Four instructions of the Series 32000 instruction set are ex-

ecuted cooperatively by tlie CPU and MMU. These are:

LMR Load Memory Management Register

SMR Store Memory Management Register

RDVAL Validate Address for Reading

WRVAL Validate Address for Writing

The format of the MMU slave instructions is shown in Figure

3-10. Table 3-3 shows the encodings of the "shorf ' field for

selecting the various MMU internal registers.

TABLE 3-3. "Short" Field Encodings

"Short" Field Register

0000 BPRO

0001 BPR1

1010 MSR
^n^^ BCNT
1100 PTBO

1101 PTB1

1111 EIA

Note; All other codes are illegal. They will cause unpredictable registers to

tie selected if used in an instruction.

For reasons of system security, all MMU instructions are

privileged, and the CPU does not issue them to the MMU in

User Mode. Any such attempt made by a User-Mode pro-

gram generates the Illegal Operation trap. Trap (ILL). In ad-

dition, the CPU will not issue MMU instructions unless its

CFG register's M bit has been set to validate the MMU in-

struction set If this has not been done, MMU instructions

are not recognized by the CPU, and an Undefined Instruc-

tion trap. Trap (UND), results.

The LMR and SMR instructions load and store MMU regis-

ters as 32-bit quantities to and from any general operand

(Including CPU General-Purpose Registers).

The RDVAL and WRVAL instructions probe a memory ad-

dress and determine whether its current protection level

would allow reading or writing, respectively, if the CPU were

in User Mode. Instead of triggering an Abort trap, these in-

structions have the effect of setting the CPU PSR F bit if the

type of access being tested for would be illegal. The PSR F
bit can then be tested as a condition code.

Note; The Series 32000 Dual-Space Move instructions (MOVSUI and

MOVUSi), although they involve mermory rnanagement action, are not

Slave Processor instructions. The CPU implements them t)y switching

the state of its U/S pin at appropriate times to select the desired

mapping and protection from the MMU.

For full architectural details of these instructions, see the

Series 32000 Instruction Set Reference Manual.

4.1 NS32082 PIN DESCRIPTIONS

The following is a brief description of all NS32082 pins. The
descriptions reference portions of the Functtonal Descrip-

tion, Section 2.0.

A22C 1 48 3VCC

A21C 2 47 DA23

A20C 3 46 DA24/iiP

A19C 4 45 Diif

AISC 5 44 DPAV

A17C 6 43 DSTO

At6C 7 42 DST1

A01SC 8 41 3512

A014C 9 40 DST3

ADUC 10 39 3PFS

M>12C

AD11C

11 38

12
•'^^"^^

37

,3 """ 36

Dddin

DAK
AD10C DU/S

.409 C 14 S5 pAT/SPC

AD8C 15 34 3RST/XST

AD7C 16 33 3FiJ

A06C 17 32 DHLDAO

AD5C 18 31 UHLM
A04C 19 30 3MSi

AD3C 20 29 3RSn

A02C 21 28 3RDY

A01C 22 27 3PHI2

ADOC 23 26 3PHI1

GNDLC 24 25 3GNDS

CO
CO

o
lO
I

COw
loo
00

CO
CO
KOo
00

TLyEE/8692-28

Top View

Order Number NS16082D
See NS Paclcage Number D48A

FIGURE 4-1. Dual-ln-Une Pacicage Connection Diagram

4.1.1 Supplies

Power (Vcc): +5V positive supply. Section 2.1.

Logic Ground (GNDL): Ground reference for on-chip logic.

Section 2.1.

Buffer Ground (GNDB): Ground reference for on-chip driv-

ers connected to output pins. Section 2.1.

4.1.2 Input Signals

Clocks (PHI1, PHI2): Two-phase clocking signals. Section

2.2.

Ready (RDY): Active high. Used by slow memories to ex-

tend MMU originated memory cycles. Section 2.4.4.

Hold Request (HOLD): Active low. Causes a release of the

bus for DMA or multiprocessing purposes. Section 2.6.

Hold Acknowledge \n (HLDAI); Active low. Applied by the

CPU in response to HOLD input, indicating that the CPU has

released the bus for DMA or multiprocessing purposes.

Sectbn 2.6.

I :
:geh:

: I
jhort; |o| ppcooe: |i|i|o|o|o|i|i|i|i|o|

1
23 OPERATION WORD b\l ID CODE o|

FIGURE 3-10. MMU Slave Instruction Format

TL/EE/8692-27
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4.0 Device Specifications (Continued)

Reset Input (RSTI): Active low. System reset. Section 2.3. Hold Acknowledge Output (HLDAO): Active low. When

Status Unes (ST0-ST3): Status code input from the CPU. ^<^'^^- indicates that the bus has been released.

Active from T4 of previous bus cycle through T3 of cun-ent 414 input-Output Signals
bus cycle. Section 2.4. ^^^ Direction In (DDIN): Active low. Status signal indicat-

Program Flow Status (PFS): Active low. Pulse issued by |ng direction of data transfer during a bus cycle. Driven by
the CPU at the beginning of each instruction. ,he mmu during a page-table lool«up.

User/Supervisor Mode (U/S): This signal is provided by Address Translation/Slave Processor Control (AT/
the CPU. It IS used by the MMU for protection and for select- gPC): Active low. Used by the CPU as the data strobe out-

ing the address space (in dual address space mode only). p^, ^r Slave Processor transfers; used by the MMU to ac-

Section 2.4. knowledge completion of an MMU instruction. Section 2.3

Address Strobe Input (ADS): Active low. Pulse indicating and 2.5. Held low during reset to select the address transla-

that a virtual address is present on the bus. tion mode on the CPU.

41 SOutput Signals "'' ^'* °* Physical Address/High Byte Float (A24/

_ .... . /^^^^.-rs^ . i- 1 u ij 1- HBF): Most Significant bit of physical address. Sampled on
Reset Output/Abort (RST/ABT): Ac |ye Low He d ac ive ^ ^ ,^^ .^^ ^^ ^^|^, ^3 ^ 32^^, ^^3
longer than one clock cycle to reset the CPU. Pulsed low ^^^ ^ ^^^ ^^^^ ., ^^^^^ ^^^^^^^^^ .^

dunng T2 or TMMU to abort the current CPU instmaioii.
^^ ^^^^j;^^ .^ j,^,^^ ^^^.„g j^_^^ .^ gg.j,., ^^^^^ ,3

Interrupt Output (INT): Active low. Pulse used by the de- selected
bug functions to inform the CPU that a break condition has

^^^^^^ ^^ ^^_^^ (A16-A23): High order bits of the ad-
occurred.

jji.gg3 [jyg jfiggg Signals are floated by the MMU during

Float Output (FLT): Active low. Floats the CPU from the |-2-T4 if 32-bit bus mode is selected,

bus when the MMU accesses page table entries or per-
Address/Data 0-15 (AD0-AD15): Multiplexed Address/

forms a physical breakpoint check. Section 2.4.3. ^^^ mfomiation. Bit is the least significant bit.

Physical Address Valid (PAV): Active low. Pulse generat-

ed during TMMU indicating that a physical address is pres-

ent on the bus.

jq ADcniiiTcusviuiiupATiM^c ^°^^'- ^''^'"'^ maximum ratings indicate limits beyond
4.2 ABSOLUTE MAXIMUM RATINGS ^^^^^ permanent damage may occur. Continuous operation

Specifications for Military/Aerospace products are not at these limits is not intended: operation sliouidbe limited to

contained in ttiis datasheet. Refer to the associated those conditions specified under Electrical Characteristics.

reliability electrical test specifications document.

Temperature Under Bias 0°C to -1- 70"C

Storage Temperature - 65°C to + 1 50°C

All Input or Output Voltages with

Respect to GND -0.5V to -1- 7V

Power Dissipation 1.5W

4.3 ELECTRICAL CHARACTERISTICS Ta = OtO +70°C, Vcc = 5V ±5%, GND = OV

Symbol Parameter Conditions Min Typ Max Units

V|H Logical 1 Input Voltage 2.0 Vcc + 0-5 V

V|L Logical Input Voltage -0.5 0.8 V

Vgh Logical 1 Clock Voltage PHI1,PHI2 pins only Vcc - 0-35 Vcc + 0.5 V

VCL Logical Clock Voltage PHI1,PHI2 pins only -0.5 0.3 V

VCLT Logical Clock Voltage,

Transient (ringing tolerance)

PHI1,PHI2 pins only
-0.5 0.6 V

VOH Logical 1 Output Voltage l0H= -400 H.A 2.4 V

Vol Logical Output Voltage lOL = 2 mA 0.45 V

IlLS AT/SPC Input Current (low) ViN = 0.4V, AT/SPC in input mode 0.05 1.0 mA

l| Input Load Cun-ent ^ V|N i Vcc. All inputs except

PHI1,PHI2, AT/SPC
-20 20 l,k

l0(0FF) Output Leakage Current

(Output Pins In

TRI-STATE Condition)

0.4 S VouT ^ Vc
-20 30 ^A

Ice Active Supply Current IouT = 0,Ta = 25°C 200 300 mA
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4.0 Device Specifications (continued)

4.4 SWITCHING CHARACTERISTICS

4.4.1 Definitions

All the timing specifications given in this section refer to

2.0V on the rising or falling edges of the clock phases PHM

and PHI2, and 0.8V or 2.0V on all other signals as illustrated

in Figures 4-2 and 4-3. unless specifically stated otherwise.

ABBREVIATIONS:

LE. — leading edge R.E. — rising edge

I.E. — trailing edge F.E. — falling edge

SI02

tSKSII
0.8V

-0.4SV

tSIGZtl

-/
0,4SV

lUEEieesi-ss

0.45V

TL/EE/8692-30

FIGURE 4-2. Timing Specification Standard

(Signal Valid after Clock Edge)

4.4.2 Timing Tables

4.4.2.1 Output Signals: Internal Propagation Delays, NS320B2-4, NS32082.8, NS32082-10.
Maximum times assume capacitive loading of 100 pF.

FIGURE 4-3. Timing Specification Standard
(Signal Valid before Clock Edge)

Name Figure Description Reference/Conditions
NS32082-6 NS32082-8 NS32082-10

Units

Min Max MIn Max MIn Max

ULv 4-4 Address Bits 0-15 Valid After R.E.,PHI1TMMU or T1 65 55 40 ns

tALh 4-4 Address Bits 0- IS Hold After R.E.,PH 11 T2 5 5 5 ns

tAHh 4-4, 4-6 Address Bits 16-24 Valid After R.E.,PHI1TI\/1MU or T1 65 55 40 ns

Uhh 4-4 Address Bits 16-24 Hold After R.E., PHI1 T2 5 5 5 ns

Ulpavs 4-5 Address Bits 0-15 Set Up Before PAV I.E. 25 25 25 ns

tAHPAVs 4-5 Address Bits 16-24 Set Up Before PAV I.E. 25 25 25 ns

tALPAVh 4-5 Address Bits 0-15 Hold After PAV I.E. 20 20 15 ns

tAHPAVh 4-5 Address Bits 16-24 Hold After PAV I.E. 20 20 15 ns

tAL1 4-10 AD0-AD1 5 Floating After R.E., PHI1T2 25 25 25 ns

tAHf 4-7,4-10 A1 6-A24 Floating After R.E., PHM T2 or T1 25 25 25 ns

tALz 4-15,4-16 AD0-AD1 5 Floating

(Caused by HOLD)

After R.E., PHM Tl
45 35 25 ns

Uhz 4-15,4-16 A1 6-A24 Floating

(Caused by HOLD)

After R.E., PHM Tl
45 35 25 ns

tALr 4-15,4-16 AD0-AD1 5 Return from Floating

(Caused by HOLD)

After R.E., PHI1 Tl
75 65 50 ns

z
</)wMO
00

d>

CO
CO
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COw
o
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4.0 Device Specifications (continued)

4.4.2.1 Output Signals: Internal Propagation Delays, NS32082-6, NS32082-8, NS32082-10. (Continued)

00
2: Name Figure Description Reference/Conditions

NS32082-6 NS32082-8 NS32082-10
Units

? Min Max Min Max Min Max

CM

s
CM

tAHr 4-15,4-16 A16-A24 Return from Floating

(Caused by HOLD)

AfterR.E.,PHl1T1
80 65 50 ns

z tDv 4-6 Data Valid

(l^emory Write)

After R.E., PHI1 T2
80 65 50 ns

00
'Oh 4-6 Data Hold

(Memory Write)

AfterR.E.,PH11nextT1orTi
ns

tDf 4-11 Data Bits Floating

(Slave Processor Read)

AfterR.E.,PHI1T1orTi
10 10 10 ns

tDv 4-11 Data Valid

(Slave Processor Read)

After R.E.,PHI1T1
80 65 50 ns

tDh 4-11 Data Hold

(Slave Processor Head)

After R.E., PHI1 nextTI orTi
ns

toDINv 4-5, 4-7 DDIN Signal Valid AfterR.E.,PHI1T1orTMMU 80 65 50 ns

tODINh 4-5 DDIN Signal Hold AfterR.E.,PHI1T1orTi ns

tooiNf 4-7 DDIN Signal Floating After R.E., PHI1 T2 25 ns

tDDINz 4-16 DDIN Signal Floating

(Caused by HOLD)

After R.E.,PHI1Ti
85 70 50 ns

boiNr 4-16 DDIN Return from Floating

(Caused by HOLD)

AfterR.E., PHIITIorTi
85 70 50 ns

toDINAf 4-9 DDIN Floating after

Abort (FLT = 0)

After R.E., PH11 T2
25 25 25 ns

tpAVa 4-4 PAV Signal Active After R.E.,PHI1Tmmu or T1 55 45 35 ns

tpAVia 4-4 PAV Signal Inactive After R.E.,PHI2TmmuO''T1 60 55 45 ns

ns
tpAVw 4-4 PAV Pulse Width At 0.8V (Both Edges) 50 40 30

tpAVdz 4-14,4-15 PAV Floating Delay After HLDAI F.E. 40 30 25 ns

tpAVdr 4-14,4-15 PAV Return from Floating After HLDAI R.E. 40 30 25 ns

tpAVz 4-16 PAV Floating After R.E., PHI2 T4
50 40 30 ns

(Caused by HOLD)

tpAVr 4-16 PAV Return from Floating

(Caused by HOLD)

After R.E., PH12 Ti
50 40 30 ns

tpLTa 4-5,4-10 FLT Signal Active After R.E.,PHI1Tmmu 90 75 60 ns

tpLTia 4-7,4-10 FLT Signal Inactive After R.E.,PHI1TMMU.Tf or T2 55 45 35 ns

tABTa 4-8,4-10 Abort Signal Active After R.E.,PHI1Tmmu or T1 90 70 55 ns

'ABTia 4-8,4-10 Abort Signal Inactive After R.E., PHI1 T2 80 65 50 ns

Ubtw 4-8,4-10 Abort Pulse Width At 0.8V (Both Edges) 110 90 70 ns

tiNTa 4-4,4-10 INT Signal Active After R.E.,PHI1Tmmu or Tf 55 ns

tlNTla 4-4,4-10 iNT Signal Inactive After R.E.,PHI1T2 80 65 50 ns

'iNTw 4-10 iNT Pulse Width At 0.8V (Both Edges) 110 90 70 ns

tSPCa 4-13 SPC Signal Active AfterR.E., PHI1T1 55 45 35 ns

tspaa 4-13 SPC Signal Inactive After R.E.,PHI1T4 55 45 35 ns
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4.0 Device Specifications (continued)

4.4.2.1 Output Signals: Internal Propagation Delays, NS32082-6, NS32082-8, NS32082-10. (Continued)

Name Figure Description Reference/Conditions
NS32082-6 NS32082-8 NS32082-10

Units
lUin lUax Min Max Min Max

tSPCf 4-13 SPC Signal Floating After F.E., PHI1 T4 35 30 25 ns

tSPCw 4-13 SPG Pulse Width At 0.8V (Both Edges) 110 90 70 ns

tHLDOda 4-14 HLDAO Assertion Delay After HLDAI F.E. 60 55 50 ns

tHLDOdia 4-14,4-15 HLDAO Deassertion Deiay After HLDAI R.E. 60 55 50 ns

tHLDOa 4-15,4-16 HLDAO Signal Active After R.E., PHI1 Ti 50 40 30 ns

tHLDOia 4-16 HLDAO Signal Inactive After R.E, PHI1 Ti 50 40 30 ns

tATa 4-18 AT/SPC Signal Active After R.E., PH1

1

50 40 35 ns

•ATia 4-18 AT/SPC Signal Inactive After R.E.,PHI1 50 40 35 ns

tATf
A_^0 AT/SPC Signal Floating After F.E.,PH11 35 30 25 ns

tRSTOa 4-18 RST/ABT Asserted (Low) After R.E. PH1

1

40 35 30 ns

tRSTOia 4-18 RST/ABT Deasserted (Higti) After R.E. PHI1 Ti 40 35
1

30 ns

4.4.2.2 Input Signal Requirements: NS32082-6, NS32082-8, NS32082-10

Name Figure Description Reference/Conditions
NS32082-6 NS32082-8 NS32082-10

Units

Min Max Min Max Min Max

tDls 4-5 Data In Set Up

(Memory Read)

Before F.E.,PHi2T3
25 20 15 ns

tDlh 4-5 Data In Hold

(Memory Read)

After R.E., PHI1T4
ns

tDls 4-11 Data In Set Up

(Slave Processor Write)

Before F.E.,PHI2T1
30 25 20 ns

toih 4-11 Data In Hold

(Slave Processor Write)

AfterR.E.,PHi1T4
ns

tRDYs 4-5 RDY Signal Set Up Before F.E.,PHI2T2 or T3 25 20 15 ns

tRDYh 4-5 RDY Signal Hold After F.E.,PHI1T3 ns

tuss 4-4, 4-1

1

U/S Signal Set Up Before F.E.,PHI2T4 or Ti 45 40 35 ns

tuSh 4-4,4-11 U/S Signal Hold After R.E.,PHI1 Next T4 ns

zw
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4.0 Device Specifications (continued)

4.4.2.2 Input Signal Requirements: NS32082-6, NS32082-8, NS32082-10 (Continued)

CM
CO Name Figure Description Reference/Conditions

NS32082-6 NS32082-8 NS32082-10
Units

Min Max Min Max Min Max

^ 'STs 4-4,4-11 Status Signals Set Up Before F.E.,PHI2T4 or Ti 70 60 45 ns

•P tSTh 4-4,4-11 Status Signals Hold After R.E.PHII Next T4 ns

CM
tSPCs 4-11 SPC input Set Up Before F.E.,PHI2T1 70 55 45 ns

^ tSPCh 4-11 SPG Input Hold After R.E.,PHI1T4 ns

(0
•hLDs 4-16 Before F.E.,PHI2T4 or Ti 25 25 25 nsz HOLD Signal Set Up

tHLDh 4-16 After F.E.,PHI2T4 or Ti nsHOLD Signal Hold

tHLDls 4-15 Before F.E.,PHI2Ti 30 25 20 nsHLDAI Signal Set Up

tHLDIh 4-15 HLDAI Signal Hold After F.E.,PHI2Ti ns

tHBFs 4-18 A24/HBF Signal Set Up Before F.E., PHI2 20 15 10 ns

ns
tHBI=h 4-18 A24/HBF Signal Hold After F.E.,PHI2

tRSTIS 4-18 Reset Input Set Up Before F.E.,PHI1 20 20 20 ns

tpWR 4-19 Power Stable to rStiR.E. After Vcc Reaches 4.5V 50 50 50 )1S

tfiSTIw RSTi Pulse Width At 0.8V (Both Edges) 64 64 64 tcp

4.4.2.3 Clocking Requirements: NS32082-6, NS32082-8, NS32082-10

Name Figure Description
Reference/

Conditions

NS32082-6 NS32082-8 NS32082-10
Units

Min Max Min Max Min Max

tcu 4-17 PHI1,PHI2 Rise Time 0.8V to Vcc- 0.9V

onR.E.,PHI1,PHI2
9 8 7 ns

tCLf 4-17 PHI1,PHI2 Fall Time Vcc -0.9V to 0.8V

onF.E.,PHI1,PHI2
9 8 7 ns

tcp 4-17 Cloclt Period R.E.,PHI1,PHI2toNext

R.E.,PHI1,PHI2
170 5000 130 5000 100 5000 ns

k;Lw(i.2) 4-17 PHI1,PHI2

Pulse Width

At2.0VonPHI1,

PHI2 (Both Edges)
0.5tcp-14 0.5tcp-12 0.5tcp-10 ns

tCLh(1,2) 4-17 PHI1,PHI2 High Time AtVcc-0-9Von
PHI1,PHI2 (Both Edges)

0.5tcp-18 0.5tcp-17 0.5tcp-15 ns

tnOVL(1,2) 4-17 Non-overlap Time O.SVonF.E. PHI1,PHI2to

0.8VonR.E.,PHI2,PHI1
7 7 7 ns

'nOVLas Non-overlap Asymmetry

(InOVL(l) - tnOVL(2))

At0.8VonPHI1,PHI2 -4 4 -4 4 -4 4 ns

tCLwas PHI1,PHI2 Asymmetry

ICLwO) - tCLw(2))

At 2.0V on

PHI1,PHI2
-5 5 -5 5 -5 5 ns
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4.0 Device Specifications (continued)

4.4.3 Timing Diagrams

PHM

T4 ORTI

1

1

1 T1

n
TMMU

1

^^ T2

1

T3

1

1 L

T4n
1 L

1 T1 ORTi

PHI2 1_
. L n r

^ *AHv ^^ ..—.^ 'AHh

A16-24 X V.AOOR. X PH. ADDR. '

- tAL,^ , kH
FLOATED BY MMU)

L iADO- 15 y. v.AD«i. y PH. ADDR.

r__
-~^

(FLOATED BY MMU)

ADH
'pAVte

n
PAY

^AVa ..—»t3 toAU
f- 1

'1 ***»

DDiN \
..

FLf

'USS

(HIGH)

tush _,
U/S

>
1

X
-^S *STh—J

STO-3 A^ X
|-_ -1*"4Ta -—^ *INTIa

INT
~1

FIG JRE4-4.CPU Read (Writ

i

e)CycleTlnr

*

ling 32-Bit iltoOe); Trans

i

latlon in TLB

CO

o
09
lO
I

CO
o>
roo
00
no

Mo
00
lo

TL/EE/8692-31

FiGURE 4-5. iMMU Read Cycle Timing (32-Bit Mode); After a TLB lUliss

TL/EE/8692-32

; After FLT is asserted, DDIN may tie driven temporarily by tjoth CPU and MMU. This, however, does not cause any conflict, since both CPU and MMU force
DDIN to the same logic level.
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4.0 Device Specifications (continued)

CPU STATES

MMU STATES

PHII J~L

ADO- 15

\y

T

(HIGH)

(HIGH)

(LOW)

Y

TL/EE/e692-33

FIGURE 4-6. MMU Write Cycle Timing; after a TLB Miss

CPU STATES

MMU STATES

Tf

T4

1

1 1

TMMU

TMMU

1

rn

T2

T2

T3

T3

T4

T4

T1

T1

PHM

PHI2 ^
1 L

1

n
1

rn

1

r
'AHf

A16-24 X f»H. ADDR. J— -

^
-^

ADO-15 X PH.ADOR. >
(FLOATF* ^^ uuiit

•-

AK (HIGH)

PAV

*DDlh V m

GiSN ^ ^
tpLTl

/

ft

fu
\1-

TL/EE/B692-34

FIGURE 4-7. FLT Deassertion Timing

Note: After FITf is deasserted, GBifJ may be driven temporarily by both CPU and MMU. This, however, does not cause any conflict. Since CPU and MMU force

DDIN to the same logic level.
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4.0 Device Specifications (continued)

RST/ABI

CPU STATES

MMU STATES

PAV

FLT

IJ

[-

RST/ASTl

XIN I

rer/ABT
[

St
I

(HIGH)

(HIGH)

>.
*ABTw 1-\

FIGURE 4-8. Abort Timing (FLT = 1)

If

T4

(HIGH)

(HIGH)

v

T2

T2

T3

T3

J~L

J
/

A
FiGURE 4-9. Abort Timing (FLT = 0)

TMMU I

\y

•ati "fLTIa4\ J.
rr =i

'iNTa '-A 'iNTa -^
'

--r
-—*INTw—»l

X

TL/EE/B692-35

TL/EE/8692-36

TL/EE/8692-37

FiGURE 4-10. CPU Operand Access Cycie with Brealcpoint on Physical Address Enabled

Note: If a breakpoint condition is met and abort on breakpoint is enabled, the bus cycle is aborted. In this case fCt is stretched by one clock cycle.
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4.0 Device Specifications (continued)

J

"[••

u/s ± •USS —

dC
tSTs ^

n-i

"X
•SPCS

X

-»DhH

r
•sPCh *

•uSh

*STll

£
fc

>

zz
FIGURE 4-11. Slave Access Timing; CPU Reading from MMU

FIGURE 4-12. Slave Access Timing; CPU Writing to MMU

TL/EE/'8692-38

T4 0RTi ' T. T1 ORTi

PHIl
'

PHI2 |___n \^
j^'-H

-*»-!

DO-15
)\ <~^ 1

SPC \ /

u/s ^ /

STO-3 X ~^
Biii -^ \

TL/EE/S693-39

.~"

1 1 1 1 1

tspcl- 'sPCia-
1

L_l > "1 'bt Cf

(FLOATING) v i ' (aOATlNG)

'

^ 'SPCW
TUEE/8692-40

FIGURE 4-13. SPC Pulse from the MMU
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4.0 Device Specifications (continued)

T4 I Tl I Tl I , , Ti I I Tl I

(FLOATING)

FIGURE 4-14. Hold Timing (FLT = 1); SMR Instruction Not Being Executed

PHI1

PHI2
I

iJLMi

HLDAO
I

PAV

FLT
I

Aie-24

AOO-15

i_n

'PAVdi-»

32-BIT MODE —
.... 16-BIT MODE-

(FLOATING)

FIGURE 4-15. Hold Timing (FLT = 1); SMR Instruction Being Executed

T3 I
T4 I Tl I Tl I - , Tl i TI

i
Tl

k-'At

>-
k-*Al

h.-*D(

(FLOATING)

(LOW)

"(FLOATIN^'

"(floating"

'(floating"

TL/EE/8692-41

TL/EE/8692-42

*AHr —( U-

t
t

«ALr^

•OOlNr -».

TL/EE/e692-43

FIGURE 4-16. Hold Timing (FLT = 0)
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4.0 Device Specifications (continued)

CM
COo
CM
CO
(/)

to
I

CM
eoo
CM«
(O

W
PHI2

- 'CLW(1)
-

-tcLh(1)

f

^^»CLr

|-^*ttw{2)-

- ^3.11(2)
-

— ^^t,nOVUO -^t,nOVL{2)

FIGURE 4-17. Clock Waveforms
TL/EE/8692-49

Tl I Ti I „ T,
I
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ADVANCED INFORMATION

NS32382-10/NS32382-15 Memory Management Unit

1.0 General Description
The NS32382 Memory Management Unit (MMU) provides

liardware support for demand paged virtual memory man-

agement for the NS32332 CPU. The MIWU has a 32-bit data

path and translates 32-bit virtual addresses from the CPU
into 32-bit physical addresses. The physical address is car-

ried on a dedicated 32-bit bus. Memory page size is

4 kbytes.

High-speed address translation is performed on-chip

through a Translation Buffer (TB) which holds the address

mappings for 32 pages. If the virtual address generated by

the CPU has no corresponding entry in the translation buff-

er, the MMU will perform address translation on the virtual

address using a two level page table algorithm.

OmiQi-^i/^n rilatij^i-ie anH nqna fai il-fc ara aii+zsmati/"

tected by the MMU, invoking the instruction abort feature of

the CPU. This feature provides a mechanism to operate a
demand paged virtual memory.

Pages can be declared non-cacheable through the CI bit in

the second level Page Table Entry (PTE). This bit is avail-

able as an output from the MMU with the same timing as the

physical address bits. Multiprocessor support is provided by

incorporating features such as the running of interlocked

bus cycles when updating the R (reference) and M (modify)

bits in the PTE (Page Table Entry).

The architectural interface of the NS32382 MMU has been

refined from that of the NS32082 MMU to provide a cleaner

programming model with improved performance. The debug
features have been simplified; a single virtual address
breakpoint is provided.

2.0 Features
NS32332 CPU compatible (not intended to be used
with the NS32016 and NS32032 CPUs)

15 MHz maximum operating frequency

Full hardware support for virtual memory and virtual

machines

4k page size

32-bit virtual and physical addresses

32-bit data bus

Dedicated 32-bit physical address bus

32-entry translation buffer

Security mechanisms implemented via access level

checking and dual space mapping

Non-cacheable page support

Improved architectural interface

Dynamic address translation

Single 5V Supply

125-pin PGA package

High speed XMOStm process
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3.0 Pin Descriptions
The following are brief descriptions of ttie NS32382 pins.

3.1 SUPPLIES

VDD: Multiple pins, connected to the +5V power supply.

GND: Multiple pins, connected to ground.

VBB: 1 pin, output of on-chip substrate voltage generator.

3.2 INPUT SIGNALS

ADS: 1 pin. Address Strobe Input, Active Low. This input is

pulsed by the CPU during T1 ; used as a strobe to latch in

the virtual address.

BER: 1 pin. Bus En-or, Active Low. Activation of this signal

indicates that a hard error has occurred during the cun'ent

bus cycle.

BRT: 1 pin. Bus Retry, Active Low. Activation of this signal

indicates the occurrence of a correctable error or a transient

en-or.

PHI1, PHI2: 2 pins. Clocks, Active High. PHI1 and PHI2 are

the two-phase non-overlapping clocks generated by the

TCU.

HOLD, HLDAI: 2 pins. Hold Request and Hold Acknowl-

edge In, Active Low. These signals in conjunction with the

HLDAO output are used in DMA transfers . A DMA device

requests the bus by asserting the HOLD line low. HLDAI

input Is connected to the HLDA output from the CPU and

HLDAO from the MMU is connected to the DMA device.

RDY: 1 pin. Ready, Active High. Used by slower devices to

extend the access cycle. RDY is sampled by the falling

edge of PHI1 in T3.

RES: 1 pin. Reset, Active Low. System reset.

STO-3: 4 pins, System Status. These 4 status lines are gen-

erated by the CPU. They are activated one clock cycle be-

fore T1 and stay valid until the end of T3 of the current

JMC: 1 pin. Multiple Cycle, Active Low. The value of this pin

will be loaded into the appropriate MC bit in the ASR when

ASR is clocked.

SPC: 1 pin. Slave Processor Control, Active Low. This signal

is used by the CPU to strobe the slaves during a slave in-

struction. For more details, refer to the NS32332 CPU data

sheet.

U/S: 1 pin, User/Supervisor Mode Indicator. This CPU gen-

erated signal reflects the state of the U bit (low = supervi-

sor, high = user) inside the Program Status Register (PSR).

It is used by the MMU to implement memory protection as

well as the selection of address spaces in the dual space

mode.

3.3 OUTPUT SIGNALS
CI: 1 pin. Cache Inhibit, Active High. The CI bit in the PTE is

stored in the translation buffer (TB) with the upper physical

address bits. This bit is available with the same timing as the

physical address. During MMU generated bus cycles, the CI

pin is held low. When the MMU is in No-Translation mode,

the CI pin will be held low.

DONE: 1 pin. Slave Done, Active Low. This signal is gener-

ated by the MMU to inform the CPU that the slave activities

which the CPU requested have been completed. DONE is in

TRI-STATE® when it is not active.

FLT: 1 pin. Float, Active Low. FLf is used to float the CPU
off the bus when the MMU has to access the page table

entries in memory. It is sampled by the CPU during TMMU.
During reset, this signal is driven high.

HLDAO: 1 pin. Hold Acknowledge Out, Active Low. This

signal in conjunction with the HOLD and HLDAI inputs is

used in DMA operations.

MADS: 1 pin, MMU Address Strobe, Active Low. This signal

is asserted in T1 of an MMU initiated cycle. It is used to

infomn users that physica l address is available on the physi-

cal address bus. MADS has the same timing as ADS from

the CPU. (A separate pin is needed because ADS is not in a
TRI-STATE condition during float.) MADS will be TRI-

STATE during Hold Acknowledge.

MILO: 1 pin, MMU Interlock, Active Low. This signal is as-

serted by the MMU when it performs a read-modify-write

operation to update the R (reference) and/or the M (modify)

bit in the Page Table Entry (PTE). MILO has the same timing

as the CPU's NILO signal. MILO will be deactivated (high)

during Hold Acknowledge.

PA0-PA31: 32 pins. Physical Address Bus, Active High.

The physical addresses will be in a TRI-STATE condition

during hold acknowledge.

PAV: 1 pin. Physical Address Valid, Active Low. A pulse on

the PAV line during TMMU indicates that the physical ad-

dress presented by PA0-PA31 is valid. This signal will not

be generated if an abort occurs. PAV will be in a TRI-STATE

mode during hold acknowledge.

RST/ABT: 1 pin. Reset or Abort, Active Low. This is a dual

function pin. When this line is pulsed during T2/TMMU of a

CPU initiated access, the CPU will be aborted. Abort infor-

mation is held in the MMU Abort Status Register (ASR).

When the RES (reset) input is activated, the MMU will re-

spond by holding the RST/ABT output low. This causes the

CPU to reset since a RST/ABT signal held active longer

than one clock cycle is interpreted by the CPU as a valid

reset.

3.4 INPUT-OUTPUT SIGNALS

AD0-AD31: 32 pins. Multiplexed Address/Data Bus, Active

High. During T1 of a CPU access, these lines cany the virtu-

al address. During T2, T3, and T4, the bus contains data.

When FLT is active, the CPU puts AD0-AD31 into a TRI-

STATE condition and their signals are driven by the MMU.

DDIN: 1 pin. Data Direction Indicator. This signals an input

to the MMU during CPU cycles : low during read and high

during write. In MMU cycles, the DDIN signal is driven by the

MMU to indicate the type of access: low for read and high

for write. DDIN will be in a TRI-STATE condition during Hold

Acknowledge.

4.0 Functionai Description

4.1 MMU REGISTERS

The NS32382 MMU provides the following interface regis-

ters:

FEW Feature Enable Word, 32 bits

ASR Abort Status Register, 32 bits

TEAR Translation Exception Addr Reg, 32 bits

BEAR Bus En-or Address Register, 32 bits

PTBO Page Table Base Register 0, 32 bits

PTB1 Page Table Base Register 1, 32 bits

IVARO Invalidate Virtual Addr Register 0, 32 bits

IVAR1 Invalidate Virtual Addr Register 1 , 32 bits

BAR Breakpoint Address Register, 32 bits

BMR Breakpoint Mask Register, 32 bits

BDR Breakpoint Data Register, 32 bits
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4.0 Functional Description (continued)

All registers except IVARO and IVAR1 can be read by the

SMR instruction. IVARO and IVAR1 are write-only pseudo-

registers. All registers except TEAR, BEAR, and BDR can

be loaded by the LMR Instruction. TEAR, BEAR, and BDR
are read-only registers. Writing to a read-only register will

have no effect on the MMU. However, reading a write-only

register should be avoided since random data patterns may
be returned.

4.1.1 Feature Enable Word (FEW)

The Feature Enable Word (FEW) controls the different fea-

tures provided by the MMU. The FEW is 32 bits in length

and has the format shown in Figure 2. All bits Inside the

FEW will be cleared on reset. Bits 8 to 31 are RESERVED
for future use. When FEW is loaded, bits 8 to 31 must con-

tain zeros. The control bits in the FEW are described below:

TU: TU is the Tranlsate User bit. If TU is 1, MMU will trans-

late all addresses specified in the User mode. If TU is 0,

MMU will interpret addresses specified In the User mode as

physical addresses.

TS: TS is the Translate Supervisor bit. If TS is 1, MMU will

translate all addresses specified in the Supervisor mode. If

TS is 0, MMU will interpret addresses specified in the Super-

visor mode as physical addresses.

DS: DS is the dual space bit. If DS is 1, then PTB1 contains

the first level Page Table Base address of all addresses

specified in the User mode and PTBO contains the first level

Page Table Base address of all addresses specified in the

Supervisor mode. If DS is 0, then PTBO contains the first

level Page Table Base address of all addresses specified in

both User and Supervisor modes.

AO: AO is the access override bit. If AO is 1 , MMU will

override the protection level of all addresses. This permits a
program to access memory which is normally accessible

only to the Supervisor while the system is In the User mode.

BR, BW, BX, BS: These are the four Breakpoint Address
Enable (BAE) bits.

BR is the breakpoint enable bit for operand read operations.

BR = 1 enables the address comparison logic for operand
reads, effective address reads, and the dummy read before

read-modify-write.

BW is the breakpoint enable bit for operand write opera-

tions. BW = 1 enables the address comparison logic for

operand writes.

BX is the breakpoint enable bit for instruction read opera-

tions. BX = 1 enables the address comparison logic for

instruction reads.

BS is the address space select bit for the Compare Feature.

BS = selects address space (PTBO). BS = 1 selects

address space 1 (PTBI).

The Address Compare feature will be disabled if BR, BW
and BX are cleared (i.e., BR = BW = BX = 0).

BAE

31 15 8 7 6 5 4 3 2 1

g^^^^^^^g^^g^ y////////// BS BX BW BR AO DS TS TU

16 8 1 1 1 1 1 1 1 1

31 19 18 17-14 13 12 11 10 9 8 7-4 3 2 1

y///////////// MC
E

ST

E

UNS
E E

ME CE BP MC
T

ST UNS
T

DDi

T

TX

13 1 4 1 1 1 1 1 1 4 1 1 2

VIRTUAL ADDRESS

32

TEAR BEAR

IVARO IVARI

BAR BMR BDR

PTBO PTBI

31 12 11-9 8 7 6 3 2 1

PAGE FRAME NUMBER SW R PL v

20
„._

1

3 1 1 4 2 r

31 12 11 8 7 6 5 3 2 1 D

PAGE FRAME NUMBER SW R R =' ;:
PL V

20 3 1 1 1 3 2 1

31 22 21 12 11 0,

INDEX 1 INDEX 2 OFFSET

ID 10 12

nRST
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PTE
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PTE

VIRTUAL

ADDRESS

FIGURE 2. MMU Register Assignments
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4.0 Functional Description (continued)

4.1.2 Abort Status Register (ASR)

The Abort Status Register (ASR) contains the status of the

MIVIU at the time a transiation exception or a bus error was

reported to the CPU. When a bus error is detected, the bus

error (E) bits in the ASR will be cloclted. In case of a transla-

tion exception, the translation exception (T) bits in the ASR
will be updated. CPU error is recognized when a bus error

occurs while CPU is controlling the bus. MMU en-or is recog-

nized when a bus error occurs while MMU is controlling the

bus. If a successful address comparison is found, only ABO
in the ASR will set, all other bits are not modified. The ASR
is loadable via the LMR instruction.

ASR is 32 bits in length and has the format shown in Figure

2. Bits 19 to 31 are RESERVED for future use. When the

ASR is read, bits 19 to 31 will be returned as zeros. All bits

in the ASR are cleared to zero upon reset.

TXO-1: These are the two Translation Exception bits. They

specify the cause of the current address translation excep-

tion.

TX1 TXO

No Translation Exception

1 First Level PTE Invalid

1 Second Level PTE Invalid

1 1 Protection Exception

DDI (E): DDI (E) is the data direction when a bus error is

recognized. If DDl = 0, a read operation or the first part of a

read-modify-write was in progress when a bus error is de-

tected. If DDi = 1, a write or the last part of a read-modify-

write is in progress when a bus error is detected.

UNS (E): This is the state of the User/Supervisor pin from

the CPU when the bus error is recognized.

STO-3 (E): These four bits represent the state of the status

bits from the CPU when the bus error is recognized.

MC (E): This is the Multiple Cycle signal from CPU when the

bus error is recognized.

The next three bits in the ASR are the Abort Indicators:

BP: This is the breal^point indicator bit. BP is set to 1 when a
breal<point Is detected.

CE: This is the CPU error indicator bit. GE is set to 1 when a
CPU error is detected.

ME: This is the MMU en'or indicator bit. ME is set to 1 when
an MMU error is detected.

DDi (T): DDi (T) is the data direction when a translation

exception is recognized. If DDI = 0, a read operation or the

first part of a read-modify-write was in progress when the

exception is detected. If DDI = 1, a write or the last part of

a read-modify-write was in progress when the exception is

detected.

UNS (T): This is the state of the User/Supervisor pin from

the CPU when a translation exception is recognized.

STO-3 (T): These four bits represent the state of the status

bits from the CPU when a translation exception is recog-

nized.

MC (T): This is the Multiple Cycle signal from the CPU when
a translation exception Is recognized.

4.1.3 Translation Exception Address Register (TEAR)

The TEAR is clocked when an abort due to a translation

exception occurs. The format of the TEAR is shown In Fig-

ure 2. This register contains the 32-bit virtual address which

caused the translation exception. TEAR is a read only regis-

ter.

4.1.4 Bus Error Address Register for Bus Error (BEAR)

The BEAR is clocl^ed when a CPU or MMU error occurs.

The format of the BEAR is shown in Figure 2. This register

contains the 32-bit virtual address which triggered the bus

error. BEAR is a read only register.

4.1.5 Page Table Base Registers (PTBO, PTB1)

PTBO and PTB1 are 32-bit registers. Their format is shown

In Figure 2. Bits 0-11 of the PTB registers are RESERVED
and will be returned as zeros upon read. The PFN field

specifies the base address of the first table used by the

MMU during address translation.

The cun-ent mode of system operation (User or Supervisor)

and the Dual Space bit (DS) in the Feature Enable Word
(FEW) specify which register (PTBO or PTB1) will be used

for address translation. If DS = 0, PTBO will be used in

either User or Supervisor mode. If DS = 1 , PTBO will be

used in Supervisor mode and PTB1 will be used in User

mode.

When PTBO is loaded by the CPU, all entries in the Transla-

tion Buffer (TB) with AS = are invalidated. Loading PTB1

invalidates entries with AS = 1. In this way, user entries in

the Translation Buffer are automatically flushed on a con-

text switch.

4.1.6 Invalidate Virtual Address Registers

(iVARO, IVAR1)

The Invalidate Address Registers are 32-bit write-only pseu-

do-registers. They are used to remove invalid Page Table

Entries (PTEs) from the MMU's Translation Buffer (TB).

These registers do not physically exist in hardware but a

write to IVARO or IVAR1 will cause the execution of an ad-

dress invalidation operation.

The translation buffer contains 20-bit physical page num-

bers and 20-bit virtual address tags of the 32 most recently

used pages. A virtual address written into IVARx causes the

MMU to invalidate the one entry, if that entry exists, in the

TB which corresponds to the virtual address. IVARO is used

to invalidate entries with AS = while IVAR1 is used to

invalidate entries with AS = 1.

Page Table Entries (PTEs) in the translation buffer must be

invalidated whenever the con-esponding entries in the page

tables are modified. Entries can also be Invalidated by load-

ing the PTBx registers.

4.1.7 Breal(point Address Register (BAR)

The Breakpoint Address Register (BAR) is 32 bits in length.

Its format is shown in Figure 2. BAR is used to hold a virtual

address for the purpose of address comparison during in-

struction and operand accesses.

4.1.8 Brealcpoint Masl< Register (BMR)

The Breakpoint Mask Register is 32 bits in length. Its format

Is shown in Figure 2. The content of BMR indicates which bit

positions of the virtual address are to be compared when
the Compare Function is enabled. Bits which are set are

used for matching while bits which are cleared become

"don't cares." This feature allows an abort to be generated

upon an access to any location within a block of addresses.

4.1.9 Breaicpoint Data Register (BDR)

The Breakpoint Data Register is 32 bits in length. Its format

is shown in Figure 2. The BDR contains the virtual ad-
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4.0 Functional Description (continued)

dress on the multiplexed address/data bus from the CPU
when a breakpoint is detected. BDR is a read only register.

4.2 TRANSLATION BUFFER

The Translation Buffer (TB) contains second level Page Ta-

ble Entries (PTEs) of the 32 most recently used pages. Di-

rect mapping from virtual to physical address for locations

inside those pages are immediately available without going

through the address translation process.

The 32-entry Translation Buffer is a Content-Addressable-

Memory (CAM). The virtual page frarrra number represented

by the upper 20 bits of the CPU address and the Address

Space Bit (AS) are compared against entries in the buffer. If

a match is found, the mapped physical address in the se-

lected entry will be presented to the Physical Address Bus

immediately. If a match Is not found, the control block will be

notified to perform address translation using page tables in

memory and the new mapping will be stored into an entry

selected by a sequential replacemerrt scheme.

Each entry in the TB contains a 20-bit Virtual Address Tag

Page Number (PA12-PA31), a Presence bit (P) which indi-

cates the validity of the entry, and the following PTE bits: CI,

M, and PLO-1.

The CI (Cache Inhibit) bit determines whether the page as-

sociated with an entry is cacheable while the M (Modify)

indicates whether the page has been modified.

The protection level field (PLO-1) contains the most restric-

tive combination of the level 1 and level 2 PTEs. The M bit

and the PLO-1 bits are used by tfie MMU to implement the

address translation and error handling algorithms described

in the Address Translation Section.

4.3 FUNCTIONAL DESCRIPTION

4.3.1 Address Translation

In T1 of each access, the CPU presents a virtual address on
the A/D bus. MMU strobes in the virtual address using the

ADS signal fi-om the CPU and checks the Translation Buffer

(TB) entries for possible match. The 20-bit Virtual Address

Tag and the AS bit in each entry are compared with virtual

address bits VA12-31 and the cun-ent address space re-

spectively. A TB miss will occur in the following cases:

1. No match is found after the Virtual Address Tag and the

AS bit In each entry have been compared with virtual ad-

dress bits VA12-31 and the cun-ent address space.

2. The Virtual Address Tag and the AS bit of an entry

matches virtual address bits VA12-31 and the cun-ent

address space. However, the Presence bit (P) of tfie en-

try is not set.

3. A match is found, but the current access is a write to an
un-modlfied page (M = and CPU access = write).

If a miss occurs In the TB, the MMU translates the address

by referencing page tables contained in memory. The virtual

address is partitioned into three (3) fields: INDEX1 , INDEX2,

and OFFSET.

The contents of the Page Table Base (PTBx) register point

to the base of the first level page table. The INDEX1 field is

used to index Into the first level page table and select the

first level Page Table Entry (PTE). The Page Frame Number
field (PFN) Inside this PTE points to the base of the second
level page table. The INDEX2 field of the virtual address is

used to index into the second level page table and select

the second level Page Table Entry. The PFN field In the

second level PTE is concatenated with the OFFSET field in

the virtual address to form the physical address. Figure 3
illustrates the translation process.

4.3.2 Page Table Entry Format

The Page Table Entry (PTE) format is shown in Figure 2.

The individual fields in the entry are defined below:

V: The V bit is the Valid bit. If V = 1, the con-esponding

page is resident in memory. If V = 0, any reference to that

page will cause the MMU to generate an abort to the CPU.
When the V bit in a PTE is set to zero, it indicates that the

page associated with that PTE is not resident in memory.
However, the protection bits and the Gl brt in the PTE are

still valid.

PLO-1: These are protection bits. The PL field is used to

control access to a page. The PL bits in the selected entry

are checked during each access. The protection levels for

both user and supervisor modes are shown in Table I.

R: R is the Reference bit R is set to 1 whenever the page
associated with the PTE is referenced.

M: M is the Modified bit. The M bit is used only in second

level PTEs. M is set to 1 whenever the page associated with

the PTE is modified. M and R bits are located in different

bytes of the PTE to prevent PTE inconsistency in multiproc-

essor environments where pages tables are shared.

CI: Cache Inhibit bit is used only in second level PTEs. If a
page is non-cacheable, the CI tilt in its associated PTE will

be set to 1. The CI bit is stored in the translation buffer and

driven onto the CI pin with the same timing as the Page

Frame Number of the physical address. In all MMU initiated

bus accesses, the CI pin will be driven inactive (low).

SWO-2: These are three software bits. They are resen/ed

for the operating system and will not be modified by the

MMU.

PFN: PFN is the 20-bit Page Frame Number. It contains the

higher address bits of the physical address.

BITS 3, 4, 5: Reserved for future use.

4.4 ADDRESS COMPARISON

One 32-bit Address Comparison Register Is provided. Ad-

dress comparison is controlled by 4 enable bits (BAEO-3) in

the Feature Enable Word (FEW).

When address comparison is enabled in the MMU, the Burst

Feature in the NS32332 CPU should be turned off. The

Burst Feature must be disabled because of two reasons:

first, the CPU is capable of starting and ending a burst cycle

anywhere inside a 16 byte boundary and second, addresses

are not incremented during burst. It is therefore

TABLE I. Protection Levels

Protection Level 00 01 10 11

User no access no access read only full access

Supervisor read only full access full access full access
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4.0 Functional Description (continued)

31 22 21 12 11

INDEX 1 (10) INDEX 2(10) OFFSET (12)

LEVEL 1

"

LEVEL 2

PFN STATUS

1

PFN STATUS

1

^31 ' 12 11
' °l

PHYSICAL PAGE FRAME NUMBER (20) OFFSET (12)

1

TL/EE/8776-3

FIGURE 3. Address Translation

possible to skip over the 32-bit address specified in the Ad-

dress Compare Register during a burst cycle.

The MMU offers users a high degree of flexibility in specify-

ing address comparison conditions.

The following selections are provided through the 4 address

compare control bits in the FEW:

BR, BW, BX, BS are the four Breakpoint Address Enable

(BAE) bits.

BR is the breakpoint enable bit an operand read opera-

tions. BR = 1 enables the address comparison logic for

operand reads, effective address reads, and the dummy
read before read-modify-write.

BW is the breakpoint enable bit for operand write opera-

tions. BW = 1 enables the address comparison logic for

operand vnites.

BX is the breakpoint enable bit for instruction read oper-

ations (execution). BX = 1 enables the address compar-

ison logic for Instruction reads.

BS is the address space select bit for the Compare Fea-

ture. BS = selects address space (PTBO). BS = 1

selects address space 1 (PTB1).

The Address Compare feature will be disabled if BR, BW
and BX are cleared (i.e., BR = BW = BX = 0).

The full 32-bit address specified in the BAR will be com-

pared with the virtual address from the CPU. However, se-

lected bits can be masked by the pattern stored in the

Breakpoint Mask Register (BMR). Only those bit positions

which are set in the BMR will be used in the comparison

process, the other bit positions become "don't cares."

If an address match is detected, an abort will be issued to

the CPU and the BP bit of the Abort Status Register will be

set. The virtual address on the multiplexed address/data

bus from the CPU will be latched into the Breakpoint Data

Register (BDR).

If instruction address comparison is enabled, users should

align ttie instruction address they wish to trap on double

word boundaries since the NS32332 CPU fetches instruc-

tions on double word boundaries.

4.5 BUS OPERATION

The MMU supports the bus timing of the NS32332 CPU.

Refer to the NS32332 specification for details. In particular,

the MMU supports the READY timing, Bus Error, and Bus

Retry features of the CPU.

4.5.1 Clock

The two phase non-overiap clocks PHI1 and PHI2 generat-

ed by the NS32301 TCU are connected to both CPU and

MMU for bus timing.

4.5.2 Reset

In a typical system, the reset signal generated by system

logic will be first synchronized by the TCU before it is fed to

the RES input of the MMU. The MMU passes the reset sig-

nal to the CPU via its RST/ABT output When RES acti-

vates, MMU resets its internal states and asserts RST (low)

until RES is released (high).

4.5.3 Address Translation Bus Timing

The NS32382 MMU bus timing matches the NS32332 CPU
bus timing. All bus accesses contain four basic time states:

T1—T2—T3—T4. The READY line is sampled in mid T3. If

the sampled value is low, an additional time state will be

inserted by repeating T3. During read accesses, data must

be available to the MMU at the falling edge of PHI2 in T3.

In T1, the CPU places the virtual address on AD0-AD31
and strobes ADS. Virtual address bits 0-11 are latched by

the MMU on ADS and immediately placed onto bits 0-1 1 of

the Physical Address Bus (PAO-1 1). These 12 address bits

are the physical byte off-set inside the 4k page and will not

be translated by the MMU. The rest of the virtual address

(VA12-31) is used by the MMU to generate physical ad-

dress bits PA12-31. At the beginning of T2, the virtual ad-

dress lines from the CPU are deactivated.
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4.0 Functional Description (continued)

The translation buffer (TB) is implemented as a Content-Ad-

dressable Memory (CAM). Virtual address bits VA12-31
from the CPU and the current address space are compared

with the virtual address tag field and the AS bit in each entry

of the buffer. If a match is found and the Presence (P) bit in

that entry is set, the 20-bit Physical Page Frame Number in

the buffer entry will be placed onto bits 12-31 of the Physi-

cal Address Bus (PA12-31) and PAV will be activated. The

Cache Inhibit bit (CI) in the buffer entry will be driven onto

the CI pin with the same timing as PA12-31.

If a TB miss occurs, PAV will stay inactive and the FLT line

will be asserted (low) in T2 of the CPU cycle to float the

CPU off the bus. Before floating the CPU, the DDIN signal is

latched by the MMU. This signal will be used when the MMU
restarts the original CPU access. After gaining control of the

bus, the MMU executes interlocked memory cycles to fetch

the first and second level page table entries needed to per-

form the translation algorithm. All MMU accesses contain

four time states: T1—T2—T3—T4.
In T1 of an MMU generated access the MMU puts the physi-

cai address on FA0-FA31 and strobes MADS. PAV is

pulsed in T2 with the same timing as in the case of a TB hit.

Addresses are put out in T1 because some cache designs

take advantage of the lower 12 address bits available in the

T1 time state of a CPU access to perform directory search

and qualify their match logic with PAV in T2. By strobing

MADS in T1 and PAV in T2, MMU accesses would appear

identical to CPU accesses.

After the MMU has completed the address translation proc-

ess, it restarts the original bus cycle by putting the physical

address on PA0-PA31 in T1 and pulses MADS. PAV is then

strobed in T2 with the same timing as in the case of a TB hit.

The latched CPU DDIN value is driven onto the DDIN line

and will remain driven until the rising edge of PHI1 in T3.

FLT is released in T2, allowing the memory access initiated

originally by the CPU to resume from the point where it was
stopped.

Cycle extension in both CPU and MMU accesses are

achieved via the READY signal. READY is generated by the

TCU and sampled by the processors at the falling edge of

PHH in T3. If READY is sampled low, both processors will

insert one wait state into the access by repeating T3.

READY is tested in each wait state and as long as READY
remains low, additional cycles will be added. A sampled

high on READY breaks the wait loop and the processors

proceed to T4 at the next clock.

4.5.4 Interlocked Bus Transfers

The NS32382 MMU is capable of executing interlocked cy-

cles to access a stream of data from memory without inter-

vention from other devices. NS32382 MMU executes inter-

locked Read-Modify-Write memory cycles to access Page
Table Entries (PTEs) and update the Reference (R) and
Modify (M) bit in the PTEs when necessary. During interiock

access cycles, the MILO signal from the MMU will be as-

serted. MILO is asserted in the clock cycle immediately be-

fore the Read-Modify-Write access and deactivated in the

clock cycle following T4 of the write cycle. If a Bus Enror is

detected in T4 of the write cycle. If a Bus Error is detected in

T4 of the read or the write portion of an interlocked access,

the interiocked access will be terminated and MILO will be
deactivated in the clock cycle following the T4 state where

Bus Error is recognized.

4.5.5 Bus Retry

The Bus Retry signal (BRT) will tie asserted on the bus
when a soft, or correctable error occurs. If the MMU gets a
Bus Retry when it is controlling the bus, it will re-run the bus
cycle until BRT is deactivated.

If Retry is to occur, BRT must be asserted (low) by the fall-

ing edge of PHH in T3. This signal is sampled again at the
falling edge of PHH in T4. The sampled value of BRT in

both T3 and T4 must be low before a valid bus retry is

recognized by the MMU.

During Hold Acknowledge, the MMU will not recognize the

Bus Retry signal.

4.5.6 Bus Error

The Bus En-or signal (BER) will be asserted (low) when a

hard, or uncorrectable error occurs (e.g., bus timeout, dou-

ble ECC error). This signal is sampled at the falling edge of

PHH in T4. If the MMU detects Bus Error while it is control-

ling the bus, it will store the virtual address which caused
the error in the BEAR (Bus Error Address Register), set the

ME b it in the ASR to indicate MMU ERROR. An abort signal

(ABT) will be generated and further memory accesses by

the MMU will be inhibited. The NS32382 then returns bus

control to the CPU by releasing the FLT signal (FLT returns

high). If the Bus Error signal is received when the CPU is

controlling the bus, the MMU will store the virtual address in

BEAR, and set the CE bit in the ASR to indicate CPU
ERROR. During Hold Acknowledge, the MMU will not recog-

nize the Bus Ertor signal.

4.5.7 Hold

An external DMA device asserts the HOLD line (low) to re-

quest the CPU cluster bus. This line is an input to both the

CPU and the MMU. If the MMU is not floating CPU (FLT line

high), it will transfer acknowledge signal, from the CPU di-

rectly to its own HLDAO output through its HLDAI input.

If the CPU is floated off the bus by the MMU when the hold

request is received, it (the CPU) will not acknowledge the

request In this case, the HLDA input of the MMU remains

high. MMU, being the bus master, will grant the bus to the

requesting device by pulling its HLDAO output low at the

end of a write access provided a bus error or bus retry has

not occurred.

When the DMA device has completed its access, it will re-

lease HOLD (returns high) and return bus control to the cur-

rent bus master.

4.5.8 Slave Instruction Bus Operation

For slave instructions, the bus operation follows a different

protocol. A slave bus cycle contains only two clock cycles:

T1 and T4. Data transfer between CPU and MMU is con-

trolled by one clock cycle wide pulse on the Slave Protocol

Control line (SPC).

Slave operations are specified in the 4-bit status code from

the CPU. CPU starts its slave operation by putting a slave

I.D. on the data bus with a status code of 1111. It then

pulses the SPC line for a one clock cycle. All slaves match

their own I.D. with the one on the data bus and only the

selected slave will respond to the following sequence of

slave transfers. The NS32382 MMU responds to a slave I.D.

of lE(hex). A slave write is accomplished by a one clock

SPC pulse with status code 1 101 while a slave read is ac-

complished by a one clock SPC pulse with status code
1110.
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4.0 Functional Description (continued)

When the slave completes the operation specified by the

CPU, it will activate the DONE line to signal completion.

4.6 ABORTS AND ERRORS

4.6.1 Aborts

In normal accesses (not RDVAL or WRVAL cycles), the

abort signal is asserted by the IVIMU under the following

conditions:

1

.

A protection exception has occun-ed.

2. During address translation, the first or second level PTE

is Invalid.

3. A breakpoint Is detected.

4. An MMU bus en-or has occurred.

In RDVAL or WRVAL cycles, the abort signal Is asserted by

the MMU only If the first level PTE is invalid and no protec-

tion violation Is detected.

When a translation exception causes an abort, the TX field

in the Abort Status Register (ASR) will be encoded to reflect

the type of translation exception which has occurred and

the Translation Exception Address Register (TEAR) will be

loaded with the cunrent virtual address. The format of the TX

field is as follows:

TX1 TXO

No Translation Exception

1 First Level PTE invalid

1 Second Level PTE Invalid

1 1 Protection Exception

If the abort is triggered by a breakpoint detection, the BP bit

in the ASR is set The actual virtual address which caused

the abort is found in the Breakpoint Datas Register (BDR).

4.6.2 Errors

There are two types of en-ors, CPU en-or and MMU error. A
CPU error occurs when the Bus En-or signal (BER) is sam-

pled low at mid T4 of a CPU access. An MMU error happens

when the same signal is found to be low at mid T4 of an

MMU access. Since the MMU monitors the BER signal con-

tinuously, it will set the CE bit or the ME bit in the ASR
(depending on a CPU or an MMU error) when an error is

detected. The virtual address which caused the en-or will be

recorded in the Bus En-or Address Register (BEAR). An
abort signal will be generated if an MMU error is detected.

4.7 SLAVE INSTRUCTION EXECUTION

The NS32382 MMU suppports the 32-blt fast slave protocol

of the NS32332 CPU. This protocol is optimized for 32-bit

transfers. The old 16-blt protocol Is not supported by the

NS32362 MMU.

There are two types of MMU slave instnjctions. The first

type contains register read and write instructions (LMR and

SMR). LMR allows the CPU to load the internal registers in

the MMU while SMR enables the CPU to read the contents

of those registers. The second type contains address vali-

dation instructions (RDVAL and WRVAL) which the CPU
uses to detect possible access violations associated with

the address.

All MMU instnjctions are privileged. If they are executed In

the user mode, the CPU will trap on all MMU instnjctions.

4.7.1 MMU Slave Instruction Format

The 3-byte general format of an MMU instnjction Is shown

in Figure 4. Bit to bit 7 contains the hex number 1 E which

corresponds to the slave I.D. of the MMU. Bit 10 to bit 13 is

the 4-bit opcode field which specifies one of the four MMU
operations. Bit 15 to bit 18 is the short code which the CPU
uses to select MMU registers. Bit 19 to bit 23 is the general

operand field which is not used in MMU instructions. Figure

4 shows the format of MMU instructions as they are stored

in memory. When the CPU sends a slave instruction to the

MMU (with status 1111), the byte order Is reversed. For ex-

ample, the LMR instnjction stored in memory has the follow-

ing format:

GGGGGSSS
Byte 2

80001011

Byte1

00011110

ByteO

GGGGG = general operand SSSS = short code

0010 in byte 1 = opcode of LMR instruction

0001 1 1 1 = Slave ID of MMU

The same instruction, when transfen-ed to the MMU over

the 32-bit data bus, will take on the following format:

00011110

Byte 3

S0001011

Byte 2

GGGGGSSS
Bytel

XXXXOOOO

ByteO

Figure 5 illustrates the format of the 4 MMU instmctions.

Figure 6 contains the possible combinations of the 4-bit

MMU short code.

,23 19,18—I I I—I—T" 15.

GEN

J—l I L

T—I

—

r
SHORT

J I L

13
'

I 11 '

OPCODE

J L_i

10,9 8,7
I

1

—

p-1—I—I—I—r"

1110 11110
' ' ' I I'll I

FIGURE 4. MMU Slave Instruction Format

FIGURE 5. MMU Instruction

Gen Short Opcode D Slave ID Instruction

GGGGG SSSS 0010 11 00011110 LMR mreg, src

GGGGG SSSS 0011 11 00011110 SMR mreg, src

GGGGG 0000 0000 11 00011110 RDVAL loc

GGGGG 0000 0001 11 00011110 WRVAL loc
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4.0 Functional Description (continued)

Short Code Register Description

0000 BAR Breakpoint Address Register

0001 Reserved

0010 BMR Breal<point Masit Register

0011 BDR Breatcpoint Data Register

1110 IVARO Invalidate Virtual Address Register

1111 IVAR1 Invalidate Virtual Address Register 1

1001 FEW Feature Enable Work

1010 ASR Abort Status Register

1011 TEAR Translation Exception Address Register

0110 BEAR Bus Error Address Register

1100 PTBO Page Table Base

1101 PTB1 Page Table Base 1

w
00

COuMW
CO
ro

FIGURE 6. MMU Siiort Code
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4.0 Functional Description (continued)
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4.0 Functional Description (continued)
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4.0 Functior
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SCriptiOn (continued)
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4.0 Functional Description (continued)

NS32082 vs NS32382 Register Comparison

NS32082 MSR Register NS32382 MSR Register

ERC Bite Translation Exception ASR: TX Code

(TX = 00 Means No

Translation Exception)

ERC Bit1

Bits

Not Used

1 = Address Compare Trap

= Branch Trace Trap

ASR: BP

Not Implemented

TET Bits

Bit 4

Bits

Protection Exception

First Level PTE Invalid

Second Level PTE Invalid

ASR: TX Code 1

1

ASR: TX Code 01

ASR: TX Code 10

Bite BN, Breakpoint Register Number Only 1 Breakpoint Register

Bit? Not Used

Bits ED, Data Direction Bit ASR: DDI

Bit 9 BD, Breakpoint Direction FEW: BR, BW, BX

Bit 10-12 EST, En-or Status Flag

(ST0:2fromCPU)

FEW: ST0-ST3

(STO: 3 from CPU)

Bit 13-15 BST. Breakpoint Status Flag FEW: ST0-ST3

Bit 16 TU, Translate User Bit FEW; TU

Bit 17 TS, Translate Supervisor Bit FEW:TS

Bit 18 DS, Dual Space Bit FEW:DS

Bit 19 AO, Access Override Bit FEW:AO

Bit 20 BEN, Breakpoint Enable Bit FEW: BR, BW, BX

Bit 21 UB, User Break Bit FEW: BS

Bit 22 Al, Atiort/lnterrupt Select Always Abort, No Interrupt

Bit 23 FT, Flow Trace Bit Trace Not Supported

Bit 24 UT, User Trace Bit Trace Not Supported

Bit 25 NT, Nonsequential Trace Bit Trace Not Supported
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4.0 Functional Description (continued)

NS32082 vs. NS32382 Register Comparison (Continued)

NS32082 NS32382

PTB0/PTB1 Bit 31

M = Memory Space Bit Used in System Emulation

No Emulation Support

PF0/PF1 Bit 31

AS = Address Space Bit

No Program Flow Support

EIA Bit 32 AS Bit

—During exception report indicates which PTB

is active for the current translation.

—During TB invalidation, indicates the address

space of the entry to be invalidated.

For exception report. The DS field in FEW in

conjunction with the UNS field in ASR yield the same

information.

For invalidation. Address space is selected by

loading into either IVARO or INVAR1

.

BPR0/BPR1Bit16

CE = Breakpoint Counter Enable

Breakpoint Counter Not Supported

BPR0/BPR1 Bit 27

BW = Break on Write Bit

FEWiBW

BPR0/BPR1 Bit 28

BR = Break on Read Bit

FEW: BR

BPR0/BPR1Bit29

BE = Breakpoint on Execution Bit

FEW: BR, BW, BX

BR, BW -»• Operand

BX —» Instruction

BPR0/BPR1 Bit 30

VP = Virtual/Physical Address Compare

Virtual Address Compare Only

BPR0/BPR1 Bit 31

AS = PTBOorPTBI Pointer for Breakpoint

IVARO for AS =

IVAR1forAS= 1

PTEIIBit32 25th Bit of PA

BS = Bank Select Bit

Bank Select Not Supported

32-Bit Physical Address

PIEI Bit 4 Modified Bit Not Used
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Timing Control Units

PRELIIMINARY

General Description
The NS32C201 Timing Control Unit (TCU) is a 24-pin device

fabricated using National's microCMOS technology. It pro-

vides a two-phase clocl<, system control logic and cycle ex-

tension logic for the Series 32000® microprocessor family.

The TCU input clock can be provided by either a crystal or

an external clock signal whose frequency is twice the sys-

tem clock frequency.

In addition to the two-phase clock for the CPU and IVIMU

(PHI1 and PHI2), it also provides two system clocks for gen-

eral use within the system (FCLK and CTTL). FCLK is a fast

clock whose frequency is the same as the input clock, while

CTTL is a replica of PH1 1 clock.

The system control logic and cycle extension logic make the

TCU very attractive by providing extremely accurate bus

control signals, and allowing extensive control over the bus

cycle timing.

Features
Oscillator at twice the CPU clock frequency

2 phase full Vcc swing clock drivers (PHI1 and PHI2)

4-bit input (WAITn) allowing precise specification of to

15 wait states

Cycle Hold for system arbitration and/or memory
refresh

System timing (FCLK, CTTL) and control (RD, WR, and

DBE) outputs

General purpose Timing State Output (TSO) that

identifies internal states

Peripheral cycle to accommodate slower MOS
peripherals

Provides "ready" (RDY) output for the Series 32000
CPUs
Synchronous system reset generation from Sohmitc

trigger Input

Phase synchronization to a reference signal

High-speed CMOS technology

TTL compatible inputs

Single 5V power supply

24-pin dual-in-line package

Block Diagram
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1.0 Functional Description
1.1 POWER AND GROUNDING
The NS32C201 requires a single +5V power supply, ap-

plied to pin 24 (Vcc)- See Electrical Characteristics. The

Logic Ground on pin 12 (GND), is the common pin for the

TCU.

A 0.1 fiF, ceramic decoupling capacitor must be connected

across Vcc and GND, as close to the TCU as possible.

1.2 CRYSTAL OSCILLATOR CHARACTERISTICS

The NS32C201 has an internal oscillator that requires con-

nections of the crystal and bias components to XIN and

XOUT as shown in Figune 1-1. It is important that the crystal

and the RC components be mounted In close proximity to

the XIN, XOUT and Vcc P'hs to keep printed circuit trace

lengths to an absolute minimum.

Typical Crystal Specificatjons:

Type At-Cut

Tolerance 0.005% at25°C

Stability 0.01% from 0° to 70°C

Resonance Fundamental (parallel)

Capacitance 20 pF

Maximum Series Resistance 50n

«t;c

^30|lF
CRYSTAL

FREQUENCY R

(MHz) (OHM)

6-12 470

12-18 220

18-24 100

24-30 47

1.3 CLOCKS

The NS32C201 TCU has four clock output pins. The PHI1

and PHI2 clocks are required by the Series 32000 CPUs.

These clocks are non-overlapping as shown in Figure 1-2.

^ONET-SIXTE*

-ntTDA
^ NONOVERLAPPING

TL/EE/8524-4

FIGURE 1.2. PHI1 and PHI2 Clock Signals

Each rising edge of PHI1 defines a transition in the timing

state of the CPU.

short transition timings, it is recommended that the conduc-

tors carrying PHI1 and PHI2 be kept as short as possible. It

is also recommended that only the Series 32000 CPU and, if

used, the MMU (Memory Management Unit) be connected

to the PHI1 and PHI2 clocks.

CTTL is a clock signal which runs at the same frequency as

PHil and is closely balanced with it.

FOLK is a clock, running at the frequency of XIN input This

clock has a frequency that is twice the CTTL clock frequen-

cy. The exact phase relationship between PHIl, PHI2, CTTL
and FLCK can be found In Section 2.

COw
o
l\9

o>

COwMO

(Ow
lOo

TL/EE/8524-3

FIGURE 1-1. Crystal Connection Diagram

RESET SWITCH
(OPTIONAL)

NS32C016
CPU

SYSTEM RESET

TL/EE/8524-5

FIGURE 1-3a. Recommended Reset Connections (Non Memory-Managed System)

Vcc

RESET SWITCH
(OtniONAL)

NS32C201
TCU

NS32I»2
MMU CPU

RSTI BSTO sin W™ AST
RST/ABT

^ 50|iuc

TL/EE/8524-6

FIGURE 1-3b. Recommended Reset Connections (Memory-Managed System)
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1.0 Functional Description (continued)

1.4 RESETTING

The NS32G201 TCU provides circuitry to meet the reset

requirements of the Series 32000 CPU s. If the Reset Input

line, RSTI is pulled low, the TCU asserts RSTO which resets

the Series 32000 CPU. This Reset Output may also be used

as a system reset signal. Figure 1-3a illustrates the reset

connections for a non Memory-Managed system. Figure

1-3b illustrates the reset connections for a Memory-Man-
aged system.

1.5 SYNCHRONIZING TWO OR MORE TCUs

RWEN/SYNC input to the slave TCU(s) is used for synchro-

nization. The Slave TCU samples the RWEN/SYNC input

on the rising edge of XI N. When RSTO is low and CTTL is

high (see Figure l-ff), if RWEN/SYNC is sampled high, the

phase of CTTL of the Slave TCU is shifted by one XIN clock

cycle.

Two possible circuits for TCU synchronization are illustrated

in Figures 1-4a and 1-4b. It should be noted that when
RWEN/SYNC is high, the RD and WR signals will be TRI-

STATE on the slave TCU.

During reset, (when RSTO is low), one or more TCUs can

be synchronized with a reference (Master) TCU. The

CM
u
CM
COM

fiWER/SYNC

MASTER
TCU

>

(Mint Be Low
During Reset)

XIN

13

CTTL

16

external

clock"

a>i

SLAVE

TCU

RSTO

8

RWEii/SYNC

TL/EE/8524-7

FIGURE 1-4a. Slave TCU Does Not Use RWEN During Normal Operation

RWEN/SYNC
(Must Be Low
During Reset]

»

X|N
MASTER cm

13 » 1—L>n

-r^J^"^^tZH
XiN

suve
^TCU

RSTO

FXTEBNAl ^
' RWEB /SYNC

CUKK ''
13 2

TL/EE/8524-8

FIGURE 1-4b. Slave TCU Uses Both SYNC and RWEN

Note; When two or more TCUs are to be synchronized, the XIN of all the TCUs should be connected to an external clock source. For details on the external clock,

see Switching Specifications in Section 2.

RWEN/SYNC

CTTL(s)~\

RSTI

RSTO A
TL/EE/8524-9

FIGURE 1-5. Synchronizing Two TCUs
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1.0 Functional Description (continued)

iSTS:

J—

V

cnL(s)

TL/EE/a524-10

FIGURE 1-6. Synchronizing One TCU to An External Pulse

In addition to synchronizing two or more TCUs, the RWEN/
SYNC input can lie used to "fix" the phase of one TCU to

an external pulse. The pulse to be used must be high for

only one rising edge of XIN. Independent of CTTL's state at

(•+a+A f>ill/\urir\rt tha VIM rieinnA#Jy.A *k« n~ri
1911 ly wiy«7,

^1 vi>^f 'i

edge will be high. Figure 1-6 shows the timing of this se-

quence.

1.6 BUS CYCLES

In addition to providing all the necessary clock signals, the

NS32C201 TCU provides bus control signals to the system.

The TCU senses the ADS signal from the CPU or MMU to

start a bus cycle. The DDIN input signal Is also sampled to

determine whether a Read or Write cycle Is to be gener-

ated. In addition to RD and WR, other signals are provided:

DBE and TSO. DBE is used to enable data buffers. The

leading edge of DBE is delayed a half clock period during

Read cycles to avoid bus conflicts between data buffers and
ajthar tho GPU Of the MMU. T.hls is shown in Fi^uTS 1-7.

The Timing State Output (TSO) is a general purpose signal

that may be used by external logic for synchronizing to a

System cycle. TSO is activated at the beginning of state T2

and returns to the high level at the beginning of state T4 of

the CPU cycle. TSO can be used to gate the CWAIT signal

when continuous waits are required. Another application of

TSO is the control of interface circuitry for dynamic RAMs.

Notes:

1. The CPU and TCU visw some tim-

ing states (T-states) ditferently.

For clarity, references to T-states

will sometimes tse followed by

(TCU) or (CPU). (CPU) also im-

piies IftmS).

2. Arrows indicate when tine TCU
samples tlie input.

3. RWEN is assumed low (RD and

WR enabled) unless specified dif-

ferently.

4. For clarity, T-states for both the

TCU and CPU are shown above

the diagrams. (See Note 1.)

TL/EE/8524-11

FIGURE 1-7. Basic TCU Cycle (Fast Cycle)
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1.0 Functional Description (continued)

1.7 BUS CYCLE EXTENSION

The NS32C201 TCU uses the Wait input signals to extend

normal bus cycles. A normal bus cycle consists of four PHI1

clock cycles. Whenever one or more Walt inputs to the TCU
are activated, a bus cycle is extended by at least one PHI1

clock cycle. The purpose is to allow the CPU to access slow

memories or peripherals. The TCU responds to the Walt

signals by pulling the RDY signal low as long as Wait States

are to be inserted in the Bus cycle.

There are three basic cycle extension modes provided by

the TCU, as described below.

1.7.1 Normal Wait States

This is a normal Wait State insertion mode. It is initiated by

pulling CWAIT or any of the WAITn lines low in the middle of

T2. Figure 1-8 shows the timing diagram of a bus cycle

when CWAIT is sampled high at the end of T1 and low in the

middle of T2.

CPU STATES T1 TZ T3 T3 T3 T4

TCU STATES T1 T2 TCW...,....TCW
,

T3
,

T4

PHI1JLTuliuuvJ"
"V

TL/EE/S524-12

FIGURE 1-8. Walt State Insertion Using CWAIT (Fast Cycle)
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1.0 Functional Description (Continued)

The RDY Signal goes low during T2 and remains low until

CWAIT is sampled higli by the TCU. RDY is pulled high by

the TCU during the same PHI1 cycle In which the CWAIT
line Is sampled high.

If any of the WAITn signals are sampled low during T2 and

CWAIT is high during the entire bus cycle, then the RDY line

goes low for 1 to 15 clock cycles, depending on the binary

weighted value of WAITn. If, for example, WAIT1 and

WAIT4 are sampled low, then five wait states will be insert-

ed. This Is shown in Figure 1-9.

CPU STATES 11 T2 T3 T3. .T3 13 T4

TCU STATES ,
T1 , T2

PHI1

TW1 TW2...,....TWn T3 T4

uuu

DDIN

CWAIT

WAITn

CO

lOO
o

COwMO
roo

CO

roO
roo

Ul

TL/EE/8524-13

FIGURE 1-9. Walt State Insertion Using WAITn (Fast Cycle)
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1.0 Functional Description (continued)

1.7.2 Peripheral Cycle

This cycle is entered when the PER signal line is sampled

low at the beginning of T2. The TCU adds five wait states

identified as TD0-TD4 into a normal bus cycle. The RD and

WR signals are also re-shaped so the setajp and hold times

for address and data will be Increased.

This may be necessary when slower peripherals must be

accessed.

Figure 1-10 shows the timing diagram of a peripheral cycle.

CPU STATES T1 T2 T3 T3 T3 T3 T3 T3 T4

TCU STATES

PHI1

I

T1
I

T2
j TDO 1 TDI 1

TSB

DOIN

WR

flD

DBE

PER

RDY

I

nrr "'\"' "•

r
W'l 'MT'>')"ka

"""; ')'

TL/EE/8524-14

FIGURE 1-10. Peripheral Cycle
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1.0 Functional Description (continued)

1.7.3 Cycle Hold

If the GWAIT input is sampled low at the end of state T1 , the

TCU will go into cycle hold mode and stay in this mode for

as long as CWAIT Is kept low. During this mode the control

signals RD, WR, TSO and DBE are kept inactive; RDY is

pulled low, thus causing wait states to be inserted into the

bus cycle. The cycle hold feature can be used in applica-

tions involving dynamic RAMs. A timing diagram showing
the cycle hold feature is shown in Figure 1-11.

CPU STATES T1 T2 T3 T3 T3 T4

TCU STATES T1 TH TH T2 T3 T4

PHI1AATiAAAJ-

COwMO

O
roo

(Ow
lOO

CWAIT

TL/EE/8524-15

FIGURE 1-1 1. Cycle Hold Timing Diagram

1.8 BUS CYCLE EXTENSION COMBINATIONS

Any combination of the TCU input signals used for extend-

ing a bus cycle can be activated at one time. The TCU will

honor all of the requests according to a certain priority

scheme. A cycle hold request is assigned top priority. It fol-

lows a peripheral cycle request, and then GWAIT and
WAITn respectively.

If, for example, all the input signals CWAIT, PER and WAITn
are asserted at the beginning of the cycle, the TCU will en-

ter the cycle hold mode. As soon as CWAIT goes high, the

input signal PER is sampled to determine whether a periph-

eral cycle is requested.

Next, the TCU samples CWAIT again and WAITn to check

whether additional wait states have to be inserted Into the

bus cycle. This sampling point depends on whether PER
was sampled high or low. If PER was sampled high, then the

sampling point will be in the middle of the TCU state T2,

(Figure 1-14), othenwise it will occur three clock cycles later

{Figure 1-15). Figures 1-12 to 1-15 show the timing dia-

grams for different combinations of cycle extensions.
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1.0 Functional Description (continued)

CPU STATES 11 T2 T3 T3 T3 T3 T3 T4

rCU STATES T1 T2 TCW , TCW , TW1 .......TWIO
,

T3 , T4

PHI1

ADS

|U\JiLKAJ\_hLfLh.

ISO

WR HIGH

DBE

PER

CWAIT

\

w

WAIT2

WAIT4

WAITS

WAITn
value

sampled

RDY

nil!

15io

IOIO2

IO10

i^

i^

J
FIGURE 1-12. Fast Cycle With 12 Wait States

(2 CWAIT and WAIT10) (Read Cycle)

/

TL/EE/8624-16
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1.0 Functional C

CPU STATES

TCU STATES

PHH ,

ADS

>escri|

T1

n

3tion (

T2

TH

Continuec

T3

TH

)

T3

T2

T3 T3

TCW TW1

T3

TW2

T3

T3

T4

T4

f—

\

i

i

1

1

—
TSB

WR HIGH

\

r

—
RD

DBE

\

\

PER '/mwm.wmWi wma,fM/iif^A

CWAIT -\
\t \ \ \

'

\

WAIT1

WAIT2

HICH

LOW

\

\

WAIT4 HIGH

\

WAITS

WAITn

HIGH

RDY
\ /

TL/EE/8524-18

FIGUR

1 1 1

E 1-14. Cycle Hold with Three Wait States

1 CWAIT and WAIT2) (Read Cycle)
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1.0 Functional Description (continued)

CPU STATES T1 T2 T3 T3 T3 T3 T3 T3 T3 T3 T4

Z
CO

lOO

a>

CO
<a

O

CO
03MO
lOo

TL/EE/S524-19

FIGURE 1-15. Cycle Hold of a Peripheral Cycle

1.9 OVERRIDING WAITn WAIT STATES

The TCU handles the WAITn Wait States by means of an

internal counter that is reloaded with the binary value corre-

sponding to the state of the WAITn inputs each time CWAIT
is sampled low, and is decremented when CWAIT is high.

This allows to either extend a bus cycle of a predefined

number of clock cycles, or prematurely terminate it. To ter-

minate a bus cycle, for example, CWAIT must be asserted

for at least one clock cycle, and the WAITn inputs must be
forced to their inactive state.

At least one wait state is always inserted when using this

procedure as a result of CWAIT being sampled tow. Rgure
1-16 shows the timing diagram of a prematurely tenninated

bus cycle where eleven wait states were being Inserted.
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1.0 Functional Des

CPU STATES

TCU STATES

mil
J

ADS

(cripti

T1

T1

on (Continued)

T2 T3 T3

T2 TW1 , TW2

T3

TW3

T3

TCW

T3

T3

T4

T4

r

\

1

/

/

^

TSO

1 1

\
i

WR

RD

\

HIGH

r511

j

PER i

*

^B wm
i i

Y
i

:

r
CWAIT

\'
1

\
1

WAIT1

WAIT2

i

WMT4

WAITS

\

OOOOz

1

lOlli

11,0

p"

RDY
\ /

TL/EE/6524-20

FIGURE

1 1

1-16. Overriding WAITn Wait States

(Write Cycle)
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2.0 Device Specifications
2.1 PIN DESCRIPTIONS

The following is a description of all NS32C201 pins. The
descriptions reference portions of the Functional Descrip-

tion, Section 1.

2.1.1 Supplies

Power (Vcc): +5V positive supply. Section 1.1.

Ground (GND): Power supply return. Section 1.1.

2.1.2 Input Signals

Reset Input (RSTI): Active low. Schmitt triggered, asyn-

chronous signal used to generate a system reset. Section

1.4.

Address Strobe (ADS): Active low. Identifies the first timing

state (T1) of a bus cycle.

Data Direction Input (DDIN): Active low. Indicates the di-

rection of the data transfer during a bus cycle. Implies a

Read when low and a Write when high.

Note: In Rev. A of the NS32C201 this signal is CMOS compatible, in later

revisions it is TTL compatible.

Read/Write Enable and Synchronization (RWEN/
SYNC): TRI-STATE® the RD and the WR outputs when high

and enables them when low. Also used to synchronize the

phase of the TCU clock signals, when two or more TCUs
are used. Section 1.5.

Crystal or External Clock Source (XIN): Input from a crys-

tal or an external clock source. Section 1 .3.

2.1.3 Output Signals

Continuous Walt (CWAIT): Active low. Initiates a continu-

ous wait if sampled low in the middle of T2 during a Fast

cycle, or in the middle of TD2, during a peripheral cycle. If

CWAIT is low at the end of T1, it initiates a Cycle Hold.

Section 1.7.1.

Four-Bit Walt State Inputs (WAIT1, WAIT2, WAIT4 and
WAITS): Active low. These inputs, (collectively called

WAITn), allow from zero to fifteen wait states to be speci-

fied. They are binary weighted. Section 1 .7.1

.

Peripheral Cycle (PER): Active low. If active, causes the

TCU to insert five wail states into a normal bus cycle. It also

causes the Read and Write signals to be re-shaped to meet
the setup and hold timing requirement of slower MOS pe-

ripherals. Section 1 .7.2.

Reset Output (RSTO): Active low. This signal becomes ac-

tive when RSTI is low, initiating a system reset. RSTO goes
high on the first rising edge of PHI1 after RSTI goes high.

Section 1.4.

Read Strobe (RD): (TRI-STATE) Active low. Identifies a
Read cycle. It is decoded from DDIN and TRI-STATE by
RWEN/SYNC. Section 1.6.

Write Strobe (WR): (TRI-STATE) Active low. Identifies a
Write cycle. It is decoded from DDIN and TRI-STATE by
RWEN/SYNC. Section 1.6.

Note: RD and WR are mutually exclusive in any cycle. Hence they are never

low at the same time.

Data Buffer Enable (DBE): Active low. This signal is used
to control the data bus buffers. It is low when the data buff-

ers are to be enabled. Section 1.6.

Timing State Output (ISO): Active low. The failing edge of

TSO signals the beginning of state T2 of a bus cycle. The
rising edge of TSO signals the beginning of state T4. Sec-

tion 1.6.

Ready (RDY): Active high. This signal will go low and re-

main low as long as wait states are to be inserted In a bus
cycle. It is normally connected to the RDY input of the CPU.
Section 1.7.

Fast Clocic (FOLK): This is a clock running at the same
frequency as the crystal or the extemal source. Its frequen-

cy is twice that of the CPU clocks. Section 1 .3.

CPU Clocks (PHI1 and PHI2): These outputs provide the

Series 32000 CPU with two phase, non-overtapping clock

signals. Their frequency is half that of the crystal or external

source. Section 1.3.

System Clock (CTTL): This is a system version of the PHI1

clock. Hence, it operates at the CPU clock frequency. Sec-

tion 1 .3.

Crystal Output (XOUT): This line Is used as the return path

for the crystal (if used). It must be left open when an exter-

nal clock source is used to drive XIN. Section 1 .2.

COu
O

o
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2.0 Device Specifications (continued)

2.2 ABSOLUTE MAXIMUM RATINGS (Note 1)

Specifications for Military/Aerospace products are not

contained In this datasheet. Refer to the associated

reliability electrical test specifications document.

Supply Voltage 7V

Input Voltages - 0.5V to Vcc + 0.5V

Output Voltages - 0.5V to Vcc + 0.5V

Storage Temperature - eS'C to + 1 50°C

Lead Temperature (Soldering, 1 sec.) 300°C

Continous Power Dissipation 1

W

2.3 ELECTRICAL CHARACTERISTICS Ta = -40°CtO +85°C,Vcc = 5V ±5%,GND = OV

Note: Absolute maximum ratings Indicate limits beyond

which penvament damage may occur. Continuous opera-

tion at these limits is not Intended; operation should tie limit-

ed to those conditions specified under Electrical Character-

istics.

Symbol Parameter Conditions Min Typ Max Units

V|L Input Low Voltage All Inputs Except RSTI & XIN 0.8 V

V|H input High Voltage All Inputs Except RSTI & XIN 2.0 V

Vt+ RSTi Rising Threshold Voltage Vcc = 5.0V 2.5 3.5 V

Vhys RSTi Hysteresis Voltage Vcc = 5.0V 0.8 1.8 V

VXL XIN Input Low Voltage 0.20 Vcc V

VXH XIN Input High Voltage 0.80 Vcc V

IlL Input Low Current V|N = OV -10 mA

l|H Input High Cunrent V|N = Vcc 10 ^A

Vol
Output Low Voltage

All Outputs Except XOUT
1
= 2mA 0.10 Vcc V

VOH
Output High Voltage

All Outputs Except XOUT
l=-1mA 0.90 Vcc V

lO(OFF) Output Leakage Cun-ent on RD/VTR 0.4V <: VouT ^ Vcc -20 +20 ;xA

Ice Supply Current fxin = 20 MHz 100 12011 mA

NotB 1: All typical values are tor Vcc ~ 5V and T* = 25°C.

Connection Diagram
Dual-in-Llne Package

EiE—
~~^'^~

24

RWEN/SYNC— 23

ilB— 22

iffi— 21

DDiN— 20

»TS—
SSTI— NS32C201

TCU

19

18

RSTB— 17

HOY— 16

PHK— 10 15

PHM— 11 14

GND— 12 13

-Kk

-CwOt

-fHfFi

-mri

-wm
-wwra

-TSO

-CTTL

-FCU(

-XOUT

-XIN

Top view

Order Number NS32C201D or NS32C201N
See NS Package Number D24C or N24A

FIGURE 2.1
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2.0 Device Specifications (continued)

2.4 SWITCHING CHARACTERISTICS

2.4.1 Definitions

All the timing specifications given in this section refer to

15% or 85% of Vcc on the rising or falling edges of the

clock phases PHI1 and PHI2, and all output signals; to 30%
or 70% of Vcc on all the CMOS input signals, and to 0.8V or

2.0V on all the TTL input signals, unless specifically stated

otherarise.

These specifications are guaranteed under the following

conditions:

Ta = -40°C to +85°C, Vcc = 5V ±5%, GND = OV

2.4.3 Timing Tables

2.4.2 Output Loading

Capacltive loading on output pins for the NS32C201.

RDY, DBE, TSO 50 pF

RD, WR 75 pF

CTTL SQ^IOOpF
FCLK 100 pF

PHI1, PHI2 170 pF

ABBREVIATIONS

LE.—Leading Edge

I.E.—^Trailing Edge

R.E.—Rising Edge

F.E.—Falling Edge

CO
COMO

O

CO
CO

o

Symbol Figure Description Reference/Conditions
NS32C201-6

Min Max

NS32C201-10

Min Max

NS32C201-15

Min Max
Units

CLOCK-SIGNALS (XIN, FCLK, PHI1 & PHI2) TIMING

ICp uiocK renoa fnn n.c. lo r^exi

PHI1 R.E.
160 100

•CLh Clocl< High Time At90%VcoonPHI1
(Both Edges)

0.5 tcp
-17 ns

0.5 tcp
-7 ns

0.5 top
— 15 ns

0-5 top
-7 ns

0.5 top

-10ns
0.5 top
-3 ns

ICLI 2.2 Clocl( Low Time At10% VcconPHII 0.5 tcp
-3 ns

0.5 top

+ 12ns
0.5 top
-3 ns

0.5tcp
+ 10 ns

0.5 top
-3 ns

0.5 top

+6ns

tCLw(1,2) 2.2 Cloclc Pulse Width At2.0VonPHi1,PHI2
(Both Edges)

0.5 top
-14 ns

0.5 tcp
—4 ns

0.5 tcp

-10ns
0.5 tcp
-4 ns

0.5 top
-6 ns

0.5 top
-4 ns

tCLw PHI1,PHI2 Asymmetry

(tCLw(Note1)-tcLw(Note2))

At2.0VonPHI1,
PHI2

tCLR 2.2 Clock Rise Time 10% to 90% Vcc
on PHI1 R.E.

tCLF Clock Fall Time 90% to 10% Vcc
on PHI1 F.E.

*nOVL
(Notes 1,

2.2 Clock Non-Overlap Time At 10% VcconPHII,
PHI2

'nOVUs Non-Overlap Asymmetry

(tnOVL (Note 1) - tnovL (Note 2))

At 10% VcconPHII,
PHI2

tXh XIN High Time

(External Input)

At 80% Vcc on XIN
(Both Edges)

25 10

txi 2.2 XIN Low Time
(External Input)

At 20% Vcc on XIN
(Both Edges)

25

txFr 2.2 XIN to FCLK R.E. Delay 80% Vcc on XIN R.E.

to FCLK R.E.
31 29 29

'XH 2.2 XIN to FCLK FE. Delay 20% Vcc on XIN F.E.

to FCLK F.E.
31 29

*XCr 2.2 XIN to CTTL R.E. Delay 80% Vcc on XIN R.E.

to CTTL R.E.
40 34 18

•xpr 2.2 XIN to PHI1 R.E. Delay 80% Vcc on XIN R.E.

to PH1 1 R.E.
32 18 ns

nstpcr 2.2 FCLK to CTTL R.E. Delay FCLK R.E. to CTTL R.E. 10

FCLK to CTTL RE. Delay FCLK R.E. to CTTL F.E.

tph

2.3 FCLKtoPHII R.E. Delay FCLKR.E.toPHII R.E. ns

ns2.3 FCLKtoPHII F.E. Delay FCLKR.E.toPHII FE. -5

2.3 FCLK High Time
with Crystal

At 85% Vcc on FCLK
(Both Edges)

0.25 tcp
-7 ns

0.25 tcp

+ 7ns
0.25 tcp
-5 ns

0.25 tcp

-H5ns
0.25 tcp

-5 ns

0.25 tcp

+ 5ns

tpcf 2.3 PHI2 R.E.tc CTTL
F.E. Delay

PHI2 R.E. to CTTL F.E.

tern 2.3 CTTL High Time At 85% Vcc on CTTL
(Both Edges)

0.5 tcp
— 14 ns

0.5 tcp

+ 2ns
0.5 tcp

-12ns
0.5 tcp

H-l ns

0.5 tcp

-10 ns

0.5 tcp

-I- Ins

Notel:

Note 2:

txcr. tpcr. tpa, tpcf, tcTh are measured with 100 pF load on CTTL

PHI1 and PH12 are interchangeable for the following parameters: tcp, tcLii. tcLl, tcLw. tCLR. tcLF, tnOvL. txpr. iFPr, tppf-
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2.0 Device Specifications (continued)

2.4.3 Timing Tables (Continued)

CM
Symbol Figure Description Reference/Conditions

NS32C201-6 NS32C201-10 NS32C201-15
Units

^ MIn Max Min Max Min Max

o CTTLTIMING(CL = 50pF)
|

I
tpcr 2.3 PHI1 to CTTL R.E. Delay PH11 R.E. to CTTL R.E. -2 7 -2 5 -2 2 ns

o
tCTR 2.3 CTTL Rise Time 10%to90%Vcc

on CTTL R.E.
6 5 3 ns

tCTF 2.3 CTTL Fall Time 90%to10%Vcc
on CTTL F.E.

6 5 3 ns

<o CTTL TIMING (CL = 100 pF)

o tpCr 2.3 PHI1 to CTTL R.E. Delay PHI1R.E.toCTTLR.E. -2 8 -2 6 3 ns

C4
<CTR 2.3 CTTL Rise Time 10%to90%Vcc

on CTTL R.E.
8 7 5 ns

COz tCTF 2.3 CTTL Fall Time 90%to10%Vcc
on CTTL F.E.

7 7 5 ns

CONTROL INPUTS (RST1, RSTO, ADS, DDIN) TIMING
|

tRSTr 2.4 RSTO R.E. Delay After PHI1 R.E. 25 21 10 ns

tRSTs 2.4 RST1 Setup Time Before PHI1 R.E. 15 15 10

Uds 2.4 ADS Setup Time Before PHI1 R.E. 35 30 20 ns

•aDw 2.4 ADS Pulse Width ADSLE.toADSTE. 25 25 20 ns

tDDs 2.4 DDIN Setup Time Before PHI1 R.E. 10 10 10 ns

CONTROL OUTPUTS CTSD, RD, WR, DBE & RWEN/SYNC) TIMING
|

tTf 2.5 TSO LE. Delay After PHI1 R.E. 15 12 6 ns

tTr 2.5 TSCT.E. Delay After PH1 1 R.E. 20 18 10 ns

tRW1(F) 2.5 RD/WR LE. Delay (Fast Cycle) After PHI1 R.E. 50 35 21 ns

tRWf{S) 2.6 RD/WR LE. Delay

(Peripheral Cycle)

After PH11 R.E.
30 25 15 ns

tRWr 2.5/6 RD/WR T.E. Delay After PHI1 R.E. 25 25 15 ns

tDBf(W) 2.5/6 DBE LE. Delay (Write Cycle) After PH1 1 R.E. 28 28 15 ns

tDBf(R) 2.5/6 DBE L.E. Delay (Read Cycle) After PH12 R.E. 25 21 11 ns

tOBr 2.5/6 DBE T.E. Delay After PHI2 R.E. 23 23 20 ns

tpu: 2.7 RD.WR Low Level to TRI-STATE After RWEN/SYNC R.E. 20 20 15 ns

tpHZ 2.7 RD.WR High Level to TRI-STATE After RWEN/SYNC R.E. 20 20 15 ns

•pZL 2.7 RD.WR TRI-STATE to Low Level After RWEN/SYNC F.E. 25 25 18 ns

tpZH 2.7 RD.WR TRI-STATE to High Level 25 25 18 nsAfter RWEN/SYNC F.E.

& RDY) TIMINGWAIT STATES &C^rCLE HOLD (CWAIT, WAITn, PER

•CWS(H) 2.8 Before PHI1 R.E. 35 30 20 nsCWAIT Setup Time (Cycle Hold)

tCWh(H) 2.8 After PH11 R.E. nsCWAIT Hold Time (Cycle Hold)

tCWs(W) 2.8/9 Before PHI2 R.E. 10 10 6 nsCWAIT Setup Time (Wait States)

tcWh(W) 2.9 After PHI2 R.E. 20 20 15 nsCWAIT Hold Time (Wait States)

tWs 2.9 Before PHI2 R.E. 7 7 5 nsWAITn Setup Time

tWh 2.9 After PHI2 R.E. 25 20 15 nsWAITn Hold Time

tps 2.10 PER Setup Time Before PHI1 R.E. ns

tph 2.10 PER Hold Time After PHI1 R.E. 30 30 30 ns

tRd 2.8/9/10 RDY Delay After PHI2 R.E. 30 25 12 ns

SYNCHRONIZATION (SYNC) TIMING
{

tSys 2.11 SYNC Setup Time Before XIN R.E. 6 6 6 ns

tsyh 2.11 SYNC Hold Time After XIN R.E. 3 ns

tcs 2.11 CTTL/SYNC Inversion Delay CTTL (master) to

HWhN/SYNC (slave)
15 10 7 ns

!
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2.0 Device Specifications (continued)

2.4.4 Timing Diagrams

CO
roO
ro

FCLK

CTTL

*XPr h«---|-« kp «+•— klbC^)—H K tcLF tcLR -H K

PHI, ___/ V 7 '90%Vcc \io%Vcc J
U— *CL»(1)—J h-*ClJl(2)-H -< kxi »

PHI2"V
l-^*ClJl(2)-H

CLwtZj—

H

'nOVL(1),.

FIGURE 2-2. Ctotk Signals (a)

! 'nOVL(2)

TL/EE/8524-21

o>

o>oO
ro

COw
|tOO
ro

FIGURE 2-3. Clock Signals (b)

PHIt

RSTI

RSTO

AOS

/—"

-« ^

^**ADs —
'ADw

^J'

D(

-*'di

FIGURE 2-4. Control Inputs

TL/EE/8524-22

TL/EE/S524-23
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2.0 Device Specifications (continued)

PHI2

TL/EE/8524-24

FIGURE 2-5. Control Outputs (Fast Cycle)

ESe

h tOBf(W)

I I I

tDBt(R)

-t(IWf(S)
tRWr-

TL/EE/8524-25

FIGURE 2-6. Control Outputs (Peripheral Cycle)

XIH-

:^.
tpu

/r^

V

^.

/
IpHZ

FIGURE 2-7. Control Outputs (TRI-STATE Timing)

TUEE/B524-26
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2.0 Device Specifications (continued)

PHI2

CWAIT

TH1 (FIRST) TH„(LAST) T2

r~\
• *CW5(W)

'CWh(H)

-% SUBSEQUENT WAIT STATE

'"'Rd'

J
RDY REMAINS LOW

FOR SUBSEQUENT WAIT

woO

a)M
lOo
ro

wMO
roo

FIGURE 2-8. Cycle Hold
TL/EE/8524-27

T2 TCW OR TW„

PHI1

PHI2

CWAIT

RDY

y~\
/V^TA

*CWs(W)

FIGURE 2-9. Walt State (Fast Cycle)

TL/EE/8524-28

T1 T2 TDD TD1 TD2 TCW OR TW„ TD3 TD4 T3 14

PHI1

PHI2

CWAIT ,

OR

WAITn

PER

RDY

V
y^,.

/V7

Ph V7

<R -»" -™

"Nm 6S -A
TL/EE/B524-29

FIGURE 2-10. Walt State (Peripheral Cycle)
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2.0 Device Specifications (continued)

CMO
«
(0

o
CMo
C4
CO
(A

(D

C4O
CM
f»MZ

-tcs-H

[- ISYs - ISYli —

J \ f 1

FIGURE 2-11. Synchronization Timing

TL/EE/e524-30
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General Description
The NS32201 Timing Control Unit (TCU) is a 24-pin device

fabricated on a Schottlqr bipolar process. It provides a two-

phase clocl<, system control logic and cycle extension logic

for the Series 32000® microprocessor family. The TCU in-

put clock can be provided by either a crystal or an external

clock signal whose frequency is twice the system clock fre-

quency.

In addition to the two-phase clock for the CPU and MMU
(PHI1 and PHI2), It also provides two system clocks for gen-

eral use within the system (FCLK and CTTL). FCLK is a fast

clock w.hose frequency is t.he same as the in"ut clock while

CTTL is a TTL replica of PHI1 clock.

The system control logic and cycle extension logic make the

TCU very attractive by providing extremely accurate bus

control signals, and allowing extensive control over the bus

cycle timing.

Features
Oscillator at twice the CPU clock frequency

2 phase full Vqc swing high capacitance clock drivers

(PHI1 and PHI2)

I 4-bit input (WAITn) allowing precise specification of to

15 wait states

I Cycle Hold for system ariaitration and/or memory
refresh

I System timing (FCLK, CTTL) and control (RD, WR, and
DBE) outputs

I General purpose Timing State Output (TSO) that

identifies internal states

I Peripheral cycle to accomodate slower MOS
peripherals

1 Provides "ready" (RDY) output for the Series 32000
CPUs

Synchronous system reset generation from Schmitt

trigger input

Phase synchronization to a reference signal

Single 5V power supply

24-pin dual-in-line package

u
O

Block Diagram

XOUT

srw
LOGIC

-*>

C—B^O-

ws
Siiiii

plir

nwT -

Siifg -

«MiT4

mn
SBti •

mHD- IHTERIML CLOCK

t-s™te
counteh
tLOQC

"TC

VI«IT

STATE
COUHTEfl
I LOGIC

"T—>
a>-
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1.0 Functional Description

1.1 POWER AND GROUNDING
The NS32201 requires a single +5V power supply, applied

to pin 24 (Vcc). See D.C. Electrical Characteristics. The
Logic Ground on pin 12 (GND), is the common pin for the

TCU.

A 0.1 fif, ceramic decoupling capacitor must be connected

across Vcc and GND, as close to the TCU as possible.

1.2 CRYSTAL OSCILLATOR CHARACTERISTICS

The NS32201 has a "Plerce"-type oscillator. Connections

of the crystal and bias components to XIN and XOUT are

shown in Figure 1-1. It is important that the crystal and the

RC components be mounted in close proximity to the XIN,

XOUT and Vcc P'ns to keep printed circuit trace lengths to

an absolute minimum.

Typical Crystal Specifications:

Type At-Cut

Tolerance 0.005% at 25°C

Stability 0.01% from 0° to 70»C

Resonance Fundamental parallel

Capacitance 20 pF

Maximum Series Resistance 50n

XOUT

XIN,
(W)

CZl

CRYSTAL
FREQUENCY

(MHz)

6-12

12-18

18-24

24-30

R

(OHM)

470

220

100

47
TL/EE/5590-3

FIGURE 1-1. Crystal Connection Diagram

1.3 CLOCKS

The NS32201 TCU has four clock output pins. The PHI1

and PHI2 clocks are required by the Series 32000 CPUs.
These clocks are non-overiapping as shown in Figure 1-2.

Each rising edge of PHI1 defines a transition In the timing

state of the CPU.

As the TCU generates the various clock signals with very

short transition timings, it is recommended that the conduc-
tors carrying PHI1 and PHI2 be kept as short as possible. It

is also recommended that only the Series 32000 CPU and, if

used, the MMU (Memory Management Unit) be connected
to the PHI1 and PHI2 clocks. In addition to the CPU and
MMU, 25 pF ceramic capacitors from these pins to ground
are recommended as they provide a better VOH on the out-

puts. These capacitors should be mounted close to the TCU
to minimize trace inductances.

CTTL is a TTL compatible clock signal which runs at the

same frequency as PHI1 and is closely balanced with it.

CTTL is Intended for driving TTL loads.

FCLK is also a TTL compatible clock, running at the fre-

quency of XIN input. This clock is also intended for driving

TTL loads and has a frequency that is twice the CTTL clock

frequency. The exact phase relationship between PHI1,

PHI2, CTTL and FLCK can be found in Section 2.

1.4 RESETTING

The NS32201 TCU provides circuitry to meet the reset re-

quirements of the Series 32000 CPUs. If the Reset Input

line, RSTI is pulled low, the TCU asserts RSTO which resets

the Series 32000 CPU. This Reset Output may also be used

as a system reset signal. Figure 1-3a illustrates the reset

connections for a non Memory-Managed system. Figure 1-

3b illustrates the reset connections for a Memory-Managed
system.

1.5 SYNCHRONIZING TWO OR MORE TCUs

During reset, (when RSTO is low), one or more TCUs can
be synchronized with a reference (Master) TCU. The
RWEN/SYNC input to the slave TCU(s) is used for synchro-

nization. The Slave TCU samples the RWEN/SYNC input

on the rising edge of FCLK when RSTO is low and CTTL is

high (see Figure 1-S). if RWEN/SYNC is sampled high, the

phase of CTTL of the Slave TCU is shifted by one XIN clock

cycle.

Two possible circuits for TCU synchronization are illustrated

in Figures 1-4a and 1-4b. It should be noted that when
RWEN/SYNC is high, the RD and WR signals will be TRI-

STATE on the slave TCU.

CAu
o

COu
roo

(O
COM
o

-^ONET-STATE-»

NONOVERUPPING
TJMES

FIGURE 1.2. PHi1 and PHI2 Cloclc Signals
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1.0 Functional Description (continued)

f>—O-

EXTERNAL RESET
(OPTIONAL)

^1

I J

RESET SWITCH
(OPTIONAL)

SYSTEM RESET

TL/EE/5590-5

FIGURE 1-3a. Recommended Reset Connections (Non Memory-Managed System)

'>—

o

EXTERNAL RESET
(OPnONAL)

TT-r

NS32201
TCU

MS320e2
MMU

NS32016
CPU

"^'
ftBT

RST/ftir

RESET swrrcH
(OPnONALI

FIGURE 1-3b. Recommended Reset Connections (Memory-Managed System)

iREii/syiic-

' MIS7EEUW '

-
MASTER

m
13

ICU
>

cm
16

a>i

SUVE
TCU

IISTO

8

RWlii/SrNC

2

TUEE/SSSO-y

FIGURE 1-4a. Slave TCU does not use

TL/EE/5590-6

RV»E«;SY»C

1 MUST BE LOW \

\ DURING BESET J XIN
MASTER
^TCU cnL

13 i="p-L>>n

^r^^^TCH
XIN

SLAVE

Sot

RTFRmi ^
' RWEN/SYNC

CUICK '
13 2

TL/EE/5590-e

FIGURE 1-4b. Slave TCU Uses

Both SYNC and RWEN

RWEN during Normal Operation
Note: When tvro or more TCUs are to be synchronized, the XIN of all the TCUs should be connected to an eictemal dock source. For details on the external clock,

see Switching Charaoteristfes in Seotkjn 2.

cnL(!)^^^-^—V. y V
l!V)CII/syNC y—^^^—\ r

\
FIGURE 1-5. Syncltronizing Two TCUs
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1.0 Functional Description (continued)

z
CO
CO
lO
ro

a>

0)

J—

V

cnLis)

CO
c>>
lo
ro

Z
COw
ro
lO

TL/EE/5590-10

FIGURE 1-6. Synchronizing one TCU to an External Pulse

In addition to synchronizing two or more TCUs, the RWEN/
SYNC input can be used to "fix" the phase of one TCU to

an external pulse. The pulse to be used must be high for

only one rising edge of FCLK. Independent of CTTL's state

at the FCLK rising edge, its state following the next FCLK

rising edge should be low. Figure 1-6 shows the timing of

this sequence.

1.6 BUS CYCLES

In addition to providing all the necessary clock signals, the

NS32201 TCU provides bus control signals to the system.

The TCU senses the ADS signal from the CPU or MMU to

start a bus cycle. The DDIN Input signal is also sampled to

determine whether a Read or Write cycle is to be generated.

In addition to RD and WR, other signals are provided: DBE
and TSO . DBE is used to enable data buffers. The leading

edge of DBE is delayed a half clock period during Read

cycles to avoid bus conflicts tietween data buffers and ei-

ther the CPU or the MMU. This is shown in Figure 1-7.

The Timing State Output (TSO) is a general purpose signal

that may be used by external logic for synchronizing to a

System cycle. TSO is activated at the beginning of state T2

and returns to the high level at the beginning of state T4 of

the CPU cycle. TSO can be used to gate the CWAIT signal

when continuous waits are required. Another application of

TSO is the control of interface circuitry for dynamic RAMs.

CPU STATES

TCU STATES

T1 T2 T3 T4

T1 T2 T3 T4

f—

\

—

i

\ \

—

I

1

1

1

I

r
-

HIGH

—

Notes:

1. The CPU and TCU view some tim-

ffig states (T-states) differentty.

For clarity, references to T-states

will sometimes be followed by

(TCU) or (CPU). (CPU) also im-

plies (MMU).

2. Arrows indicate when the TCU
samples the input

3. RWEN is assumed low (RD and

WR enabled) unless specified dif-

ferently.

4. For dari^, T-states for both the

TCU and C^U are shown ^love

the (tiagrams. (See Note 1
.)

El

TL/EE/5590-1

1

FIGURE 1-7. Basic TCU Cycle (Fast Cycle)
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1.0 Functional Description (continued)

1.7 BUS CYCLE EXTENSION

The NS32201 TCU uses the Wait input signals to extend

normal bus cycles. A normal bus cycle consists of four PHI1

clock cycles. Whenever one or more Wait inputs to the TCU
are activated, a bus cycle is extended by at least one PMI1

clock cycle. The purpose is to allow the CPU to access s\ow

memories or peripherals. The TCU responds to the Wait

signals by pulling the RDY signal low as long as Wait States

are to be inserted in the Bus cycle.

There are three basic cycle extension modes provided by
the TCU, as described below.

1.7.1 Normal Wait States

This is a normal Wait State insertion mode. It is initiated by
pulling CWAIT or any of the WAITn lines low in the middle of

T2. Figure 1-8 shows the timing diagram of a bus cycle

when CWAIT is sampled high at the end of T1 and low in the

middle of T2.

CPU STATES T1 T2 T3 T3 T3 T4

TCU STATES ^
T1 T2 TCW........TCW T3 T4

'"jmiiiuuiJ'
"V

TL/EE/5590-12

FIGURE 1-8. Wait State Insertion Using CWAIT (Fast Cycle)
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1.0 Functional Description (continued)

The RDY signai goes iow during T2 and remains low until

CWAIT Is sampled high by the TCU. RDY Is pulled high by

the TCU during the same PHI1 cycle in which the CWAIT

line Is sampled high.

If any of the WAITn signals are sampled low during T2 and

CWAIT is high during the entire bus cycle, then the RDY line

goes low for 1 to 15 clock cycles, depending on the binary

weighted value of WAITn. If, for example, WAIT1 and

WAIT4 are sampled low, then five wait states will be Insert-

ed. This is shown in Figure 1-9.

COw

COw

CPU STATES T1 T2 T3 T3 T3 T3 T4

TCU STATES T1 T2 , TW1 TW2...y...TWn T3 T4

"V

TL/EE/5590-13

FIGURE 1-9. Wait State Insertion Using WAITn (Fast Cycle)
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1.0 Functional Description (continued)

1.7.2 Peripheral Cycle

This cycle is entered when the PER signal line is sanipled

low at the beginning of T2. The TCU adds five wait states

identified as TD0-TD4 into a normal bus cycle. The RD and

WR signals are also re-shaped so the setup and hold times

for address and data will be increased.

This may be necessary when slower peripherals must be
accessed.

Figure 1-10 shows the timing diagram of a peripheral cycle.

CPU STATES T1 T2 T3 T3 T3 T3 T3 T3 T4

TCU STATES

CM
CM
CO
V>

PHI1m\
ADS \ /

TSO

DDIN

RD

DSE

PEH

Xj

TOO I TD1
I

TD2 TD3 I TD4 I T3 I T4 I

Ul
IM'»>\ m)i'>'))'m'\)\

''•

'•/Lii.,., ILC
' " J" »m}» iiij"jy i i ijj iuj;ju

/

1

ft
)i ii I i" i

)
III) III ijj "iiimii VII II J I "" III

^1 iiji ii I iij i I II mm

/
FIGURE 1-10. Peripheral Cycle

TL/EE/5590-14
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1.0 Functional Description (continued)

1.7.3 Cycle Hold

If the CWAIT Input is sampled low at the end of state T1 , the

TCU will go Into cycle hold mode and stay in this mode for

as long as CWAIT is kept low. During this mode the control

signals RD, WR, TSO and DBE are kept inactive; RDY is

pulled low, thus causing wait states to be inserted into the

bus cycle. The cycle hold feature can be used in applica-

tions involving dynamic RAMs. A timing diagram showing

the cycle hold feature is shown in Figure 1-11.

CPU STATES T1 T2 13 T3 T3 T4

TCU STATES T1 TH....,....TH ,
T2 , T3 , T4

AAJVAAA^

TL/EE/5590-16

FIGURE 1-11. Cycle Hold Timing Diagram

1.8 BUS CYCLE EXTENSION COMBINATIONS

Any combination of the TCU input signals used for extend-

ing a bus cycle can be activated at one time. The TCU will

honor all of the requests according to a certain priority

scheme. A cycle hold request is assigned top priority. It fol-

lows a peripheral cycle request, and then CWAIT and

WAITn respectively.

If, for example, all the input signals CWAIT, PER and WAITn

are asserted at the beginning of the cycle, the TCU will en-

ter the cycle hold mode. As soon as CWAIT goes high, the

input signal PER is sampled to determine whether a periph-

eral cycle is requested.

Next, the TCU samples CWAIT again and WAITn to check

whether additional wait states have to be inserted into the

bus cycle. This sampling point depends on whether PER
was sampled high or low. It PER was sampled high, then the

sampling point will be in the middle of the TCU state T2,

(Figure 1-14), otherarise it will occur three clock cycles later

(Figure 1-15). Figures 1-12 to 1-15 show the timing dia-

grams for different combinations of cycle extensions.

CO

lo

Z
0>

IS)

o

(O
c<>

o

4-33



o
1

1.0 Functional Description (continued)
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FIGURE 1-12. Fast Cycle With 12 Walt States

(2 CWAIT and WAIT10) (Read Cycle)
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1.0 Functional Description (continued)
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FIGURE 1-13. Peripheral Cycle With Six Wait States

(1 CWAIT and WAITS) (Write Cycle)

COw
ro
too

c/>w
roo
I

09

COw
l>0
ro

4-35



o

s
1.0 Functional Description (continued)
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1.0 Functional Description (continued)
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FIGURE 1-15. Cycle Hold of a Peripheral Cyde

1.9 OVERRIDING WAITn Wait STATES

The TCU handles the WAITn Walt States by means of an

Internal counter that Is reloaded with the binary value corre-

spondlng to the state of the WAITn inputs each time CWAIT
Is sampled low, and is decremented when CWAiT Is high.

This allows to either extend a bus cycle of a predefined

number of clock cycles, or prematurely terminate It To ter-

minate a bus cycle, for example, CWAIT must be asserted

for at least one clock cycle, and the WAITn Inputs must be

forced to their inactive state.

At least one wait state Is always inserted when using this

procedure as a result of CWAIT being sampled low. Figure

1-16 shows the timing diagram of a prematurely terminated

bus cycle where eleven wait states were toeing inserted.

4-37



o
cv
CM
CO

o
CM
CM
CO

(D

O
CM
CM«
(A

1.0 Functional Description (continued)
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2.0 Device Specifications

2.1 NS32201 PIN DESCRIPTIONS

The following Is a description of all NS32201 pins. The de-

scriptions reference portions of the Functional Description,

Chapter 2.

2.1.1 SUPPLIES

Power (Vcc): +5V positive supply. Sec. 1.1.

Ground (GND): Power supply return. Sec. 1.1.

2.1.2 INPUT SIGNALS

Reset Input (RSTI): Active low. Schmitt triggered, asyn-

chronous signal used to generate a system reset. Sec. 1 .4.

Address Strot>e (ADS): Active low. Identifies the first timing

state (T1) of a bus cycle.

Data Direction Input (DDIN): Active low. Indicates ttie di-

rection of the data transfer during a bus cycle. Implies a

Read when low and a Write when high.

Read/Write Enable and Synchronization (RWEN/
SYNC): TRI-STATE® the RD and the WR outputs when high

and enables them when low. Also used to synchronize the

phase of the TCU clock signals, when two or more TCUs
are used. Sec. 1.5.

Crystal or External Clock Source (XIN): Input from a crys-

tal or an external clock source. Sec. 1.3.

2.1.3 OUTPUT SIGNALS

Continuous Walt (CWAIT): Active low. Initiates a continu-

ous wait if sampled low in the middle of T2 during a fast

cycle, or in the middle of TD2 during a peripheral cycle. If

CWAIT is low at the end of T1 , it initiates a Cycle Hold. Sec.

1.7.1.

Four-Bit Walt State Inputs (WAIT1, WAIT2, WAIT4 and

WAITS): Active low. These inputs, (collectively called

WAITn), altow from zero to fifteen wait states to be speci-

fied. They are binary weighted. Sec. 1.7.1.

Peripheral Cycle (PER): Active low. If active, causes the

TCU to insert five wait states into a normal bus cycle. It also

causes the Read and Write signals to be re-shaped to meet

the setup and hold timing requirement of slower MOS pe-

ripherals. Sec. 1 .7.2.

Reset Output (RSTO): Active low. This signal becomes ac-

tive when RSTI is low, initiating a system reset. RSTO goes
high on the first rising edge of PHU after RSTI goes high.

Sec. 1.4.

Read Strobe (RD): (TRI-STATE) Active low. Identifies a
Read cycle. It is decoded from DDIN and TRI-STATE by

RWEN/SYNC. Sec. 1.6.

Write Strobe (WR): (TRI-STATE) Active low. Identifies a
Write cycle, it is decoded from DDIN and TRI-STATE by

RWEN/SYNC. Sec. 1.6.

NOTE: RD and WR are mutually exclusive in any cycle.

Hence they are never low at the same time.

Data Buffer Enable (DBE): Active low. This signal is used

to control the data bus buffers. It is low when the data buff-

ers are to be enabled. Sec. 1.6.

Timing State Output (TSO): Active low. The falling edge of

TSO signals the beginning of state T2 of a bus cycle. The
rising edge of TSO signals the beginning of state T4. Sec.

1.6.

Ready (RDY): Active high. This signal will go low and re-

main low as long as wait states are to be inserted in a bus

cycle. It is normally connected to the RDY input of the CPU.

Sec. 1.7.

Fast Clock (FOLK): This is a TTL level clock running at the

same frequency as the crystal or the external source. Its

frequency is twice that of the CPU clocks. Sec. 1.3.

CPU Clocks (PHI1 and PHI2): These outputs provide the

Series 32000 CPU with two phase, non-overlapping clock

signals. Their frequency is half that of the crystal or external

source. Sec. 1.3.

TTL System Clock (CTTL): This is a TTL compatible ver-

sion of the PHH clock. Hence, it operates at the CPU clock

frequency. Sec. 1 .3.

Crystal Output (XOUT): This line is used as the return path

for the crystal (if used). It must be left open when an exter-

nal clock source is used to drive XIN. Sec. 1 .2.
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2.0 Device Specifications (continued)

2.2 ABSOLUTE MAXIMUM RATINGS (Note 1)

Supply Voltage 7V

Input Voltages - 1 to + 5.5V

Output Voltages - 1 to + 5.5V

Storage Temperature - 65°C to + 1 50°C

Lead Temperature (Soldering, 1 sec.) 300°C

Continuous Power Dissipation at 25°C

Free-Air (Note 1)

Cavity Package 3030 mW
Molded Package 2840 mW

2.3 ELECTRICAL CHARACTERISTICS Ta = 0°to +70°C,Vcc = 5V ±5%,GND=0V

Note: Absolute maximum ratings indicate limits beyond
which pemiament damage may occur. Continuous opera-

tion at these limits is not intended, operation shouldbe limit-

ed to those conditions specified under Electrial Characteris-

tics.

Symbol Parameter Conditions Min Typ Max Units

V|L Input Low Voltage All Inputs Except RSTia XIN 0.8 V

V|H Input High Voltage All Inputs Except RSTr& XIN 2 V

Vt + RSTI Rising Threshold

Voltage
0.50 Vcc 0.60 Vcc 0.70 Vcc V

Vhys RSTI Hysteresis Voltage 0.10 Vcc 0.20 Vcc 0.25 Vcc V

V|X XIN Input Threshold

Voltage
0.40 Vcc 0.5 Vcc 0.60 Vcc V

lix XIN Input Load

Cun-ent
0.5V ^ V|N ^ 4.5V ±500 M

l|L Input Low Current V|N=0.5V Except XIN -500 ,xA

l|H Input High Cun-ent V|N = 5.25V Except XIN 50 mA

Vol Output Low Voltage PHI1&PHI2 1
= 1 mA -0.5 0.3

All Other Outputs Except

XOUT 1
= 20 mA

0.5

V

VOH Output High Voltage PHI1&PHI2 l=-1mA Vcc -0.3

All Other Outputs Except

XOUT 1= -1mA 2.4

V

Io(of0 Output Leakage Cun-ent

On RD and WR
0.4V i VouT ^ Vcc ±50 1U,A

VCLAMP Input Clamp Voltage llN=- 18 mA Except XIN -0.7 -1.2 V

Ice Supply Current fXIN = 20 MHz 180 260 mA
Note 1: For operatian over 25''C tree-air temperature,

derate linearly to 1818 mW at 70°C at the rate of 22.

Note 2: All typHcal values are for Vex; ^ 5V and Ta

Connection Diagram

for cavity package, derate linearly to 2121 mW at 70°C at the rate of 20.2 mW/'C, and for molded package,

7 mW/'C.

Dual-ln-Llne Package

RWEN/SYNC

RD

wn
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i»fi

mo
RDV
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PNI1

END
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24

— 23

— 22

— 21
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— 16
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— 12 13

— *c
FP

— EVUT
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-Hr2

-HDT4
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-no

-cm
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-XIN

Order Number NS32201D or

NS32201N
See NS Package Number D24C or

N24A

Top View

FIGURE 2-1
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2.0 Device Specifications (continued)

2.4 SWITCHING CHARACTERISTICS

2.4.1 Definitions

All the timing specifications given in tills section refer to

2.0V on ttie rising or falling edges of the clock phases PHI1

or PHI2, and to 0.8V or 2.0V on all TIL compatible signals,

unless specifically stated otherwise.

2.4.2 Output Load Circuite (Notes 1 , 2, 3)

ABBREVIATIONS

L.E.—Leading Edge

I.E.—^Trailing Edge

R.E.—Rising Edge

F.E.—Falling Edge

280Q

o—
TO OUTPUT
UNDfR TEST

TO OUTPUT
UNDER TESTr

200pF

\4 1
TO OUTPUT
UNDER TEST

4

15 pF I

1^

Ik 1

TL/EE/5590-21 TL/EE/5590-22 TL/EE/5590-23

L0AD1 LOAD 2 LOADS

Note 1: Unless otherwise specrfied, ttie timing measurements are talten with the output pins in the following conditions.

Load 1 PHI1 and PHI2

Load2CL=60pF allTTL outputs

CL=100pFonlyCTTL

Load 3 RD and WR for TRI.STATE measurements only.

Note 2: Load Capacitance includes probe and jig capacitance.

Note 3: All diodes are 1N914 or equivalent

2.4.3 Timing Tables

Figure Description Reference/Conditions
NS32201-6 NS32201-8 NS32201-10

Units

Min Max Min Max Min Max

CLOCK-S I6NAL S (XIN, FOLK, PHI1 & PHI2) TIMING (Note 3)

top 2.2 Clock Period PHI1R.E.toNextPHI1R.E. 160 120 100 ns

tCLh 2.2 Clock High Time
At Vcc -0.9V on PHI1 , PHI2

(Both Edges)

0.5 tcp
-17 ns

0.5 tcp
-7 ns

0.5 tcp

-16ns
0.5 tcp
-7 ns

0.5 tcp
-15 ns

0.5 tcp
-7 ns

tcu 2.2 Clock Low Time
At0.8VonPHI1,PHI2
(Both Edges)

0.5 tcp
0.5 tcp

+ 12ns
0.5 tcp

0.5 tcp

+ 11 ns
0.5 tCp

O.Stcp

+ 10ns

tCLw(1,2) 2.2 Clock Pulse Width
At2.0VonPHI1,PHI2
(Both Edges)

0.5 tcp
-14 ns

0.5 tcp
-4 ns

0.5 tcp
-12 ns

0.5 tcp
-4 ns

0.5 tcp

-10 ns

O.Stcp
-4 ns

tCLwas
PHI1,PHI2 Asymmetry

(tCLWl)-'CLW(2))
At2.0VonPHI1,PHI2 -5 5 -5 5 -5 5 ns

tCLR 2.2 Clock Rise Time
0.8V to Vcc -0.9V
onPHI1,PHI2R.E.

9 8 7 ns

tCLF 2.2 Clock Fall Time Vcc -0.9V to 0.8V

onPHI1,PHI2F.E.
7 7 7 ns

tnOVL(1,2) 2.2 Clock Nonoverlap Time
0.8VonPHI1,PHI2F.E.to
0.8VonPHI2,PHI1R.E.

5 5 5 ns

tfiOVUs
Non-Overlap Asymmetry

(tnOVLd) - tnOVMZ))

At0.8VonPHI1,PHI2 -4 4 -4 4 -4 4 ns

tXIR 2.3 XIN Rise Time 1 .5V to Vcc - 1 -SV on XIN R.E. 15 11 9 ns

txlF 2.3 XIN Fall Time Vcc - 1 -SV to 1 .5V on XIN F.E. 15 11 9 ns

tXh 2.2 XIN High Time
(External Input)

2.5V on XIN R.E. to

2.5V on XIN F.E.

25 20 16 ns

COw
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2.0 Device Specifications (continued)

2.4 SWITCHING CHARACTERISTICS (Continued)

2.4.3 Timing Tables

CO Name Figure Description Reference/Conditions
NS32201-6 NS32201-8 NS32201-10

Units
"T-o Min Max Mln Max Mln Max
ci
CM
CO

txi 2.2 XIN Low Time
(External Input)

2.5V on XIN F.E. to

2.5VonXINR.E.
25 20 16 ns

txFr 2.2 XIN to FCLK R.E. Delay 2.5V on XIN R.E. to FCLK R.E. 15 29 15 28 15 27 ns

«? tXFf 2.2 XIN to FCLK F.E. Delay 2.5V on XIN F.E. to FCLK F.E. 15 29 15 28 15 27 ns

S
S

txcr 2.2 XIN to CTTL R.E. Delay 2.5V on XIN R.E. to CTTL R.E. 24 40 24 39 24 35 ns

tXPr 2.2 XIN to PHI1 R.E. Delay 2.5V on XIN R.E. to PHI1 R.E. 21 40 21 37 21 32 ns

^ tpCR 2.3 FCLK Rise Time 0.8V to 2.0V on FCLK R.E. 12 9 7 ns

tFCF 2.3 FCLK Fall Time 2.0V to 0.8V on FCLK F.E. 12 9 7 ns

tFCr 2.2 FCLK to CTTL R.E. Delay FCLK R.E. to CTTL R.E. 5 17 5 16 5 15 ns

tFCf 2.2 FCLK to CTTL F.E. Delay FCLK R.E. to CTTL F.E. 5 17 5 16 5 15 ns

tFPr 2.3 FCLK to PHI1 R.E. Delay FCLK R.E. to PHI1 R.E. 2 17 2 13 2 10 ns

tFPf 2.3 FCLK to PH1 1 F.E. Delay FCLKR.E.toPHI1F.E. -4 8 -4 6 -4 4 ns

tpw 2.3
FCLK High Time
with Crystal

At 2.0V on FCLK (Both Edges)
0.25 tcp
-7 ns

0.25 tcp

+ 7ns
0.25 tcp
-6 ns

0.25 tcp

+ 6ns
0.25 tcp
-5 ns

0.25 tcp

+ 5ns

tpa 2.3 PHI2R.E.toCTTL
F.E. Delay

PHI2 R.E. to CTTL F.E. -8 12 -7 11 -6 10 ns

'CTw 2.3 CTTL High Time At 2.0V on CTTL (Both Edges)
0.5 top
-8 ns

0.5 tcp

+ 8ns
0.5 tcp
-8 ns

0.5 tcp

+ 8ns
0.5 tcp
-7 ns

0.5 tcp

+ 7ns

CTTL TIMING (CL = 50 pF)

tpcr 2.4 PHI1 to CTTL R.E. Delay PHI1 R.E.toCTTLR.E. -2 7 -2 6 -2 5 ns

tCTR 2.3 CTTL Rise Time 0.8V to 2.0V on CTTL R.E. 6 6 5 ns

tCTF 2.3 CTTL Fall Time 2.0V to 0.8V on CTTL F.E. 5 5 4 ns

Note 1: PHI1 and PHIZ are interchangeable for the following parametere; tcp, ICLh. <CU. kXw. tajl. tCLF. tnOVL. txPn tppr. tppi.
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2.0 Device Specifications (continued)

2.4.3 Timing Tables (Continued)

Name Figure Description Reference/Conditions
NS32201-6 NS32201-8 NS32201-10

Units

Min Max Min Max Min Max

CTTL TIMING (CL= 100 pF)

tpCr 2.3 PHI1 to CTTL R.E. Delay PHI1 R.E. to CTTL R.E. -2 8 -2 7 -2 6 ns

tCTR 2.3 CTTL Rise Time 0.8V to 2.0V on CTTL R.E. 8 8 7 ns

tCTF 2.2 CTTL Fall Time 2.0V to 0.8V on CTTL F.E. 6 6 5 ns

GCONTROL INPUTS> (RST1, RSTO, ADS, DDIN) TIMIN

tRSTr 2.4 After PHI1 R.E. 25 20 15 nsRSTO R.E. Delay

tRSTs 2.4 RSTI Setup Time Before PHI1 R.E. 20 20 20 ns

tADs 2.4 ADS Setup Time Before PHI1 R.E. 30 28 25 ns

tADw 2.4 ADS Pulse Width ADS LE. to ADS T.E. 25 25 25 ns

tODs 2.4 DDIN Setup Time Before PHI1 R.E. 10 10 10 ns

tODh 2.4 DDIN Hold Time After PHI1 R.E. 15 15 15 ns

SYNC) TIMINGCONTROL OUTPUTS (TSD, RD, WR, DBE & RWEN/

tTf 2.5 TSOLE. Delay After PHI1 R.E. 12 11 10 ns

tTr 2.5 "reOT.E. Delay After PHI1 R.E. 20 18 15 ns

tRWf(F) 2.5 RD/WR L.E. Delay (Fast Cycle) After PHI1 R.E. 50 40 30 ns

tRWf(S) 2.6 RD/WR L.E. Delay

(Peripheral Cycle)

After PHI1 R.E. 30 23 15 ns

tRWr 2.5/6 RD/WR T.E. Delay After PHI1 R.E. 25 23 20 ns

tDBf(W) 2.5/6 DBE LE. Delay (Write Cycle) After PHI1 R.E. 35 30 24 ns

tOB«R) 2.5/6 DBE LE. Delay (Read Cycle) After PHI2 R.E. 30 23 15 ns

•OBr 2.5/6 DBE T.E. Delay After PHI2 R.E. 20 20 20 ns

IpLZ 2.7 RD.WR Low Level to TRI-STATE 20 20 20 nsAfter RWEN/SYNG R.E.

tpHZ 2.7 RD.WR High Level to TRI-STATE 20 20 20 nsAfter RWEN/SYNC R.E.

tpZL 2.7 RD.WR TRI-STATE to Low Level 25 23 20 nsAfter RWEN/SYNC F.E.

*pZH 2.7 RD.WR TRI-STATE to High Level 25 23 20 nsAfter RWEN/SYNC F.E.

1& RDY) TIMINGWAIT STATES &CYCLE HOLD (CWAIT, WAITn, PEF

k;ws(H) 2.8 Before PHI1 R.E. 35 30 25 nsCWAIT Setup Time (Cycle Hold)

tCWh(H) 2.8 After PH1 1 R.E. nsCWAIT Hold Time (Cycle Hold)

tcWs(W) 2.8/9 Before PHI2 R.E. 13 12 10 nsCWAIT Setup Time (Wait States)

k;wh(W) 2.9 After PHI2 R.E. 20 14 8 nsCWAIT Hold Time (Wait States)

tWs 2.9 WAITn Setup Time Before PHI2 R.E. 5 5 5 ns

%h 2.9 WAITn Hold Time After PHI2 R.E. 25 20 15 ns

tPs 2.10 PER Setup Time Before PH1 1 R.E. ns

tph 2.10 PER Hold Time After PHI1 R.E. 30 25 20 ns

tRd 2.8/9/10 RDY Delay After PHI2 R.E. 30 26 23 ns

SYNCHRONIZATION (SYNC) TIMING

tSys 2.11 SYNC Setup Time Before FCLK R.E. 20 19 18 ns

'Syh 2.11 SYNC Hold Time After FCLK R.E. 3 2 ns

tcs 2.11 CTTL/SYNC Inversion Delay CTTL (master) to

RWEN/SYNC (slave)

25 20 15 ns

1
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2.0 Device Specifications (continued)

2.4.4 Timing Diagrams
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FIGURE 2-2. Clocic Signals (a)
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2.0 Device Specifications (continued)
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2.0 Device Specifications (continued)
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FIGURE 2-6. Control Outputs (Peripheral Cycle)
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FIGURE 2-7. Control Outputs (TRI-STATE Timing)
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2.0 Device Specifications (continued)
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2.0 Device Specifications (continued)
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NS32301-10/NS32301-15 Timing Control Unit

1.0 General Description
The NS32301 Timing Control Unit (TCU) is a 28 pin device

fabricated using an Advanced Low Power Schottky bipolar

process. It provides a two phase clock, system corrtrol logic

and cycle extension logic for the Series 32000® microproc-

essor family. The TCU input clock can be provided by either

a crystal or an external clock signal whose frequency is

twice the system clock frequency.

In addition to the two phase clock for the CPU and IWMU

(PHI1 and PHI2), the NS32301 TCU also provides a system

clock for general system use (CTTL). CTTL is a TTL replica

of the PHM clock.

The system control logic and cycle extension logic make the

TCU very attractive by providing extremely accurate bus

control signals, and allowing extensive control over the bus

cycle timing.

The NS32301 provides all the essential functions found in

the NS32201. It supports protocols in both 32QXX and

323XX series microprocessors. Nominal operating frequen-

cy is increased to 1 5 MHz. Due to high switching currents

and additional functions, the package and pin-out of the

NS32301 are different from that of the NS32201.

In order to accommodate new functions required for the

support of the NS32332 CPU and mixed 320XX and 323XX
protocols, the peripheral and fast clock functions are

dropped from the NS32201 TCU. New features include

burst access support and a dedicated synchronization pin.

2.0 Features
Oscillator at twice the CPU clock frequency

2 phase full Vqc swing high capacitance clock drivers

(PHI1 and PHI2)

Provides all the essential functions in the NS32201-10

TCU
Nominal operating frequency of 15 MHz with 10%
guard band

Supports protocols in both 320XX and 323XX series

microprocessors

NS32332 burst access support

improved noise level at all outputs

TSO timing tightened to ease memory access

Dedicated synchronization Input

3-bit input (WAITn) allowing precise specification of to

7 wait states

Cycle HOLD for system arbitration and/or memory
refresh

System timing (CTTL) and corrtrol (RD, WR, and DBE)

outputs

General purpose Timing State Output (TSO) that identi-

fies internal states

Provides "ready" outputs for the Series 32000 CPUs

Synchronous system reset generation from Schmitt trig-

ger Input

Single 5V power supply

28-pin dual-in-line package

CO
(a

«ji

Connection Diagram

Dual-ln-Line Package

Are- 1

-ry-
23 -PHM

RSTI- 2 27 -PHI2

XTD- 3 26 -CTTL

CWAIT- 4 25 -READY

XIN- 5 24 -320RDY

XOUT- E 23 -T^

Vcci-

GND1-

7

S
NS32301

22

21

-RSTO

-GND2

SYI^C- 9 20 -EXTCLK

DDJN- to 19 -dIe

WAm- 11 18 -RD

WAIT2- 12 17 -WR

WAIT4- 13 16 -GND3

VccZ- 14 15 -BREO

Top View

(Pin-Out Subject to Change)

a

TL/EE/S777-1
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3.0 Pin Descriptions
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o
eo
CM
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3.1 SUPPLIES

VCC1. +5V
VCC2. +5V

GND 1 . Ground

GND 2. Ground

GND 3. Ground

3.2 INPUT SIGNALS

Reset Input (RSTI) Active low: Schmitt triggered, asyn-

chronous signal used to generate tlie system reset.

Address Strobe (ADS): Active low. Identifies ttie first cycle

(T2/TMMU) of the three-cycle access timing.

Synchronization Input (SYNC): This input is used to ac-

cept an external clocl< synchronization signal from the mas-

ter TCU during reset. Internal TCU logic samples this input

and aligns the phase of its local clocks to that of the master

TCU. During reset (RSTO active), the TCU samples this sig-

nal at the rising edge of EXTCLK when CTTL is high. If the

sampled value is low, the phase of CTTL, PHI1, and PHI2 of

the slave TCU will be shifted by one EXTCLK clock cycle. If

only one TCU is used in a system, the SYNC input should be

tied high through a resistor.

Burst Request Input (BREQ): Active low. Indicates the ac-

tivation of a burst cycle. This signal is sampled at the falling

edge of PHI1 in T4 of each access. If BREQ is sampled low,

the TCU w ill enter the T3 - T4 burst loop. Once inside the

burst loop, BREQ will be sampled at the falling edge of each

PHI1 . If BREQ is is sampled high, the TCU will terminate the

burst loop.

Data Direction Input (DDIN): Indicates the direction of data

transfer. Implies a read when low and a write when high.

Crystal or External Clock Input (XIN): Input from a crystal.

Continuous Wait Input (CWAIT): Active low. Indicates a

continuous wait if sampled low at the beginning of T3. This

signal is also sampled in mkl T2/TMMU and a CYCLE
HOLD is initiated if CWAIT Is found active.

Note: Activation of the CWAIT line in any cycle other than T2/TMMU and T3
(inducing wart states) will be ignored by the TCU.

Three-Bit Wait State Inputs (WAIT1, WAIT2, WAIT4): Ac-

tive low. These inputs allow from zero to seven wait states

to be inserted Into an access. They are binary weighted and
sampled at the rising edge of PHI1 in the first T3 and resam-

pled at the rising edge of PHI1 in each T3 where CWAIT Is

low.

Extend Input (XTD): Active low. This signal is sampled at

the rising edge of PHI1 in the first T3 of an access . A low on

this line will extend the duration of r5, WR, TSO, and DBE
by one clock cycle.

External Clock Input (EXTCLK): When an external clock

source is used to drive the TCU, it should be connected to

the EXTCLK input In applications where a crystal is used,

this input should be tied high through a resistor.

3.3 OUTPUT SIGNALS

Reset Output (RSTO): Active low. This signal becomes ac-

tive when RSTI is low, initiating a reset. RSTO goes high on
the first rising edge of PHI1 after RSTT goes high.

Read Strobe (RP): Active low. Identifies a read cycle. It is

decoded from DDIN. This signal will be extended by one
clock cycle if XTD is active. During a burst access, RD will

be activated between each T3 - T4 burst pair (see section

on burst support).

Write Strobe (WR): Active low. Identifies a write cycle. It is

decoded from DDIN. This signal will be extended by one
clock cycle if XTD is active.

Data Buffer Enable (DBE): Active low. This signal is used

to control the data bus buffers. It is low when the data buff-

ers are to be enabled. DBE will be extended by one clock

cycle if XTD is active. DBE is activated at the beginning of

T3 in each access. Deactivation of DBE is controlled by the

BREQ signal. BREQ is sampled at the falling edge of PHI1

in T4. if BREQ is sampled inactive , DBE w ill return high after

the rising edge of PHI2 in T4. If BREQ is sampled active,

DBE will remain low until BREQ is deactivated (i.e., DBE will

stay low throughout a burst access).

Timing State Output (TSO): Active low. The falling edge of

this signal marks the beginning of T3 while its rising edge

marks the beginning of T4. This signal will be extended by

one clock cycle if XTD is active. TSO is also active between

T3 and T4 in burst accesses.

Ready (RDY): Active high. This signal stays low as long as

wait states are Inserted in the access. RDY goes high only

during the last T3 of an access.

320 Ready (320RDY): Active high. This ready signal Is used

by the NS32032 CPU and the NS32082 MMU. If no wait

states are inserted in an access , 320RDY stays high. If wait

states are introduced by WAITn or CWAIT, 320RDY will be
pulled to a low level beginning at the middle of the first T3,

or in the case of a cycle hoM, in the middle of the first cycle

hold time state. This signal will return to a high level at the

middle of the last T3 state.

PHM and PHI2: These two clocks provide the CPU with a

two-phase, non-overiapping clock signal. Their frequency is

half that of the crystal or external ckick source.

TTL System Clock (CTTL): This is a 50% duty cycle TTL
clock running at system frequency. The rising edge of CTTL
is closely synchronized to the leading edge of the PHI1

clock.

Crystal Output (XOUT): This line is used as the return path

of the crystal.

4.0 Functional Description
The NS32301 TCU is a three (3) cycle state machine. The

basic states are: T2/TMMU - T3 - T4. Wait states are

inserted as additional T3s. The last T3 is the time state

where RDY goes high. The T2/TMMU state is entered

whenever the ADS input is pulsed low.

CWAIT is sampled at the falling edge of CTTL in the

T2/TMMU state. The TCU enters the CYCLE HOLD mode
and stays in this mode for as long as the sampled CWAIT
value remains low. Cycle Hold states (TH) are Inserted be-

tween T2/TMMU and the first T3.

If no cycle hold is detected, CWAIT is sampled at the rising

edge of PHI1 in each T3 of a regular access. As long as

CWAIT Is sampled active, the TCU will continue to insert

wait states by repeating T3.

The XTD line is sampled at the rising edge of PHI1 in the

first T3 of an access. A low on this line will extend the dura-

tion of TSO, RD, WR, and DBE signals by one clock cycle.

When the Extend function is active, a Tx state will be insert-

ed between the last T3, and T4.
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4.0 Functional Description (continued)

The BREQ line is sampled at the falling edge of PHI1 in

each T4. If this line is sampled low, a burst cycle is detect-

ed. The TCU will complete T4 normally and then loop be-

tween states T3 and T4. TSO will be activated at the begin-

ning of T3 and released at the beginning of T4 of each T3 -

T4 pair. While looping between T3 and T4 states, the BREQ
line will be sampled at the falling edge of PHI1 in each T3

and T4. If the sampled BREQ signal is high, the NS32301

will terminate its burst loop.

The first T3 is in the time state where all access related

signals are activated:

• TSO
• RDorWR
• DBE

• READY

• 320RDY

READY is a normally low signal. It goes high only during the

T3 state. In accesses where wait states are inserted,

ni— Ai-i\/ ...:ii u:.,u ««l.. ^....:«n th..^ Ia»+ To
ntL/Mji will yiLi iii^ii uiiijf uuiiiiy uic laoi w.

320RDY is the ready signal used by the NS32032 CPU and

the NS32082 MMU. If the TCU enters cycle hold, 320RDY

will be asserted (low) in the middle of the first cycle hold

time state (TH). If no wait states are inserted in the access

after cycle hold is released, 320RDY will return high in the

middle of T3. If one or more wait states are inserted,

320RDY will remain low until the middle of the last T3 state.

In accesses without cycle hold, if no wait states are inserted

in the access, 320RDY will remain high. If one or more wait

states are inserted, 320RDY will drop to a low level at the

middle of the first T3 and return high at the middle of the last

T3.

DDIN is sampled at the rising edge of PH1 1 in the first T3. Its

sampled value controls the subsequent generation of either

a read or a write signal.

WAITn are 3 negative true wait signals. The binary weighted

value of the WAITn lines determines the number of pro-

grammed wait states to tie inserted into the access cycle.

These lines are sampled at the riang edge of PHI1 in the

first T3 of an access, and are sampled at the rising edge of

PHI1 in each T3 where the CWAIT signal is low.

4.1 BURST SUPPORT

The NS32332 CPU is capable of reading in bursts of up to

1 6 bytes each. The basic burst access states are: T1 - T2 -

T3 - T4 - T3 - T4 - T3 - T4 - T3 - T4. In order to

accommodate the burst feature the TCU must sample the

Burst Request signal (BREQ) in mid T4 of each access. If

BREQ is detected low, the NS32301 will complete T4 nor-

mally and enter into a T3 - T4 burst loop. Once in the burst

Z
tn

CO

W
CO
N»
COo

TCU STATES T2/MMU T3

(THIS EXAMP

T3

LE AN ACCESS WIT

TX

H ONE WAIT STATE)

T4

CPU STATES T1 T2 TW T3 T4

PHM
1 1 1 1 1

CPU ADS n r
CPU DETECTS
NOT READY

CPU DETECTS
READY

320RDY
1 1

READY
J 1

tXlLNUtO

TSO

n./EE/8777-2

32032 CPU

PHI

i

PHI

XI D

J
FIGURE 1. NS32032 CPU
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4.0 Functional Description (continued)

loop, the TCU will sample the BREQ line at the falling edge
of PHI1 in each T3 and T4. If the sampled BREQ is high, the

TCU wi ll terminate the burst loop, O.e., T2/TMMU - T3 - T4
(BREQ low) - T3 - T4 (BREQ low) - T3 - T4 (BREQ high).

The CWAIT line will be sampled at the rising edge of PHI1 in

each T3 of a burst loop. The WAITn lines are sampled at the

rising edge of PHI1 in the first T3 of each burst nibble and
resampled at the rising edge of PHI1 in each T3 of that burst

nibble where CWAIT is low. The appropriate number of wait

states will be inserted through the READY and 320RDY sig-

nals. TSO and RO (burst access occurs only during read

operations) will be activated at the beginning of the first T3
state and deactivated at the beginning of the T4 state in

each T3 - T4 pair. The DBE (data buffer enable) signal will

remain active (low) throughout the burst access: it will go
low at the beginning of the first T3 and return high after the

middle of the last T4.

The relative burst cyde timing is shown in Figure 15 and 16.

4.2 MIXED PROTOCOL
The NS32301 TCU supports both NS32032 and NS32332
type protocols. The NS32301 TCU also handles situations

where a mixture of the two protocols are used together. One
such case occurs when the NS32332 CPU uses an
NS32082 MMU to perform address translation.

The possible combinations are:

• NS32332 CPU running by itself

• NS32032 CPU running by itself

• NS32032 CPU running with the NS32082 MI\/IU

• NS32332 CPU running with the NS32082 MMU
• NS32332 CPU running with the NS32382 MMU

The timing and block diagrams in Figures 1 through 8 dem-
onstrate the use of the NS32301 TCU in each of the five

combinations.

TCU STATES T2/MMU T3 T3

(ONE WAIT STATE REQUIRED TO
IMPLEMENT THIS CONFIGURATION)

T4

CPU STATES T1 T2 T3 T4

'

PHI1
1

1
1 1

CPU ADS n r CPU EX*

READY
MPLES

1READY
J

1
TSO

\
TL/EE/e777-4

32332 CPU

PHI

1

PHI

XTD WAIT!^ ^
FIGURE 2. NS32332 CPU

TL/EE/8777-5
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4.0 Functional Description (continued)

TCU STATES T2/MMU T3 T4

MMU STATES T1 T2 T3 T4

CPU STATES

PHIl

T1 T2 T3 T4

1 1 1
1

CPU ADS n r
MMU PAV h r

READY

SAMPLES READY
1

1
1

TSO

TL/EE/8777-6

1

32332 CPU
ADS

Fij

READY PHI

32382 MMU
ADS

PAV

Fij

READY PHI

1

i L

t
' L

t

•

READY

PHI

32301 TCU

XTD

m

Lf
TL/EE/8777-7

FIGURE 3. NS3:2332 CPU and NS32382 MMU
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w
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4.0 Functional Description (continued)

CMW

CO
CM
CO
CO

TCU STATES T2AMMU T3 T3

(THIS EXAMPLE SHOWS ONE WAIT STATE)

TX T4

MMU STATES TMMU T2 TW T3 T4-

CPU STATES T1 TMMU T2 TW T3 T4

PHI1
1 1 ^ 1 1 1

CPU ADS n r
MMU PAV n r

1READY
J

CPU & MMU
1

NOT READY— 1— CPU &MMU READY
1

320RDY
1 1

TSO

(EXTENDED)

32032 CPU

PHI

ADS

FLT

32082 MMU
ADS

PAV

FLT

READY PHI

PHI 320RDY_

32301_TCU ADS

XTO

I
FIGURE 4. NS32032 CPU and NS32082 MMU

TL/EE/B777-9
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4.0 Functional Description (continued)

32332 CPU

ADS

READY

FCT

PHI

ATK
32082 MMU

PAV

af
READY PHI

i L >

t
1 '

1
XTD PHI 320RDY

1

3230 1 TCU

TCU STATES

(THIS EXAMPLE SHOWS ZERO WAIT STATES AND A TLB HIT)

T2AMMU T3 T4

MMU STATES TMMU T2 T3 T4

CPU STATES T1 T2 T3 T4 T1

PHI1
1 1 1

CPU ADS n r MMU IS INTERR 1 . 1

1
•

1

BY ADS IN 115 14

MMU PAV n r
CPU

READY
MMU
READY

READY
J 1

(HIGH)

320RDY

fso

(HIGH)

1

fIt
'

tnw
towo

(AW
W
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TUEE/a777-10

a
TL/EE/8777-1

1

FIGURE 5. NS32332 CPU and NS320S2 MMU
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o 4.0 Functional Description (continued)

CO
CI

CO (THIS EXAMPLE SHOWS AN MMU ACCESS WITH

z ZERO WAIT STATES AFTER FLOATING THE
CPU OFF THE BUS DURING A TLB MISS)

TCU STATES T2/TMMU T3 TX T4

o MMU STATES TMMU T2 T3 T4

CO CPU STATES Tf Tf Tf Tf Tf

(AZ
PHI1

1 1
1 1 1 1

1

(HIGH)

CPU ADS

MMU PAV

READY

n r MMU
READY

1J

(HIGH)

320RDY

iio 1 J

FLT (LOW)

1 1 1

TL/EE/e777-12

1

32332 CPU
ADS

READY

FLT

PHI

32082 MMU
ADS

PAV

FLT

READY PHI

r^

1

t
J

'

t

^ '

1
XlfD PHI 320RDY_

1
32301 TCU

TIJEE/8777-13

FIGURE 6. NS32332 CPU and NS32082 MMU
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4.0 Functional Description (continued)

(THIS EXAMPLE SHOWS ONE WAIT STATE AND A TLB HIT)

TCU STATES T2/TWMU T3 T3 T4

MMU STATES TMMU T2 TW T3 T4

CPU STATES

PHI1

T1 T2 T3 T3 JA T1

1 1
i

j 1 1

CPU ADS 1 1 1 . 1

1 L-l 1AUi l-KUM UKU IN Mi i4

MMU PAV n H
NOT READY

READY
READY

1
1

MUM MMU

'

NOT READY

320RDI

1

READY
1

TSO

(HIGH)

J

FLT

TL/EE/8777-14

32332 CPU
ADS

READY

32082 MMU

PAV^
FLT ^-HH FLT

PHI
\

READY PHI

t
i

\ t

1
'

1

XTD PHI 320RDY

I
32301 TCU

r-15TL/EE/877

FIGURE 7. NS32Sl32CPUandNS32082MMU
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4.0 Functional Description (continued)

(THIS EXAMPLE SHOWS AN MMU ACCESS WITH

ONE WAIT STATE AFTER FLOATING THE CPU
OFF THE BUS DURING A TLB MISS)

32332 CPU
Are

READY

ITf

PHI

32082 MMU

- PAV

FIT

READY PHI

t
i i i

' '

1
)?!D phi 320RDY

1
3230 1 TCU

TCU STATES T2AMMU T3 T3 TX T4

MMU STATES TMMU T2 TW T3 T4

CPU STATES Tf Tf

1

Tf

1

Tf

1

Tf

1

Tf

PHI1
1 1

(hk;h)

CPU ADS

MMU PAV n 1" MMU
NOT
READY

MMU
READY

READY J 1

320RDY
1 1

TSO
EXTENDED

Flf (LOW)

1
J

TL/EE/8777-16

TL/EE/B777-17

FIGURE 8. NS32332 CPU and NS32082 MMU
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4.0 Functional Description (continued)

4.3 CONTROL INPUT/OUTPUT TIMING

The relative timing for tlie control Input signals and the re-

spective control output signals is shown in Figures 9 and 10.

4.4 CLOCK SYNCHRONIZATION IN CYCLE EXTENSION

The relative wat state timing Is shown in Figure 1 1. Cycle

holds are shown in Figure 12(AocV. synchronization timing is

shown in Figure 13.

PHII

Rsn

/'.

/
RSTO

ADS

DDIN

50%

hV

f -J V

-i J-

Cycle extensions are shown In Figure 14.

4.5 BURST TIMING

Burst related timings are shown In Figures 15 and 16.

4.6 SYSTEM CLOCKS

System clock relations are shown in Figure 17.

T3

w
CO

CO
lO
COo

01

T2/TMMU

J—v_4—

V

lussJsm-M
FIGURE 9. Control Inputs

PHI1

I T2/TMMU

\ .^^^r^s »*—

\

PHI2

WR&RD

READY

T4

TL/EE/8777-19

FIGURE 10. Control Outputs (Fast Cycle)

4-59



eo
CM
CO
(AZ

o
CO
CM
CO
(A

4.0 Functional Description (continued)

PHI1

PHI2

CWAIT

WAITN

320RDY

CTTL

320RDY

T2/TMMU

\.

X
^
X

\.

(WAIT)

T3

-i J-

^^

(LAST WAIT)

T3

.^
y

\.

FIGURE 11. Wait States with NCWAIT and WAITn (Fast Cycle)

T2/TMMU (nRST)

TH1

THn-1

/^s^^ /^^N^^^\

\.

v

y

(LAST)

THn

FIGURE 12. Cycle Hold (No Wait States)

T3

y

TL/EE/B777-20

TL/EE/8777-21

NRSTO (LOW)

SYNC

EXCLK

CTTL

TCU SAMPLES
SYNC INPUT

FIGURE 13. Synchronization Timing

TL/eE/8777-22
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4.0 Functional Description (continued) to

CTTL

XTD

TSO

T2/TMMU

\.

T3

\.

y
\

TX

\.

T4

(A)

CO
b>
lO
(ao

T2/TMMI T3 TX T4

PHIl \^ / V /
~\

/ \

PH12 / / \ / V r
TXD

TSO /

RD&WR K r
DBE ^A r

AREADY /
(HIGH)

320RDY
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TL/EE/8777-23

FIGURE 14. (AKB) Extended Cycle Timing
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4.0 Functional Description (continued)

BURST LCX)P

FIGURE 15. Burst Support Timing (No Wait State)

BURST LOOP

PHI1

PHI2

ADS

i__n

BUS ERROR
'

(CPU SIGNAL)

BREQ

13

n

T4

n

T3

n

T4

] 1

TMMU

1

n

T3

1

T4 13 T4 T3 T4

PHI1

PHI2
"1 n n n n n n

ADS u
BREQ

1 1

TSO
1 1 1 1 1 J

RD
1 1 1 1 1 J"

DBE
1 r-

READY
1 1 1 1 1 1

(HIGH)

320RDY

TL/EE/8777-24

FIGURE 16. BREQ Release Before End of Burst Due to Bus Error (No Walt State)

TL/EE/B777-25

4-62



4.0 Functional Description (continued)
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NS32202-6/NS32202-8/NS32202-10
Interrupt Control Units

General Description
The NS32202 Interrupt Control Unit (ICU) Is the interrupt

controller for the Series 32000® microprocessor family. It is

a support circuit that minimizes the software and real-time

overhead required to handle multi-level, prioritized inter-

rupts. A single NS32202 manages up to 1 6 interrupt sources,

resolves interrupt priorities, and suppliesasingle-byteintenoipt

vector to the CPU.

The NS32202 can operate in either of two data bus modes:

16-bit or 8-bit. In the 16-bit mode, eight hardware and eight

software interrupt positions are available. In the 8-blt mode,

16 hardware interrupt positions are available, 8 of which can

be used as software interrupts. In this mode, up to 16 addi-

tional ICUs may be cascaded to handle a maximum of 256

intenxipts.

Two 16-bit counters, which may be concatenated under pro-

gram control into a single 32-bit counter, are also available

for real-time applications.

Features
16 maskable Interrupt sources, cascadable to 256

Programmable 8- or 16-bit data bus mode

Edge or level triggering for each hardware interrupt with

Individually selectable polarities

8 software interrupts

Fixed or rotating priority modes

Two 16-bit, DC to 10 MHz counters, that may be con-

catenated into a single 32-bit counter

Optional 8-bit I/O port available in 8-bit data bus mode
High-speed XMOStm technology

Single, +5V supply

40-pin, dual in-line package

Basic System Configuration

NS320tS

CPU

GflOUP

MASTER
IIS32202

ICU

Mm.C«SCAKD
INTERItUFT SOURCES

CASCADED
NS32202

ICU

CASCADED

NS32202

ICU

CASCADED

INTERRUPT

SOURCES

J-J
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1.0 Product Introduction
The NS32202 ICU functions as an overall manager in an

interrupt-oriented system environment. Its many features

and options permit the design of sopfiisticated inten\ipt sys-

tems.

Figure 1- 1 shows the Internal organization of the NS32202.

As shown, the NS32202 Is divided Into five functional

blocks. These are described in the following paragraphs:

1.1 I/O BUFFERS AND UTCHES
The I/O Buffers and Latches block is the interface with the

system data bus. It contains bidirectional buffers for the

data I/O pins. It also contains registers and logic circuits

that control the operation of pins GO/IRO, . . . ,G7/IR14

when the ICU is In the 8-blt bus mode.

1.2 READ/WRITE LOGIC AND DECODERS

The Read/Write Logic and Decoders manage all internal

and external data transfers for the ICU. These include Data,

Control, and Status Transfers. This circuit accepts inputs

from the CPU address and control buses. In turn, it issues

commands to access the internal registers of the ICU.

1.3 TIMING AND CONTROL

The Timing and Control Block contains status elements that

select the ICU operating mode. It also contains state ma-

chines that generate all the necessary sequencing and con-

trol signals.

1.4 PRIORITY CONTROL
The Priority Control Block contains 16 units, one for each

interrupt position. These units provide the following func-

tions.

• Sensing the various forms of hardware intenxipt sig-

nals e.g. level (high/low) or edge (rising/falling)

• Resolving priorities and generating an interrupt re-

quest to the CPU
• Handling cascaded arrangements

• Enabling software intermpts

• Providing for an automatic return from intemipt

• Enabling the assignment of any Interrupt positk>n to

the Internal counters

• Providing for rean'angement of priorities by assigning

the first priority to any interrupt position

• Enabling automatic rotation of priorities

1.5 COUNTERS
This block contains two 16-bit counters, called the H-coun-

ter and the L-counter. These are down counters that count

from an initial value to zero. Both counters have a 16-bit

register (designated HCSV and LCSV) for loading their re-

starting values. They also have registers containing the cur-

rent count values (HCCV and LCCV)- Both sets of registers

are fully described in Section 3.
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G3/IR6

Ci/IR4

CVIR2

GO/im

07

06

OS

04

03

02

01

DO

GNO Vcc

1 1
ST1 WT IR1 ma MS IR7 IR9 mil iris iris
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FIGURE 1-1. NS32202 ICU Block Diagram
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1.0 Product Introduction (continued)

The counters are under program control and can be used to

generate interrupts. When the count reaches zero, either

counter can generate an interrupt request to any of the 16

interrupt positions. The counter then reloads the start value

from the appropriate registers and resumes counting. Figure

1-2 shows typical counter output signals availeible from the

NS32202.

The maximum Input clock frequency is 2.5 MHz.

A divide-by-four prescaler is also provided. When the pre-

scaler is used, the input clock frequency can be up to 10

MHz.

When intervals longer than provided by a 16-bit counter are

needed, the L- and H-counters can be concatenated to form

a 32-bit counter. In this case, tioth counters are controlled

by the H-counter control bits. Refer to the discussion of the

Counter Control Register in Section 3 for additional informa-

tion. Figure 1-3 summarizes counter read/write operations.

2.0 Functional Description

2.1 RESET

The ICU is reset when a logic low signal is present on the

RST pin. At reset, most internal ICU registers are affected,

and the ICU becomes inactive.

2.2 INITIALIZATION

After reset, the CPU must initialize the NS32202 to establish

its configurafon. Proper initialization requires knowledge of

the ICU register's formats. Therefore, a flowchart of a rec-

ommended initialization sequence is shown in (Figure 3-3)
after the discussion of the ICU registers.

The operation sequence shown in Figure 3-3 ensures that

all counter output pins remain inactive until the counters are

completely initialized.

2.3 VECTORED INTERRUPT HANDLING

For details on the operation of the vectored interrupt mode
for a particular Series 32000 CPU, refer to the data sheet for

COw
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FIGURE 1 -2. (k>unter Output Signals in Pulsed Form and Square Waveform for Three Different Initial Values
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2.0 Functional Description (continued)

that CPU. In this discussion, it Is assumed that the NS32202

is working with a CPU In the vectored Interrupt mode. Sever-

al ICU applications are discussed, including non-cascaded

and cascaded operation. Figures 2- 1, 2-2, and 2-3 show

typical configurations of the ICU used with the NS32016
CPU.

A peripheral device issues an Interrupt request by sending

the proper signal to one of the NS32202 Interrupt inputs. If

the interrupt Input is not masked, the ICU activates Its Inter-

rupt Output (InT) pin and generates an interrupt vector byte.

The intemjpt vector byte identifies the Interrupt source In Its

four least significant bits. When the CPU detects a low level

on its Interrupt Input pin, it performs one or two interrupt

acknowledge cycles depending on whether the intenrupt re-

quest is from the master ICU or a cascaded ICU. Figure 2-4
shows a flowchart of a typical CPU Interrupt Acknowledge

sequence.

starung value

lcsv/hcsv

K>- ©
FREEZE COUNTEtl HEADINGS

CURRENT VALUE

LCCV/HCCV

TL/EE/5117-5

BASIC OPERATIONS:

WRITING TO LCSV/HCSV

READING LCSV/HCSV ®
WRITING TO LCCV/HCCV (D

(only possible when courrters are halted) (H

READING LCCV/HCCV i -^

(only possible when counter

readings are frozen)

COUNTER COUNTS AND READINGS ARE
NOT FROZEN §
COUNTER RELOADS STARTING VALUE (§

(occurs on the clock cycle following

the one In which it reaches zero)

(IDB)

(IDB)

(IDB)

(IDB)

(IDB)

i
®

FIGURE 1-3. Counter Configuration and Basic Operations
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2.0 Functional Description (continued)

TUEE/5117-6

TL/EE/S117-7

Mt-UZ
iSS

A0-A23

NS320I6

CPU

1
.

7 1
AO-M,

A0-A4

HBE WIS

cl ni3

811 IR11

MT
NS32202 iM

ICU

D0-07t
""

isa/mo-G7/iiii4

IRS

IRl

m ni

*-

' r^T
+ , +

1

\
OECon

'H .

ST1

Sff

OOiN

AOO-WIS

PWI PHC

»

BUFFER
OO-OIS ^~-^' ^"""

" --r
^

noi PHI2 DOS OMN ss

M»2201 "
ICU "*

w-ots

FIGURE 2-1. Interrupt Control Unit Connections in 16-Bit Bus Mode

A1S-M3

NS3i01(

CPU

m
SIl

WT

DOW

Ptin FHI2

r- LATCH
A1-A5,

M-U G7/)R14

HBE 66/IR12

SS/IR10

CS G4/«(

G3/n6

ST1 U/RM

WT ei/IR2

N$32202 GQ/(ilo

«="
IRIS

IR13

N-D7 Mil

Ml

RI7

HIS

So «3

WR im 4

—

1

'i

^1
no—

^

+ f
1 AOOMSn

»
—>

BUFFER
DO-n.J^ "^^1 ^^^

i + ' '

PHI ntl2 ADS ODIN £
NS3J201 _
TCU *"

NOTE: In the S-Bit B
addresses (AO

nificant byte o

FIGURE 2-2. Inte

us Mod
= 0)SI

theCP

rrupt

e the Maste

nee the ICU

U daU tus.

Control I

r l(

CO

ni

1
DO-

;u Regis

nmuntca

tConn

lis

tors appear

es with the It

ections In

at even

astsig-

8-Bit Bus Mode

0>
CA
lO
lOo
lO

w
lOoM
0»

CO
Ol
toMo

4-69



CMO
CM
CMm
tn
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2.0 Functional Description (continued)
V)

* Cond. A is true if current instruction is terminated

or an intairuptitile point in a strwig instnx^tion is

reached.
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FIGURE 2-4. CPU Interrupt Acknowledge Sequence
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2.0 Functional Description (continued)

In general, vectored interrupts are serviced by Interrupt rou-

tines stored in system memory. The Dispatch Table stores

up to 256 external procedure descriptors for the various

service procedures. The CPU INTBASE register points to

the top of the Dispatch Table. Figure 2-5 shows the layout

of the Dispatch Table. This figure also shows the layout of

the Cascade Table, which Is discussed with ICU cascaded

operation.

2.3.1 Non-Cascaded Operation. Whenever an intenrjpt re-

quest from a peripheral device Is issued directly to the mas-

ter ICU, a non-cascaded Intemipt request to the CPU re-

sults. In a system using a single NS32202, up to 16 interrupt

requests can be prioritized. Upon receipt of an inten-upt re-

quest on the INT pin, the CPU performs a Master Intemjpt-

Acknowledge bus cycle, reading a vector byte from address

FFFEOO16. This vector Is then used as an index Into the

dispatch table In order to find the External Procedure De-

scriptor for the proper Interrupt sen/ice procedure. The serv-

ice procedure eventually returns via the Return-from-lnter-

rupt (RET) instruction, which performs a Return-from-lnter-

mpt bus cycle. Informing the ICU that it may re-prioritize any

Interrupt requests still pending. Figure 2-6 shows a typical

CPU RETI sequence. In a system with only one ICU, the

vectors provided must be in the range of through 127; this

can be ensured by writing OXXXXXXX Into the SVCT regis-

ter. By providing a negative vector value, the master ICU

flags the internjpt source as a cascaded ICU (see below).

2.3.2 Cascaded Operation. In cascaded operation, one or

more of the interrupt inputs of the master ICU are connect-

ed to the Intemjpt Output pin of one or more cascaded

ICUs. Up to 16 cascaded ICUs may be used, giving a sys-

tem total of 256 Interrupts.

Note: The number of cascaded ICUs is practicaliy limited to 15 because the

Dispatcli Table for the NS32016 CPU is conslructed with entries 1

through 15 either used for NMI and Trap descriptors, or reserved for

future use. Interrupt position of the master ICU should not be cas-

caded, so it can be vectored through Dispatch Table entry 0, reserved

for non-vectored interrupts. In this case, the non-vectored inten^jpt

entry (entry 0) is also available for vectored interrupt operation, since

the CPU Is operating in the vectored interrupt mode.

The address of the master ICU should be FFFEOOie- (')

Cascaded ICUs can be located at any system address. A list

of cascaded ICU addresses is maintained in the Cascade

Table as a series of sixteen 32-bit entries.

{*)Note: The CPU status corresponding to both, master interrupt acknowl-

edge and return from interrupt bus cycles, as well as address bit

A8, could be used to generate the chip select (CS) signal for ac-

cessing the master ICU during one of the above cycles. In this case

the master ICU can reside at any system address. The only timrta-

tion is that the least significant 5 or 6 address bits (6 in the 6-bit bus

mode) must be zero. The address bit A8 must be decoded to pre-

vent an NMI bus cycle from reading the hardware vector register of

the ICU. This could happen, since the NS32016 CPU performs a

dummy read cyde from address FFFFOOig. with the same status

as a master INTA cycle, when a non-masKable-intenupt is aci<nowl-

edged.

(MtSUE-M)-

IHTSIRUPr/

nSPAFCH 1>Bl£ \
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CASCADED ICU ADDflESS
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FIGURE 2-5. interrupt Dispatch and Cascade Tables
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2.0 Functional Description (continued)

EXECUTE MASTER RET1 CYCLE
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MOOREGISIERAND
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RESTORED ADDRESS

TUEE/5117-11

FIGURE 2-6. CPU Return from Interrupt Sequence

The master ICU maintains a list (in the CSRC register pair)

of its inten-upt positions that are cascaded. It also provides a

4-bit (hidden) counter (in-service counter) for each interrupt

position to keep track of the number of interrupts being

serviced in the cascade ICUs. When a cascaded intenojpt

input is active, the master ICU activates its internjpt output

and the CPU responds with a Master Interrupt Acknowledge
Cycle. However, instead of generating a positive inten^pt

vector, the master ICU generates a negative Cascade Table

index.

The CPU interprets the negative number returned from the

master ICU as an index into the Cascade Table. The Cas-

cade Table is located in a negative direction from the Dis-

patch Table, and it contains the virtual addresses of the

hardware vector registers for any cascaded NS32202s in

the system. Thus, the Cascade Table index supplied by the

master ICU identifies the cascaded ICU that requested the

interrupt.

Once the cascaded ICU Is identified, the CPU performs a

Cascaded Interrupt Acknowledge cycle. During this cycle,

the CPU reads the final vector value directly from the cas-

caded ICU, and uses it to access the Dispatch Table. Each

cascaded ICU, of course, has its own set of 16 unique inter-

rupt vectors, one vector for each of its 16 interrupt positions.

The CPU interprets the vector value read during a Cascad-
ed Internjpt Acknowledge cycle as an unsigned number.
Thus, this vector can be in the range through 255.

When a cascaded interrupt service routine completes its

task, it must return control to the inten^ipted program writh

the same RETI instruction used in non-cascaded interrupt

service routines. However, when the CPU performs a Mas-
ter Return From Interrupt cycle, the CPU accesses the mas-
ter ICU and reads the negative Cascade Table index identi-

fying the cascaded ICU that originally received the inten-upt

request. Using the cascaded ICU address, the CPU now
performs a Cascaded Return From Interrupt cycle, informing

the cascaded ICU that the service routine is over. The byte

provided by the cascaded ICU during this cycle is ignored.

2.4 INTERNAL ICU OPERATING SEQUENCE
The NS32202 ICU accepts two interrupt types, software and
hardware.

Softwa-re interru^te are initiated when the CPU sets the
proper bit in the Interrupt Pending (IPND) registers (R6, R7),

located in the ICU. Bits are set and reset by writing the

proper byte to either R6 or R7. Software interrupts can be
masked, by setting the proper bit in the mask registers (RIO,

R11).

Hardware interrupts can be either internal or external to the

ICU. Internal ICU hardware inten-upts are initiated by the on-

chip counter outputs. External hardware interrupts are initia-

ted by devices external to the ICU, that are connected to

any of the ICU interrupt input pins.

Hardware interrupts can be masked by setting the proper bit

in the mask registers (RIO, R11). If the Freeze bit (FRZ),

located in the Mode Control Register (MCTL), is set, all in-

coming hardware inten-upts are inhibited from setting their

con-esponding bits in the IPND registers. This prevents the

ICU from recognizing any hardware interrupts.

Once the ICU is initialized, it is enabled to accept intenrupts.

If an active interrupt is not masked, and has a higher priority

than any interrupt currently being serviced, the ICU acti-

vates its Interrupt Output (INT). Figure 2-7 is a flowchart

showing the ICU internjpt acknowledge sequence.

The CPU responds to the active INT line by performing an

Internjpt Acknowledge bus cycle. During this cycle, the ICU

clears the IPND bit corresponding to the active internjpt po-

sition and sets the corresponding bit in the Intemjpt In-Serv-

ice Registers (ISRV). The 4-bit in-service counter in the

master ICU is also incremented by one if the fixed priority

mode is selected and the interrupt is from a cascaded ICU.

The ISRV bit remains set until the CPU performs a RETI bus
cycle and the 4-bit in-service counter is decremented to

zero. Figure 2-8 is a flowchart showing ICU operation dur-

ing a RETI bus cycle.

When the ISRV bit is set, the iNT output is disabled. This

output remains inactive until a higher priority interrupt posi-

tion becomes active, or the ISRV bit is cleared.

An exception to the above occurs in the master ICU when
the fixed priority mode is selected, and the interrupt input is

connected to the INT output of a cascaded ICU. In this case

the ISRV bit does not inhibit an interrupt of the same priority.

This is to allow nesting of interrupts in a cascaded ICU.
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2.0 Functional Description (continued)
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* Oond. B Is true if any one ol the following condi-

tions Is satisfied.

1) No intemjpt is being serviced

2) Ttiere is a pending unmasltsd interrupt with

priority Ngher than that of the interrupt being

serviced.

3) There is a pending unmasiied Interrupt from a

cascaded ICU with priority higher or same as that

of the highest priority interrupt position in the

master ICU with the iSRV bit set
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TL/EE/6117-12

FIGURE 2-7. ICU Interrupt Acknowledge Sequence
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2.0 Functional Description (continued)
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FIGURE 2-8. ICU Return from Interrupt Sequence
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2.0 Functional Description (continued)

2.5 INTERRUPT PRIORITY MODES

The NS32202 ICU can operate in one of four interrupt priori-

ty modes: Fixed Priority; Auto-Rotate; Special Mask; and

Polling. Each mode is described below.

2.5.1 Fixed Priority Mode

In the Fixed Priority Mode (also called Fully Nested Mode),

each intermpt position is ranked in priority from to 1 5, with

being the highest priority. In this mode, the processing of

lower priority interrupts is nested with higher priority inter-

rupts. Thus, while an Interrupt is being serviced, any other

interrupts of the same or lower priority are inhibited. The ICU

does, however, recognize higher priority interrupt requests.

When the interrupt service routine executes its RETI instruc-

tion, the corresponding ISRV bit is cleared. This allows any

lower priority interrupt request to be serviced by the CPU.

At reset, the default priority assignment gives intemipt IRO

priority (highest priority), inten-upt IR1 priority 1, and so

forth. Interrupt IR15 is, of course, assigned priority 15, the

lowest priority. The default priority assignment can be al-

tered by writing an appropriate value into register FPRT (L)

as explained in Section 3.9.

Note: When the ICU generates an intenupl request to the CPU for a higher

priority intemjpt uvhile a ioiA'er priority interrupt is still being sen/iced by

the CPU, the CPU responds to the intemjpt request only if its internal

interrupt enable flag is set. Normalty, this flag is reset at the beginning

of an Interrupt acknowledge cycle and set during the RETI cycle. If the

CPU is to respond to higher priority interrupts during any interrupt

service routine, the senrice routine must set the internal CPU Interrupt

enatjle flag, as soon during the senrice routine as d

2.5.2 Auto-Rotate Mode

The Auto Rotate Mode is selected when the NTAR bit is set

to 0, and is automatically entered after Reset. In this mode

an interrupt source position is automatically assigned lowest

priority after a request at that position has been serviced.

Highest priority then passes to the next lower priority posi-

tion. For example, when servicing of the interrupt request at

position 3 is completed (ISRV bit 3 is cleared), intermpt po-

sition 3 is assigned lowest priority and position 4 assumes

highest priority. The nesting of intenupts is inhibited, since

the interrupt being serviced always has the highest priority.

This mode is used when the interrupting devices have to be

assigned equal priority. A device requesting an interrupt, will

have to wait, in the worst case, until each of the 1 5 other

devices has been serviced at most once.

2.5.3 Special Mask Mode

The Special Mask Mode is used when it is necessary to

dynamically alter the ICU priority structure while an intemjpt

is being serviced. For example, it may be desired in a partic-

ular interrupt service routine to enable lower priority inter-

rupts during a part of the routine. To do so, the ICU must be

programmed in fixed priority mode and the inteniipt service

routine must control its own in-service bit in the ISRV regis-

ters.

The bits of the ISRV registers are changed with either the

Set Bit Interiocked or Clear Bit Interlocked instnjctions (SBI-

TIW or CBITIW). The in-service bit is cleared to enable low-

er priority interrupts and set to disable them.

Note: For proper operation of the ICU, an intemjpt sen/ice routine must set

its ISRV bit before executing the RETI instnjction. This prevents the

RETI cycle from clearing the wrong ISRV bit.

2.5.4 Polling Mode

The Polling Mode gives complete control of interrupt priority

to the system software. Either some or all of the interrupt

positions can be assigned to the polling mode. To assign all

interrupt positions to the polling mode, the CPU intermpt

enable flag is reset. To assign only some of the inten-upt

positions to the polling mode, the desired intemjpt positions

are masked in the Interrupt Mask registers (IMSK). In either

case, the polling operation consists of reading the Interrupt

Pending (IPND) registers.

If necessary, the IPND read can be synchronized by setting

the Freeze (FRZ) bit in the Mode Control register (MCTL).

This prevents any change in the IPND registers during the

read. The FRZ bit must be reset after the polling operation

so the IPND contents can be updated. If an edge-triggered

intemjpt occurs while the IPND registers are frozen, the in-

termpt request is latched, and transferred to the IPND regis-

ters as soon as FRZ is reset.

The polling mode is useful when a single routine is used to

service several inten-upt levels.

3.0 Architectural Description
The NS32202 has thirty-two 8-bit registers that can be ac-

cessed either individually or in pairs. In 16-bit data bus

mode, register pairs can be accessed with the CPU word or

double-word reference instmctions. Figure 3- 1 shows the

ICU internal registers. This figure summarizes the name,

function, and offset address for each register.

Because some registers hold similar data, they are grouped

into functional pairs and assigned a single name. However,

if a single register in a pair is referenced, either an L or an H

is appended to the register name. The letters are placed in

parentheses and stand for the low order 8 bits (L) and the

high order 8 bits (H). For example, register R6, part of the

Intermpt Pending (IPND) register pair, is referred to individu-

ally as IPND(L).

The following paragraphs give detailed descriptions of the

registers shown in Figure 3- 1.

3.1 HVCT— HARDWARE VECTOR REGISTER (RO)

The HVCT register is a single register that contains the in-

ten-upt vector byte supplied to the CPU during an Interrupt

Acknowledge (INTA) or Retum From Inten-upt (RETI) cycle.

The HVCT bit map is shown below:

7 6 5 4 3 2 10
B B B B V V V V

4-76



3.0 Architectural Description (continued)

z
COw

REG. NUMBER AND
ADDRESS IN HEX.

R0(00i6)

R1(01i6)

R3(03i6) R2(02i6)

R5(05i6) R4(04i6)

R7(07i6) R6(06i6)

R9 (09i6) R8(08i6)

R11(0Bi6) R10(0Ai6)

R13(0Di6) R12(0Ci6)

R15(0Fi6) R14(0Ei6)

R16(10i6)

R17(11i6)

R18(12ie)

R19(13i6)

R20(14i6)

R21 (15i6)

R22(16i6)

R23 (17i6)

R25(19i6) R24(18i6)

R27(1Bi6) R26 (IA16)

R29(1Di6) R28(1Ci6)

R31(1Fi6) R30(1Ei6)

REG. REG. FUNCTION

NAME

HVCT— HARDWARE VECTOR

SVCT— SOFTWARE VECTOR

ELTG— EDGE/LEVEL TRIGGERING

TPL— TRIGGERING POLARITY

IPND— INTERRUPTS PENDING

ISRV— INTERRUPTS IN-SERVICE

IMSK— INTERRUPT MASK

CSRG— CASCADED SOURCE

FPRT— FIRST PRIORITY

MCTL— MODE CONTROL

OCASN— OUTPUT CLOCK ASSIGNMENT

GIPTR— COUNTER INTERRUPT POINTER

PDAT— PORT DATA

IPS— INTERRUPT/PORT SELECT

PDIR— - PORT DIRECTION

CCTL— COUNTER CONTROL

CICTL— COUNTER INTERRUPT CONTROL

LCSV— L-COUNTER STARTING VALUE

HCSV— H-COUNTER STARTING VALUE

LGCV— L-COUNTER CURRENT VALUE

HCCV— H-COUNTER CURRENT VALUE

<0w
10MO
i<o
I

oa

0)w

FIGURE 3-1. ICU Internal Registers
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3.0 Architectural Description (continued)

The BBBB field Is the bias which is programmed by writing

BBBBOOOO2 to the SVCT register (R1). TheWW field Iden-

tifies one of the 16 Interrupt positions. The contents of the

HVCT register provide various information to the CPU, as

shown In Figure 3-2:

Note 1: The ICU always interprets a read of the HVCT register as eittier an

INTA or RETl cycle. Since these cycles cause internal changes to

the ICU, nomial programs must never read the ICU HVCT register.

Note 2: If the HVCT register is read with ST1 = (INTA cycle) and no

unmasked interrupt is pending, the binary valve BBBB1111 is re-

turned and any pending edge-triggered internjpt in position 15 is

cleared.

tf the auto-rotate priority mode is selected, the FPRT register is also

cleared, thus preventing any interrupt from being acknowledged. In

this case a re-lntialization of the FPRT register is required for the

ICU to acknowledge interrupts again.

If a read of the HVCT register is perfonned with ST1 = 1 (RETl

cyde), the binary valve BBBB1 1 11 is returned.

If the auto-rotate mode is selected, a priority rotation is also per-

formed.

3.2 SVCT— SOFTWARE VECTOR REGISTER (R1)

The SVCT register is a copy of the HVCT register. It allows

the programmer to read the contents of the HVCT register

without initiating a INTA or RETl cycle In the ICU. It also

allows a programmer to change the BBBB field of the HVCT
register. The bit map of the SVCT register Is the same as for

the HVCT register.

During a write to SVCT, the four least significant bits are

unaffected while the four most significant bits are written

Into both SVCT and HVCT (R1 and RO).

The SVCT register is updated dynamically by the ICU. The

four least significant bits always contain the vector value

that would be returned to the CPU if a INTA or RETl cycle

were executed. Therefore, when reading the SVCT register,

the state of the CPU ST1 pin Is used to select either pend-

ing Interrupt data or in-service interrupt data. For example, if

the SVCT register Is read with ST1 = (as for an INTA

cycle), the WW field contains the encoded value of the

highest priority pending interrupt. On the other hand. If the

SVCT register is read with ST1 = 1 , theWW field contains

the encoded value of the highest priority In-service Interrupt.

Note: If the CPU STI output is connected directly to the ICU ST1 input, the

vector read from SVCT is always the RETl vector. If both the INTA

and RETl vectors are desired, additional logic must be added to drive

the ICU STI input A typical circuit is shown below. In this circuit, the

state of the ICU STI input is controlled by both the CPU STI output

and the selected address bit

BCPU U50RAr32>>^

TL/EE/5117-14

3.3 ELTG— EDGE/LEVEL TRIGGERING
REGISTERS (R2,R3)

The ELTG registers determine the Input trigger mode for

each of the 1 6 Interrupt Inputs. Each Input Is assigned a bit

in this register pair. An interrupt Input Is level-triggered If Its

bit In ELTG Is set to 1 . The Input Is edge-triggered if Its bit Is

cleared. At reset, all bits in ELTG are set to 1.

Software Interrupt positions are not affected by the state of

their ELTG bits.

3.4 TPL— TRIGGERING POLARITY
REGISTERS (R4,R5)

The TPL registers determine the polarity of either the active

level or the active edge for each of the 16 Internjpt Inputs.

As with the ELTG registers, each Input Is assigned a bit

Possible triggering modes for the various combinations of

ELTG and TPL bits are shown below.

ELTG BIT TPL BIT TRIGGERING MODE
Failing Edge

1 Rising Edge

1 Low Level

1 1 High Level

Software interrupt positions are not affected by their TPL
bits. At reset, all TPL bits are set to 0.

Note 1: If edged-triggered interrupts are to be handled, the TPL register

sfioutd be programmed before the ELTG register.

This prevents spurious interrupt requests from being generated dur-

ing the ICU initialization from edge-triggered interrupt posJtk)ns.

Note 2: Hardware interrupt inputs connected to cascaded ICUs must have

their TPL bits set to 0.

3.5 IPND— INTERRUPT PENDING REGISTERS (R6, R7)

The IPND registers track interrupt requests that are pending

but not yet serviced. Each inte^upt position Is assigned a bit

in IPND. When an interrupt Is pending, the conresponding bit

in IPND is set. The IPND data are used by the ICU to gener-

ate lnten\jpts to the CPU. These data are also used In poll-

ing operations.

BBBB

INTA CYCLE (STI =0)

Highest priority pending Interrupt is from:

cascaded ICU any other source

1111 programmed bias*

RETl CYCLE (ST1 = 1)

Highest priority In-service Interrupt was from:

cascaded ICU any other source

1111 programmed bias*

WW encoded value of the highest

priority pending interrupt

encoded value of the highest

priority In-service interrupt

•The Programmed bias for the master ICU must range from OOOO to 01 II2 because the CPU interprets a one in the most significant tiit position as a Cascade Table

Index Indicator for a cascaded tCU.

FIGURE 3-2. HVCT Register Data Coding
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3.0 Architectural Description (continued)

The IPND registers are also used for requesting software

Interrupts. This Is done by writing specially formatted data

bytes to either IPND(L) or IPND(H). The formats differ for

registers R6 and R7. These formats are shown below:

IPND(L) (R6) — SOOOOPPP

IPND(H)(R7) — S0001PPP

Where: S = Set (S = 1) or Clear (S = 0)

PPP = Is a binary number Identifying one of

eight bits

Note: The data read from either R6 or R7 are different from that written to

the register because the iCU returns the register contents, rattier than

the fonnatted byte used to set the register bits.

The ICU automatically clears a set IPND bit when the pend-

ing Interrupt request Is serviced. All pending Interrupts In a

register can be cleared by writing the pattern 'X1XXXXXX'

to It (X = don't care). To avoid conflicts with asynchronous

hardware interrupt requests, the IPND registers should be

frozen before pending Interrupts are cleared. Refer to the

Mode Control Register description for details on freezing

the IPND registers.

At reset, all IPND bits are set to 0.

Note: The edge sensing mechanism used for hardware inlen'upts in the

NS32202 iCU is a latching device that can be cleared only by ac-

knowledging the intermpt or by changing the trigger mode to level

sensing. Therefore, before clearing pending interrupts in the IPND

registers, any edge-triggered intenupt inputs must first tie switched to

the level-triggered mode. This clears the edge-triggered Interrupts;

the remaining Interrupts can then be cleared In the manner described

above. This applies to clearing the internjpts only. Edge-triggered in-

termpts can be set without changing the trigger mode.

3.6 ISRV— INTERRUPT IN-SERVICE

REGISTERS (R8,R9)

The ISRV registers track Interrupt requests that are current-

ly being serviced. Each interrupt position is assigned a bit in

ISRV. When an Inten-upt request is serviced by the ICU, its

corresponding bit is set In the ISRV registers. Before gener-

ating an interrupt to the CPU, the ICU checks the ISRV reg-

isters to ensure that no higher priority interrupt Is currently

being serviced.

Each time the CPU executes an RETI instruction, the ICU

clears the ISRV bit con-esponding to the highest priority in-

terrupt in sen/Ice. The ISRV registers can also be written

into by the CPU. This Is done to Implement the special mask

priority mode.

At reset, the ISRV registers are set to 0.

Note: If the ICU inrtiaiization does not follow a hardware reset, the ISRV

register should be cleared during initialization by writing zeroes into it.

3.7 IMSK— INTERRUPT MASK REGISTERS (R10, R11)

Each NS32202 Interrupt position can be Individually

masked. A masked interrupt source Is not acknowledged by

the ICU. The IMSK registers store a mask bit for each of the

ICU interrupt positions. If an Interrupt position's IMSK bit is

set to 1 , the position is masked.

The IMSK registers are controlled by the system software.

At reset, all IMSK bits are set to 1, disabling all interrupts.

Note: If an interrupt must be masked off, the CPU can do so by setting the

corresponding bit In the IMSK register. However, if an interrupt is set

pending during the CPU instruction that masks off that interrupt, the

CPU may still perform an interrupt acknowledge cycle following that

instruction since It might have sampled the iNT line before the ICU

deasserted it. This could cause the ICU to provide an invalid vector.

To avokJ this problem, the above operation should be performed with

the CPU internjpt disabled.

3.8 CSRC— CASCADED SOURCE
REGISTERS (R12,R13)

The CSRC registers track any cascaded Inten-upt positions.

Each interrupt position is assigned a bit in the CSRC regis-

ters, if an Interrupi position's CSRC bit is set, that position Is

connected to the INT output of another NS32202 ICU, I.e., It

is a cascaded interrupt.

At reset, the CSRC registers are set to 0.

Note 1: If any cascaded ICU Is used, the CSRC register should be cleared

during initialization (if the initiajizatkin does not follow a hardware

reset) by writing zeroes into it. This should be done before setting

the bits conesponding to the cascaded internjpt positions. This op-

eration ensures that the 4-blt in-sen/lce counters (associated with

each inten^pt position to keep track of cascaded internjpts) always

get clears when the ICU is re-initialized.

Note 2: Only the Master ICU should have any CSRC bits set. If CSRC bits

are set in a cascaded iCU, Incorrect operation results.

3.9 FPRT— FIRST PRIORITY REGISTERS (R14, R1S)

The FPRT registers track the ICU inten-upt position that cur-

rently holds first priority. Only one bit of the FPRT registers

is set at one time. The set bit Indicates the inten-upt position

with first (highest) priority.

The FPRT registers are automatically updated when the ICU

Is In the auto-rotate mode. The first priority interrupt can be

determined by reading the FPRT registers. This operation

returns a 16-bit word with only one bit set. An interrupt posi-

tion can be assigned first priority by writing a formatted data

byte to the FPRT(L) register. The format Is shown below:

7 6 5 4 3 2 10XXXXFFFF
Where: XXXX = Don't Care

FFFF = A binary number from to 15 indi-

cating the interrupt position as-

signed first priority.

Note: The byte above is written only to the FPRT(L) register. Any data writ-

ten to FPRT(H) is ignored.

At reset the FFFF field is set to 0, thus giving interrupt posi-

tion first priority.

3.10 MCTL— MODE CONTROL REGISTER (R16)

The contents of the MCTL set the operating mode of the

NS32202 ICU. The MCTL bit map is shown below.

7 6 5 4 3 2 10
GFRZ COUTD COUTM CLKM FRZ unused NTAR T16N8

COwM
o
IN>

V)w
IS)

iOo

COw
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o

4-79



CMO
<M
CM
P»
COz

CMo
CM
CM
CO
(OZ

CMo
CM
CM
CO
01

3.0 Architectural Description (continued)

CFRZ Determines whether or not the NS32202 coun-

ter readings are frozen. When frozen, the

counters continue counting but the LCCV and

HCCV registers are not updated. Reading of

the true value of LCCV and HCCV is possible

only while they are frozen.

CFRZ = = > LCCV and HCCV Not Frozen

CFRZ = 1 = > LCCV and HCCV Frozen

COUTD Determines whether the COUT/SCIN pin is an

Input or an output. COUT/SCIN should be

used as an input only for testing purposes. In

this case an external sampling clock must be

provided otherwise hardware interrupts will not

tie recognized.

COUTD = = > COUT/SCIN is Output

COUTD = 1 = > COUT/SCIN is Input

COUTIW When the COUT/SCIN pin is programmed as

an output (COUTD =0), this bit determines

whether the output signal is in pulsed form or in

square wave form.

COUTM = = > Square Wave Form

COUTM = 1 = > Pulsed Form

CLKM Used only in the 8-bit Bus Mode. This bit con-

trols the clock wave form on any of the pins

GO/IRO G3/IR6 programmed as counter

output.

CLKM = = > Square Wave Form

CLKM = 1 = > Pulsed Form

FRZ Freeze Bit. In order to allow a synchronous

reading of the interrupt pending registers

(IPND), their status may be frozen, causing the

ICU to ignore incoming requests. This is of spe-

cial importance if a polling method is used.

FRZ = = > IPND Not Frozen

FRZ = 1 = > IPND Frozen

NTAR Determines whether the ICU is in the AUTO-
ROTATE or FIXED Priority Mode. In AUTO-
ROTATE mode, the intemjpt source at the

highest priority position, after being serviced, Is

assigned automatically lowest priority. In this

mode, the inten'upt in service always has high-

est priority and nesting of intenupts is therefore

inhibited.

NTAR = = > Auto-Rotate Mode

NTAR = 1 = > Fixed Mode

T16N8 Controls the data bus mode of operation.

T16N8 = => 8-Bit Bus Mode

T16N8 = 1 => 16-Bit Bus Mode

At reset, all MCTL bits except COUTD, are reset to 0.

COUTD is set to 1.

3.1 1 OCASN— OUTPUT CLOCK
ASSIGNMENT REGISTER (PIT)

Used only in the 8-bit Bus Mode. The four least significant

bits of this register control the output clock assignments on
pins GO/IRO, . . . ,G3/IR6. If any of these bits is set to 1, the

clock generated by either the H-Counter or the H-l- L-Coun-

ter will be output to the corresponding pin. The four most

significant bits of OCASN are not used. At Reset the four

least significant bits are set to 0.

Note: The interrupt sensing mechanism on pins GO/IRO. . . . ,G3/IR6 is not

disabled when any ot these pins is programmed as dock output

Thus, to avoid spurious interrupts, the corresponding bits in register

IPS should also be set to zero.

3.12 CIPTR — COUNTER INTERRUPT
POINTER REGISTER (R18)

The CIPTR register tracks the assignment of counter out-

puts to interrupt positions. A bit map of this register is shown

below.

7 6 5 4 3 2 1

H H H H L L L L

Where: HHHH = A 4-bit binary number identifying the

intemjpt position assigned to the H-

Counter (or the H + L-counter if the

counters are concatenated).

LLLL = A 4-bit binary number identifying the

inten-upt position assigned to the L-

counter.

Note: Assignment of a counter output to an interrupt position also requires

control bits to be set in the CICTL register. IT a counter output is

assigned to an interrupt position, external hardware intermpts at that

position are ignored.

At reset, all bits in the CIPTR are set to 1. (This means both

counters are assigned to interrupt position 1 5.)

3.13 PDAT— PORT DATA REGISTER (R19)

Used only in the 8-bit Bus Mode. This register is used to

input or output data through any of the pins GO/
IRO G7/IR14 programmed as I/O ports by the IPS reg-

ister. Any pin programmed as an output delivers the data

written into PDAT. The input pins ignore it. Reading PDAT
provides the logical value of all I/O pins, INPUT and OUT-
PUT.

3.14 IPS— INTERRUPT/PORT SELECT REGISTER (R20)

Used only in the 8-bit Bus Mode. This register controls the

function of the pins GO/IRO, . . . ,G7/IR14. Each of these

pins is individually programmed as an I/O port, if the corre-

sponding bit of IPS is 0; as an interrupt source, if the con-e-

sponding bit is 1 . The assignment of the H-Counter output

to GO/IRO, . . . ,G3/IR6 by means of reg. OCASN ovemdes
the assignment to these pins as I/O ports or interrupt in-

puts.

At Reset, all the IPS bits are set to 1

.

Note: Whenever a bit in the IPS register is set to zero, to program the

corresponding pin as an I/O port, any pending intenupt on the corre-

sponding intenupt position will be cleared.

3.15 PDIR— PORT DIRECTION REGISTER (R21)

Used only in the 8-bit Bus Mode. This register determines

the direction of any of the pins GO/IRO G7/IR14 pro-

grammed as I/O ports by the IPS register. A logic 1 indi-

cates an input, while a logic indicates an output.

At Reset, all the PDIR bits are set to 1.

3.16 CCTL— COUNTER CONTROL REGISTER (R22)

The CCTL register controls the operating modes of the

counters. A bit map of CCTL is shown below.

7 6 5 4 3 2 10
CCONCFNPS C0UT1 COUTO CRUNHCRUNL CDCRHCDCRL

CCON Determines whether the counters are indepen-

dent or concatenated to form a single 32-bit

counter (H+ L-Counter). If a 32-bit counter is

selected, the bits corresponding to the H-
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3.0 Architectural Description (continued)

Counter will control the H + L-Counter, while

the bits corresponding to the L-Counter are not

used.

CCON = = > Two 16-bit Counters

CCON = 1 = > One 32-blt Counter

CFNPS Determines wtiether the external clock is

prescaled or not.

CFNPS = = > Clock Prescaled (divided by 4)

CFNPS = 1 = > Clock Not Prescaled.

C0UT1 &

GOUTQ These bits are effective only when the COUT/
SCIN pin is programmed as an OUTPUT
(COUTD bit in reg. MCTL is 0). Their logic lev-

els are decoded to provide different outputs for

COUT/SCIN, as detailed In the table below:

COUT1 COUTO COUT/SCIN Output Signal

1

1

1

1

Internal Sampling Oscillator

Zero Detect Of L-Counter

Zero Detect Of H-Counter

Zero Detect Of H -1- L-Counter*

•If the H- and L-Counters are not concatenated and

COUT1/CX3UT0 are botti 1, the COUT/SCIN pin is active

when either counter reaches zero.

CRUNH Detemiines the state of either the H-Counter or

the H + L-Counter, depending upon the status

of CCON.

CRUNH = = > H-Counter or H + L-Counter

Halted

CRUNH = 1 => H-Counter or H-h L-Counter

Running

CRUNL Effective only when CCON = 0. This bit deter-

mines whether the L-Counter is ninning or halt-

ed.

CRUNL = = > L-Counter Halted

CRUNL = 1 = > L-counter Running

CDCRH Effective only when CRUNH = (Counter Halt-

ed). This bit is the single cycle decrement sig-

nal for either the H-Counter or the H -I- L-Coun-

ter.

CDCRH = = > No Effect

CDCRH = 1 => Decrement H-Counter or

H -I- L-Counter

CDCRL Effective only when CRUNL = and CCON =

0. This bit is the single cycle decrement signal

for the L-Counter.

CDCRL = = > No Effect

CDCRL = 1 = > Decrement L-Counter

Note: The bits CIXRL and CDCRH are set when a logic 1 is written into

them, but, they are automatically cleared after the end of the write

operation. This is needed to accomplish the decrement operation.

Therefore, these bits always contain when read.

Reset does not affect the CCTL bits.

3.17 CICTL— COUNTER INTERRUPT
CONTROL REGISTER (R23)

The CICTL register controls the counter intemjpts and rec-

ords counter interrupt status. Intemjpts can be generated

from either of the 16-bit counters. When the counters are

concatenated, the intenaipt control is through the H-Counter

control bits. In this case the CIEL bit should t>e set to zero to

avoid spurious interrupts from the L-Counter. A bit map of

the CICTL register is shown following.

7 6 5 4 3 2 10
CERH CIRH CIEH WENH CERL CIRL CIEL WENL

CERH

CIRH

CIEH

WENH

CERL

H-Counter Error Flag. This bit Is set (1) when a

second intenxipt request from the H-Counter

(or H + L-Counter) occurs before the first re-

quest is acknowledged.

H-Counter Interrupt Request. It is set (1) when
an intemipt is pending from the H-Counter (or

H + L-Counter). It is automatfcally reset when
the interrupt is acknowledged.

H-Count^ Intermpt Enable. When it is set, the

H-Counter (or H -l- L-Counter) interrupt is en-

abled.

H-Counter Control Write Enable. When WEHN
is set (1), bits CERH, CIRH, and CIEH can be

written.

L-Counter En-or Flag. This bit is set (1) when a

second interrupt request from the L-Counter

occurs before the first request is acknowl-

edged.

CIRL L-Counter Intermpt Request It is set (1) when
an intemjpt is pending from the L-Counter. It Is

automatically reset wfien the interrupt is ac-

knowledged.

CIEL L-Counter Intemipt Enable. When it is set (1),

the L-Counter intemjpt is enabled.

WENL L-Counter Control Write Enable. When WENL
is set (1), bits CERL, CIRL, and CIEL can be

written.

NotK Setting the write enable bits (WENH or WENL) and writing any of the

other CICTL bits are concurrent opeiations. That is, the ICU will ig-

nore any attempt to alter CICTL bits if the proper write enable bit is

not set in the data byte.

At reset, all CICTL bits are set to 0. However, if the counters

are mnning, the bits CIRL, CERL, CIRH and CERH may be

set again after the reset signal is removed.

3.18 LCSV/HCSV— L-COUNTER STARTING VALUE/
H-COUNTER STARTING VALUE REGISTERS
(R24,R25,R26,ANDR27)

The LCSV and HCSV registers store the start values for the

L-Counter and H-Counter, respectively. Each time a counter

reaches zero, the start value is automatically reloaded from

either LCSV or HCSV, one clock cycle after zero count is

reached. Loading LCSV or HCSV from the CPU must be

synchronized to avoid writing the registers while the reload-

ing of the counters is occurring. One nrethod is to halt the

counters while the registers are loaded.

When the 16-bit counters are concatenated, the LCSV and

HCSV registers hold the 32-bit start count, with the least

significant byte in R24 and the most significant byte in R27.

3.19 LCCV/HCCV— L-COUNTER CURRENT VALUE/

H-COUNTER CURRENT VALUE REGISTERS
(R28,R29,R30,ANDR31)

The LCCV and HCCV registers hold the cun^nt value of the

counters. If the CFRZ bit in the MCTL register is reset (0),

these registers are updated on each clock cycle with the

cunent value of the counters. LCCV and HCCV can be read

only when the counter readings are frozen (CFRZ bit in the
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3.0 Architectural Description (continued)

CMO
CM
CM
CO
(AZ

CMO
CM
CM
CO
tn

MITMUZEMCTL
LEAVING COUTD
BIT *T LOGIC 1

HALT COUNTERS

By CLEARING

BITS CRUNL AND
CRUNH IN

REG. CCTL

COUNTERS

USED?

INITIALIZE

LCSV, HCSV
ANDCIPTR

WRITE COUNTER'S

STARTING VALUES

INTO LCCV AND
HCCV TO AVOID

LONG INITIAL

COUNTS

RESET COUTD BIT

IN MCTL TO

PROGRAM CDiit/SC»i

m AS AN OUTPUT

AND ENABLE THE

INTERNAL INTERRUPT

SAMPUNG CLOCK

INITIALIZE

IPS. PDIR, OCASN.

POAT

i
CLEAR

ISRV. CSBC

O

'''^ COUNTERS^
"S^USEO?^^>A^

START COUNTERS
BYSEniNOBITS
CRUNL AND/OR

CRUNH IN REG. ecu

CUlD
FIGURE 3-3. Recommended ICU's Initialization Sequence

TUEE/5117-15
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3.0 Architectural

Description (continued)

MCTL register is 1). They can be written only when the

counters are halted (CRUNL and/or CRUNH bits in the

CCTL register are 0). This last feature allows new initial

count values to be loaded immediately into the counters,

and can be used during initialization to avoid long initial

counts.

When the 16-bit counters are concatenated, the LCCV and

HCCV registers hold the 32-bit current value, with the least

significant byte in R28 and the most significant byte in R31.

3.20 REGISTER INITIALIZATION

Figure 3-3 shows a recommended initialization procedure

for the ICU that sets up all the ICU registers for proper oper-

ation.

4.0 Device Specifications

4.1 NS32202 PIN DESCRIPTIONS

4.1.1 Power Supply

Power fv'cc): + 5V DC Supply

Ground (GND): Power Supply Return

4.1.2 Input Signals

Reset (RST): Active low. This signal initializes the ICU. (The

ICU initializes to the 8-bit bus mode.)

Chip Select (CS): Active low. This signal enables the ICU to

respond to address, data, and control signals from the CPU.

Addresses (AO through A4): Address lines used to select

the ICU internal registers for read/write operations.

High Byte Enable (HBE): Active low. Enables data trans-

fers on the most-significant byte of the Data Bus. If the ICU

is in the 8-bit Bus Mode, this signal is not used and should

be connected to either GND or Vcc.

Read (RD): Active low. Enables data to be read from the

ICU's internal registers.

Write (WR): Active low. Enables data to be written Into the

ICU's internal registers.

Status (ST1): Status signal from the CPU. When the Hard-

ware Vector Register is read, this signal differentiates an
iNTA cycle from an RETI cycle. If ST1 = the ICU initiates

an INTA cycle. If ST1 = 1 an RETI cycle will result.

Interrupt Requests (IR1, IR3 . . . , IR15): These eight in-

puts are used for hardware interrupts. Each may be individu-

ally triggered in one of four modes: Rising Edge, Falling

Edge, Low Level, or High Level.

Counter Clock (CLK): External clock signal to drive the ICU
internal counters.

4.1.3 Output Signals

Interrupt Output (iNT): Active low. This signal indicates

that an intenrupt is pending.

4.1.4 Input/Output Signals

Data Bus 0-7 (DO through D7): Eight low-order data bus

lines used in both 8-bit and 16-bit bus modes.

General Purpose I/O Lines (GO/IRO, G1/IR2 G7/
IR14): These pins are the high-order data bits when the ICU

is in the 16-bit bus mode. When the ICU is in the 8-bit bus

mode, each of these can be individually assigned one of the

following functions:

• Additional Hardware Interrupt Input (IRO through

IR14)

• General Purpose Data input

• General Purpose Data Output

• Clock Output from H-Counter (Pins GO/IRO through

G3/1R6 only)

It should be noted that, for maximum flexibility in assigning

interrupt priorities, the interrupt positions corresponding to

pins GO/IRO G7/IR14 and IR1 IR15 are inter-

leaved.

Counter or Oscillator Output/Sampling Clock Input

(COUT/SCIN): As an output, this pin provides either a clock

signal generated by the ICU internal oscillator, or a zero

detect signal from one or both of the ICU counters. As an

input, it is used for an external clock, to override the internal

oscillator used for interrupt sampling. This is done only for

testing purposes.
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4.0 Device Specifications (continued)

4.2 ABSOLUTE MAXIMUM RATINGS

Temperature Under Bias 0°C to + 70°C

Storage Temperature -65°C to + 1 50°C

All Input or Output Voltages with

Respect to GND - 0.5V to + 7.0V

Power Dissipation 1 .5 Watt

4.3 ELECTRICAL CHARACTERISTICS

Ta = 0° to 70-0, Vcc = +5V ± 5%, GND = OV

Note: Absolute maximum ratings indicate limits beyond
wttich permanent damage may occur. Continuous operation

at these limits is not intended: operation shouldbe limited to

those conditions specified under Electrical Characteristics.

Symbol Parameter Conditions Min Typ Max Units

VlL Input Low Voltage 0.8 V

V|H Input High Voltage 2.0 V

Vol Output Low Voltage Iql = 2 mA 0.45 V

VOH Output High Voltage Iqh = -400 nA 2.4 V

lO (OFF) Output Lealtage Current

(Output Pins in TRI-STATE Condition)

0.4 ^ VouT ^ Vcc -20 20 M
l| input Load Current V|n = OtoVcc -20 20 ^^

Ice Power Supply Cun'ent lout = 0,T=0°C 300 mA

Connection Diagram

WIS 1

V^
40 — »CC

BiT— I 39 MI3

ST1— 3 3« 1811

G7/I«U 4 37 IW

es/mi2— 5 3e — m7

6S/MW^ e 3S —m
H/MI—

<

7 34 —m
83/ll«

1

G2/n4
1

S

9
ICU

33

32

IR1

CU(

Gt/IM— 10 31 — wii

GO/IM— 11 30 — m
07— 12 29 ftWT/SClll

06

—

13 2« — iiTE

OS

—

14 27 L— SST

04— IS 26— M
03

—

IB 2S— A3

K— 17 24 «2

01 18 23 — A1

DO 19 22 «
GNO— 20 21 — £S

Top View TL/EE/5117-3

Order Number NS32202D-6, NS32202D-10
See NS Package Number D40C

FIGURE 4- 1
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4.0 Device Specifications (continued)

4.4 SWITCHING CHARACTERISTICS

4.4.1 Definitions

All the timing specifications given in this section refer to

0.8V or 2.0V on the input and output signals as illustrated in

Figure 1, unless specifically stated othenwise.

Abbreviations:

LE.—leading edge R.E.—rising edge

T.E.—^trailing edge F.E.—^falling edge

Ks
rsy

—

TL/EE/5117-16

FIGURE 4-2. Timing Specification Standard

4.4.1.1 Timing Tables

Symbol Figure Description Reference/Conditions
NS32202-6 NS32202-8 NS32202-10

Units
Min Max lUtn Max Min Max

READ CYCLE

UhRDia 4-3 Address Hold Time After RD T.E. 80 80 80 ns

UsRDa 4-3 Address Setup Time Before RDLE. 50 50 40 ns

tCShRDia 4-3 CS Hold Time After RD T.E. 80 80 80 ns

tCSsRDa 4-3 CS Setup Time Before RDLE. 50 50 30 ns

tohRDia 4-3 Data Hold Time After RD T.E. 50 50 50 ns

tRDaDv 4-3 Data Valid After RDLE. 200 175 150 ns

IrDw 4-3 RD Pulse Width At 0.8V (Both Edges) 220 190 160 ns

tSsRDa 4-3 ST1 Setup Time Before RD LE. 50 50 50 ns

tShRDia 4-3 ST1 Hold Time After RD T.E. -30 -30 -30 ns

WRITE CYCLE

UhWRIa 4-4 Address Hold Time After WR T.E. 80 80 80 ns

tAsWRa 4-4 Address Setup Time Before WRLE. 50 50 50 ns

tCShWRia 4-4 CS Hold Time After WR T.E. 80 80 80 ns

teSsWRa 4-4 CS Setup Time Before WRLE. 50 50 50 ns

*DliWRia 4-4 Data Hold Time AfterWR T.E. 60 60 50 ns

tosWRIa 4-4 Data Setup Time Before WR T.E. 150 125 100 ns

tWRiaPf 4-4 Port Output Floating AfterWRT.E.n"oPDIR) 200 200 200 ns

tWRiaPv 4-4 Port Output Valid AfterWR T.E. 200 200 200 ns

<WRw 4-4 WR Pulse Width At 0.8V (Both Edges) 220 190 160 ns

CO
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4.0 Device Specifications (continued)

4.4.1.1 Timing Tables (Continued)

Symbol Figure Description Reference/Conditions
NS32202-6 NS32202-8 NS32202-10

Units
Min |Max Min |Max IMin J Max

CM OTHER TIMINGS
|U

CM
CM
CO

teouTi 4-8 Internal Sampling Clock

Low Time
At 0.8V (Both Edges)

50 50 50 ns

(A
tcOUTB 4-8 Internal Sampling Clock Period 400 400 400 ns

tsCINh 4-7 External Sampling Clock High Time At 2.0V (Both Edges) 100 100 100 ns

CM tSGINI 4-7 External Sampling Clock Low Time At CSV (Both Edges) 100 100 100 ns

S tsCINp 4-7 External Sampling Clock Period 800 800 800 ns

cr>

(/>z
ten 4-9 External Clock High Time

(Without Prescaler)

At 2.0V (Both Edges)
160 130 100 ns

tChp 4-9 External Clock High Time
(With Prescaler)

At 2.0V (Both Edges)
80 65 50 ns

tci 4-9 External Clock Low Time
(Without Prescaler)

At 0.8V (Both Edges)
160 130 100 ns

tcip 4-9 External Clock Low Time
(With Prescaler)

At 0.8V (Both Edges)
80 65 50 ns

ley 4-9 External Clock Period

(Without Prescaler)
650 500 400 ns

Ifcyp 4-9 External Clock Period

(With Prescaler)
160 130 100 ns

tGCOUTI 4-9 Counter Output Transition Delay After CLKF.E. 300 300 300 ns

tCOUTw 4-9 Counter Output Pulse

Width in Pulsed Form
At 0.8V (Both Edges)

50 50 50 ns

UCKIR 4-5 Inten-upt Request Delay After Previous Intemjpt

Acknowledge
500 500 500 ns

tiRid 4-5 iNT Output Delay After Interrupt

Request Active
800 800 800 ns

t|Rw 4-5 Inten-upt Request Pulse

Width in Edge Trigger
50 50 50 ns

tRSTw RST Pulse Width At 0.8V (Both Edges) 400 400 400 ns

4.4.1.2 Timing

A

Diagrams
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4.0 Device Specifications (continued)
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FIGURE 4-4. Write Cycle
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FIGURE 4-6. Interrupt Timing in Level Triggering Mode
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4.0 Device Specifications (continued)

cu^S5ir?i.^-^
TL/EE/51 17-21

Note; Interrupts are sampled on the rising edge of CLK.

FIGURE 4-7. External Interrupt-Sampling-Clock to be Provided at Pin COUT/SCIN When In Test Mode

scu ^j
—w ICOUTl-

TL/EE/5117-22

FIGURE 4-8. Internal Interrupt-SampUng-Clock Provided at Pin COUT/SCIN
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FIGURE 4-9. Relationstiip Between Clock Input at Pin CLK and Counter Output Signals at Pins COUT/SCIN or

GO/RO G3/R6, in Botli Pulsed Form and Square Waveform
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NS16450/INS8250A/NS16C450/INS82C50A
Asynchronous Communications Element

General Description
The NS16450 is an improved specification version of the

INS8250A Asynchronous Communications Element (ACE).

The improved specifications ensure compatibility with the

NS32016 and other state-of-the-art CPUs. Functionally, the

NS16450 Is equivalent to the INS8250A. The ACE Is fabri-

cated using National Semiconductor's advanced scaled

N-channel silicon-gate MOS process, XMOS.

The NS16C450 and INS82C50A are functionally equivalent

to their XMOS counterparts, except that they are CMOS
parts. (The CMOS parts will be available after June 1985.) It

functions as a serial data input/output interface In a micro-

computer system. The functional configuration of the ACE is

programmed by the system software via a TRI-STATE®

8-blt bidirectional data bus; this includes the on-board baud

rate generator.

The ACE performs serial-to-parallel conversion on data

characters received from a peripheral device or a MODEM,
and parallel-to-serial conversion on data characters re-

ceived from the CPU. The CPU can read the complete

status of the ACE at any time during the functional opera-

tion. Status information reported Includes the type and con-

dition of the transfer operations being performed by the

ACE, as well as any en-or conditions (parity, overrun, fram-

ing, or break interrupt).

The ACE includes a programmable baud rate generator that

Is capable of dividing the timing reference clock input by

divisors of 1 to (216-1), and producing a 16 x clock for

driving the internal transmitter logic. Provisions are also in-

cluded to use this 16 x clock to drive the receiver logic.

Also included in the ACE is a complete MODEM-control ca-

pability, and a processor-Interrupt system that may be soft-

ware tailored to the user's requirements to minimize the

computing required to handle the communications link.

Features
Easily interfaces to most popular microprocessors.

Adds or deletes standard asynchronous communication

bits (start, stop, and parity) to or from serial data

stream.

Full double buffering eliminates need for precise

synchronization.

Independently controlled transmit, receive, line status,

and data set interrupts.

Programmable baud generator allows division of any in-

put clock by 1 to (216 - 1) and generates the internal

16 X clock.

independent receiver clock input.

MODEM control functions (CTS, RTS, DSR, DTR, Rl,

and DCD).

Fully programmable serial-Interface characteristics:

— 5-, 6-, 7-, or 8-bit characters

— Even, odd, or no-parity bit generation and detection

— 1-, IVi-. or 2-stop bit generation

— Baud generation (DC to 56k baud).

False start bit detection.

Complete status reporting capabilities.

TRI-STATE TTL drive capabilities for bidirectkinal data

bus and control bus.

Line break generation and detection.

Internal diagnostic capabilities:

— Loopback controls for communications link fault

isolation

— Break, parity, ovemjn, framing en-or simulation.

Full prioritized interrupt system controls.
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Absolute Maximum Ratings
Specifications for Military/Aerospace products are not All Input or Output Voltages

contained in this datasheet. Refer to the associated with Respect to Vss -0.5V to +7.0V
reliability eiectrical test specifications document. po^^er Dissipation 700 mW
Temperature Under Bias O'C to + 70°C Note: Maximum ratings indicate limits beyond wliich perma-
Storage Temperature - 65°C to + 1 50°C nent damage may occur. Continuous operation at tliese lim-

its is not intendedand sliouid te limited to those conditions

specified under DC eiectrical characteristics.

DC Electrical Characteristics
Ta = a°C to +70°C, Vcc = +5V +5%, Vss = OV, unless othenwise specified.

i Symbol Parameter Conditions

NS16450

NS16C450(Note1)

INS8250A

INS82CS0A(Note1) Units

MIn Max Min Max

s V|LX Ciocl< input Low Voltage -0.5 0.8 -0.5 0.8 V

<o V|HX Cioci< input High Voltage 2.0 Vcc 2.0 Vcc Vz
V|L Input Low Voltage -0.5 0.8 -0.5 0.8 V

V|H Input High Voltage 2.0 Vcc 2.0 Vcc V

Vol Output Low Voltage iOL = 1.6 mA on all' 0.4 0.4 V

VOH Output High Voltage loH = -1.0 mA' 2.4 2.4 V

icc(AV) Avg. Power Supply

Cun-ent (Vcc)

Vcc = 5.25V, Ta = 25°C

No Loads on output

SIN, DSR, RLSD,

CTS, Ri = 2.0V

Ail other inputs = 0.8V

120 95 mA

ICC(AV) Avg. Power Supply

Cun-ent (Vcc)

CMOS Parts Only

Vcc = 5.25V, Ta = 25°C

No Loads on output

SIN, DSR, RLSD,

CTS, Rl = 2.0V

All other inputs = 0.8V

Baud Rate Generator

Is 4 MHz
Baud Rate is 56k

10 10 mA

l|L Input Leal^ge Vcc = 5.25V, Vss = 0V

All other pins floating.

V|N = OV, 5.25V

±10 ±10 jiA

ICL Cloci< Leakage ±10 ±10 fiA

loz TRI-STATE Leakage Vcc = 5.25V, Vss = OV

VouT = OV, 5.25V

1) Chip deselected

2) WRITE mode,

chip selected

±20 + 20 IlA

ViLMR MR Schmitt V|l 0.8 0.8 V

V(HMR MRSchmittViH 2.0 2.0 V
• Does not apply to XTAL2

Capacitance ta = 25°c, vcc = vss = ov

Symbol Parameter Conditions Min Typ Max Units

CxTALa Clock Input Capacitance

fc = 1 MHz

Unmeasured pins

returned to Vss

15 20 PF

CxTALi Clock Output Capacitance 20 30 PF

C|N input Capacitance 6 10 pF

COUT Output Capacitance 10 20 pF

Note 1: All specifications for CMOS parts are preliminary. Inputs on ttie CliflOS parts are TTL compatible; outputs on the CH^OS parts drive to tfie rails.
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AC Electrical Characteristics ta = crcto +7o°c, vcc = +5v ±5%

Symbol Parameter Conditions

NS16450
NS16C450(Note1)

tNS8250A

INS82C50A (Note 1) Units

Min Max Min Max

tAW Address Strobe Width 60 90 ns

tAS Address Setup Time 60 90 ns

tAH Address Hold Time ns

tcs Chip Select Setup Time 60 90 ns

tCH Chip Select Hold Time ns

tDIW DISTR/DISTR Strobe Width 125 175 ns

Irc Ready Cycle Delay 175 500 ns

RC Ready Cycle = Iar* + toiw + tRC 360 755 ns

tDD DISTR/DISTR to Driver Disable ueiay @100pF loading*" 60 75 ns

tDDD Delay from DiSTR/DISTR to Data @100pF loading 125 175 ns

tHZ DlSTR/DISTR to Floating Data Delay @100pF loading"* 100 100 ns

tpow DOSTR/DOSTR Strobe Width 100 175 ns

'wc Write Cycle Delay 200 500 ns

WC Write Cycle = tAw + toow + twc 360 755 ns

Ids Data Setup Time 40 90 ns

tDH Data Hold Time 40 60 ns

tcsc* Chip Select Output Delay from Select @100pF loading 100 125 ns

tRA* Address Hold Time from DISTR/DISTR 20 20 ns

tRCS* Chip Select Hold Time from DISTR/DISTR 20 20 ns

tAR* DlSTR/DISTR Delay from Address 60 80 ns

tcSR* DISTR/DISTR Delay from Chip Select 50 80 ns

tWA* Address Hold Time from DOSTR/DOSTR 20 20 ns

twcs* Chip Select Hold Time from 20 20 ns

DOSTR/DOSTR

tAW* DOSTR/DOSTR Delay from Address 60 80 ns

tcsw* DOSTR/DOSTR Delay from Select 50 80 ns

tMRW Master Reset Pulse Width 5 10 flS

tXH Duration of Clock High Pulse External Clock (3.1 MHz Max.) 140 140 ns

tXL Duration of Clock Low Pulse External Clock (3.1 MHz Max.) 140 140 ns

Baud Generator

N Baud Divisor 1 216-1 1 216-1

tBLD Baud Output Negative Edge Delay 100 pF Load 125 250 ns

tSHD Baud Output Positive Edge Delay lOOpFLoad 125 250 ns

tLW Baud Output Down Time fx = 2MHz,^2, lOOpFLoad 425 425 ns

tHW Baud Output Up Time fx = 3MHz,^3, lOOpFLoad 330 330 ns

Receiver

tsCD Delay from RCLK to Sample Time 2 2 flS

tSINT Delay from Stop to Set Interrupt 1 1 1 1 RCLK**
Cycles

tRINT

Delay from DISTR/DISTR

(RD RBR/RDLSR)
to Reset Interrupt

100 pF Load 1 1 jlS

•Applicable only when AK is tied low.

"RCLK is equal to txH and txL-

•••Charge and discharge time is determined by Vol, Vqh and the external loading.

Note 1: All speoifioations for CMOS parts are preliminary.
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<
su AC Electrical Characteristics (continued)

NS16450 iNS8250A

Symbol Conditions NS16C450(Note1) iNS82C50A(Note1) Units

s Min Max Min Max
in

Transmitter

tHR Delay from DOSTR/DOSTR (WR THR)

to Reset Interrupt

100 pF Load 175 1000 ns

i
t|HS Delay from Initial INTR Reset to Transmit

Start

8 24 8 24 RCLK
Cycles

3 tsi Delay from Initial Write to Interrupt 16 32 16 32 RCLK

Z Cycles

o tSTI Delay from Stop to Interrupt CTHRE) 8 8 8 8 RCLK
to Cycles

mz
t|R Delay from DISTR/DISTR (RD MR) to Reset

Intenrupt (THRE)

lOOpFLoad 250 1000 ns

Modem Control

Imdo Delay from DOSTR/DOSTR (WR MCR) to

Output

tOOpFLoad 200 1000 ns

tSIM Delay to Set Interrupt from lyODEM Input 100 pF Load 1000 ns

tRIM Delay to Reset Inten-upt from DISTR/DISTR

(RD MSR)
100 pF Load 250 1000 ns

Note 1: All spedfioations for CMOS parts are prallminaiy.

Timing Waveforms (AH timings are referenced to valid and valid 1)

External Clock Input (3.1 MHz Max.) AC Test Points

- 7^ 7^" 7^\ / V
_-/- \ + Vosv ^ \ / V-o.ev

TL/C/BAOI-a

TL/C/8401 -Z

ngElAUDOUTTimi

'JiJiJinrmjiAJirLRTL
tBHD-^

\

'Blll-H Y- -J U—tt

BAUD OUT^UTJlTLTLrL

H tHW" (»- Jl XTAll CYCLES

^IIW J XTAll CYCLES
TL/C/e401 -4
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Timing Waveforms (continued)

Write Cycle

k ««

\ /

TL/C/'6401-5

TUC/8401-6

\^ IAS A^ 'AH

s /

A! A| Ag ^ VALID
| ^ 'X

1

|— ICS—»f»»|lCH „ *jlWA*

CSMSi.CSo
1 X '""'° X 1

—

:x

1
1 1

CSDUT X
1

1

..""

DfflSTS/DOSTR Y ftCTIVE V _)f ACTIVE

\

ACTIVEDiSTR/DISTR

>

|-<-tllS—j-^IDH—
»|

/ ,..,„
00-D7 \

•Applicable Only When ADS is Tied Low.

Read Cycle

tAK

\ /
\ /

AT. \ /
|- IAS 4H '""

\ /

A..,.0 X VAL.D
1 X X

U—TCS -*{*«• 1CH ^tRA*

.Y

1 .•— tcsc* iH —tficS'-J

" M VCSOUT X
1 1 / >,,

-*

dRStR/distr
( ""'" X I

^ ACTIVE

R

ACTIVEDSSTR/DOSTR

)
L J tos L. ^ItDD

DDIS

Ofl-07

\ /
— tODD-*|

3
*Appltcabie Only When ADS is Tied Low.

w
a>

uio

CO
OS
lO
UI

CO

o
UIo

CO
oa
lOO
en
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Timing Waveforms (continued)

HCLK
I I

Receiver Timing

JL^ n_
H h— "SCO

n_

in
CM

o

CO

(RECEIVER
IWUT
DATA)

INTERRUPT

IDATA READY OR
RCVRERR} _

DIS7R/DISTR ® -

(READ REC
DATA BUFFER

ORROLSfll"

1START / DATASITS{S-e» Y PARITYy STOP \ /

-A U-ISINT "^

Transmitter Timing

\ start/ DATA(S-I| YpAftlT'y STOP(i-,z) XsTARt/

X^^
TL/C/8401-7

i
.•I

[*-lHR-»
\

U-ts

/\

no / \

. rt5 . DTty
SliTl.miTi

MODEM Controls Timing

J \

V
-*-iHOO-^

r

TL/C/a401-8

\

-A V

r\ r\
\*-^'Sm-*\ — IHiM|-^ « ISIM H

\ /
Note 1: See Write Cycle Timing

Note 2: See Read Cycle Timing
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Block Diagram

adS

MFI

DISTR

OiSTfi

DDSTH

ddSTh

DDIS

CSOUT

XTAL?

-^
z^

as,

(21)

"«!,
11 B|-

(23)

^(ni

SELECT

CONTROL
LOGIC

z

Z
CO
09M
(n

CO

O

CO
00

O
en

TL/C/8401-10

Note: Applicable pinout numbers are included within parenthesis.

Functional Pin Description
The following describes the function of all NS16450,

NS16C450 and INS8250A, INS82C50A input and output

pins. Some of these descriptions reference internal circuits.

Note: in the foiiowing descriptions, a low represents a logic (OV nominai)

and a high represents a logic 1 (+2.4V nominal).

INPUT SIGNALS

Chip Select (CSO, CS1, CS2), Pins 12-14: When CSO and

CS1 are high and CS2 is low, the chip is selected. Chip

selection is complete when the decoded chip select signal

is latched with an active (low) Address Strobe (ADS) input.

This enables communication between the ACE and the

CPU.

Data Input Strobe (DISTR, DISTR), Pins 22 and 21: When
DISTR is high or DISTR is low while the chip is selected, it

allows the CPU to read status information or data from a

selected register of the ACE.

Note: Only an active DISTR or DISTR input is required to transfer data from

the ACE dunng a read operation. Therefore, tie either the DISTR input per-

manently low or the DISTR input permanently high, if not used.

Data Output Strobe (DOSTR, DOSTR), Pins 19 and 18:

When DOSTR Is high or DOSTR Is low while the chip is

selected, allows the CPU to write data or control words Into

a selected register of the ACE.

Note: Only an active DOSTR or DOSTR input is required to transfer data to

the ACE during a write operation. Therefore, tie either the DOSTR input

permanently low or the DOSTR input permanently high, If not used.

Address Strobe (ADS), Pin 25: When low, provides latch-

ing for the Register Select (AO, A1 , A2) and Chip Select

(CSO, CS1, CS2) signals.

Note: An active ADS input is required when the Register Select (AO, A1 , A2)

signals are not stable for the duration of a read or write operation. If not

required, tie the ADS Input permanently low.

Register Select (AO, A1, A2), Pins 28-28: These three

inputs are used during a read or write operation to select an

ACE register to read from or write into as indicated in the

table below. Note that the state of the Divisor Latch Access

Bit (DLAB), which is the most significant bit of the Line Con-

trol Register, affects the selection of certain ACE registers.

The DLAB must be set high by the system software to ac-

cess the Baud Generator Divisor Latches.
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Functional Pin Description (continued)

DLAB A2 Ai Ao Register

Receiver Buffer (read),

Transmitter Holding

Register (write)

Interrupt Enable

X 1 internjpt Identification

(read only)

X 1 Line Control

X 1 MODEM Control

X 1 Line Status

X 1 1 MODEM Status

X 1 1 Scratch

1 Divisor Latch

(least significant byte)

1 Divisor Latch

(most significant byte)

Master Reset (MR), Pin 35: This Input is buffered with a

TTL-compatible Schmitt Trigger with 0.5V typical hysteresis.

When high, it clears all the registers (except the Receiver

Buffer, Transmitter Holding, and Divisor Latches), and the

control logic of the ACE. Also, the state of various output

signals (SOUT, INTRPT, OUT 1, OUT 2, RT§, DTR) are

affected by an active MR input. (Refer to Table I.)

Receiver Clock (RCLK), Pin 9: This input is the 16 x baud

rate clootc for the receiver section of the chip.

Serial Input (SIN), Pin 10: Serial data input from the com-

munications link (peripheral device, MODEM, or data set).

Clear to Send (CTS), Pin 36: The CTS signal is a MODEM
control function input v»hose conditions can be tested by the

CPU by reading bit 4 (CTS) of the MODEM Status Register.

Bit (DOTS) of the MODEM Status Register indicates

whether the CTS input has changed state since the previ-

ous reading of the MODEM Status Register. CTS has no

effect on the Transmitter.

Note: Whenever the CTS bit ol the MODEM Status Register changes state,

an intem4>t is generated if the MODEM Status Interrupt is enabled.

Data Set Ready (DSR), Pin 37: When low, this indicates

that the MODEM or data set Is ready to establish the com-
munlcations link and transfer data with the ACE. The DSR
signal is a MODEM-control function input whose condition

can be tested by the CPU by reading bit 5 (DSR) of the

MODEM Status Register. Bit 1 (DDSR) of the MODEM
Status Register indicates whether the DSR input has

changed state since the previous reading of the MODEM
Status Register.

Note: Whenever the DSR bit of tfte MODEM Status Register changes state,

an interrupt is generated if the MODEM Status Interrupt is enabled.

Data Carrier Detect (DCD), Pin 38: When low, indicates

that the data carrier has been detected by the MODEM or

data set. The DCD signal Is a MODEM-control function input

whose condition can be tested by the CPU by reading bit 7

(DCD) of the MODEM Status Register. Bit 3 (DDCD) of the

MODEM Status Register indicates whether the DCD input

has changed state since the previous reading of the

MODEM Status Register. DCD has no effect on the receiv-

er.

Note: Whenever the DCD bit of the MODEM Status Register changes state,

an interrupt is generated if the MODEM Status Intenupt Is enabled.

Ring Indicator (Rl), Pin 39: When low, indk;ates that a tele-

phone ringing signal has been received by the MODEM or

data set. The Rl signal is a MODEM-control function input

whose condition can be tested by the CPU by reading bit 6

(Rl) of the MODEM Status Register. Bit 2 (TERI) of the

MODEM Status Register indicates whether the Rl input has

changed from a low to a high state since the previous read-

ing of the MODEM Status Register.

Note: Whenever the Rl bit of the MODEM Status Register changes from a

high to a low state, an interrupt Is generated if the MODEM Status Register

is enabled.

Vcc. Pin40: -I- 5V supply.

Vss> Pin 20: Ground (OV) reference.

OUTPUT SIGNALS

Data Terminal Ready (DTR), Pin 33: When low, informs

the MODEM or data set that the ACE is ready to communi-

cate. The DTR output signal can be set to an active low by

programming bit (DTR) of the MODEM Control Register to

a high level. The DTR signal is set high upon a Master Re-

set operation. The DTR signal Is forced to its Inactive state

(high) during loop mode operation.

Request to Send (RTS), Pin 32: When low. Informs the

MODEM or data set that the ACE is ready to transmit data.

The RTS output signal can be set to an active low by pro-

gramming bit 1 (RTS) of the MODEM Control Register. The

RTS signal Is set high upon a Master Reset operation. The
RTS signal is forced to its Inactive state (high) during loop

mode operation.

Output 1 (OUT 1), Pin 34: User-designated output that can

be set to an active low by programming bit 2 (
OUT 1) of the

MODEM Control Register to a high level. The OUT 1 signal

is set high upon a Master Reset Operation. The OUT 1 sig-

nal is forced to its inactive state (high) during loop mode
operation. In the XMOS parts this will achieve TTL levels.

Output 2 (OUT 2), Pin 31: User-designated output that can

be set to an active low by programming bit 3 (OUT 2) of the

MODEM Control Register to a high level. The OUT 2 signal

is set high upon a Master Reset Operation. The OUT 2 sig-

nal is forced to its inactive state (high) during loop mode
operation. In the XMOS parts tills will achieve TTL levels.

Chip Select Out (CSOUT), Pin 24: When high, indicates

that the chip has been selected by active, CSO, CS1, and

CS2 inputs. No data transfer can be Initiated until the

CSOUT signal is a logic 1. CSOUT goes low when chip is

deselected.

Driver Disable (DDIS), Pin 23: Goes low whenever the

CPU is reading data from Uie ACE. A high-level DDIS output

can be used to disable an external transceiver (if used be-

tween the CPU and ACE on the D7-D0 Data Bus) at all

times, except when the CPU is reading data.

Baud Out (BAUDOUT), Pin 15: 16 x clock signal for the

transmitter section of the ACE. The clock rate Is equal to the

main reference oscillator frequency divided by the specified

divisor in the Baud Generator Divisor Latches. The

BAUDOUT may also be used for the receiver section by

tying this output to the RCLK input of the chip.
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Functional Pin Description (continued)

Interrupt (INTRPT), Phi 3(^. Goes high whenever any one
of the following Interrupt types has an active high condition

and is enat)led via the lER: Receiver Error Flag; Received

Data Available; Transmitter Holding Register Empt^ and
MODEM Status. The INTRPT signal is reset low upon the

appropriate interrupt service or a Master Reset operation.

Serial Output (SOUT), Pin 11: Composite serial data output

to the communications link (peripheral, MODEM or data

set). The SOUT signal is set to the Marking (logic 1) state

upon a Master Reset operation.

Connection Diagrams
DuaNn-Line Package

INPUT/OUTPUT SIGNALS

Data G>7-Do) Bus, Pins 1-8: This bus comprises eight

TRi-STATE input/output lines. The bus provides bidirection-

al communications between the ACE and the CPU. Data,

control words, and status information are transferred via the

D7-D0 Data Bus.

External Clock Input/Output (XTAL 1, XTAL 2) Pins 16
and 17: These two pins connect the main timing reference

(crystal or signal clock) to the AGE.

40

19

38

37

X
3S

3<

33

32

Nsweo
MSKSM

31

30

29

28

27

2E

25

24

23

22

20 21

PCC Package

-MR
-oiPn

-BTb

-RTS

-CSDTZ

-INTHPT

-nic

-Ao

-Ai

-̂ADS

-CSQUT

-OOJS

-OISTR

-DISTfi

Top View

Order Number NS16450N, NS-16450N,

INS8250AN, NS16C450N or INS82C50AN
See NS Package N40A

XTAll XTAL2 DOSTR DOSTH Vss OiSTR HSTR DDJS CSOUT DOS

Top View
TL/O/8401-18

Order Number NS16450V, NS-16450V,

INS8250A, NS16C450V or INSS2C50AV
See NS Package V44A

TABLE I. ACE Reset Functions

Register/Signal

interrupt Enable Register

Irrten^ipt Identification Register

Line Control Register

MODEM Control Register

Line Status Register

MODEM Status Register

SOUT

INTRPT (RCVR Errs)

INTRPT (RCVR Data Ready)

INTRPT (THRE)

INTRPT (Modem Status Changes)

5DT2

MTS

DTR

0UT1

Reset Control

Master Reset

Master Reset

Master Reset

Master Reset

Master Reset

Master Reset

Master Reset

Read LSR/MR

Read RBR/MR

ReadllR/WriteTHR/MR

Read MSR/MR

Master Reset

Master Reset

Master Reset

Master Reset

Reset State

All Bits Low (0-3 forced and

4-7 permanent)

Bit is High, Bits 1 and 2 Low

Bits 3-7 are Permanently Low

All Bits Low

All Bits Low

All Bits Low,

Except Bits 5 and 6 are High

Bits 0-3 Low

Bits 4-7—Input Signal

High

Low

Low

Low

Low

High

High

High

High

CO

eno

ea
10
en

%
V)

atO
i^
01o

w
o»
10o
01
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Accessible Registers
The system programmer may access or control any of the

ACE registers summarized in Table II via the CPU. These

registers are used to control ACE operations and to transmit

Bits and 1: These two bits specify the number of bits in

each transmitted or received serial character. The encoding

of bits and 1 is as follows:

s
LINE CONTROL REGISTER

The system programmer specifies the format of the asyn-

chronous data communications exchange via the Line Con-

trol Register. In addition to controlling the format, the pro-

Biti BitO Word Length

u
(D

(0 1

1

1

1

5 Bits

6 Bits

7 Bits

eBits

m
CM

1

grammer may retreive the contents of the Line Control Reg-

ister for inspection. This feature simplifies system program- „,„„k„ «< ot«„ kwo i« ao„h
ming and eLinates the need for separate storage in sys-

^ft 2: Th,s bit sp^crfies ^« number erf Stop b^ ,n each

tem memory of the line characteristics. The contents of the
''^"!'!!h „T;~L«^^ J. J^l LZ^^l^nl„ i . „ . X J. 1 J • T ui- 11 1 -i~ generated n the transmitted data. If bit 2 is a logic 1 when a

Line Control Register are indicated in Table 11 and are de- 9 .^ ^^^^^ ^ ^^ ^ ^^^
^«^ ^^ ^

scnbed below. "

Table II. Summary of Accessible Registers

s

Bit

No.

Register Address |

en ODLAB-0 ODLAB = 1 DLAB=0 2 3 4 5 6 7 ODLAB^I 1DLAB=1

Receiver
Buffer

Register

(Read
Only)

Transmitter

Holding
Register

(Write

Only)

interrupt

Enable

Register

Interrupt

Ident.

Register

(Read
Only)

Line

Control

Register

MODEM
Control

Register

Line

Status

Register

MODEM
Status

Register

Scratch

Reg-
ister

Divisor

Latch

(LS)

Latch

(MS)

RBR THR lER MR LCR MCR LSR MSR SCR DLL DLM

Data Bit 0* Data Bit Enable

Received

Data

Available

Intenupt

(ERBFI)

"0"
if

Intermpt

Pending

Word
Length

Select

BitO

(WLSO)

Data

Terminal

Ready
(DTP)

Data

Ready
(DR)

Delta

Clear

to Send
(DCTS)

BitO BItO Bits

1 Data Bit 1 Data Bit 1 Enable

Transmitter

Holding

Register

Empty
Interrupt

(ETBEI)

Intermpt

ID

Bit(O)

Word
Length

Select

Bit1

(WLS1)

Request

to Send
(RTS)

Overnin

Error

(OE)

Delta

Data

Set

Ready
(DDSR)

Bit1 Bit1 Bit 9

2 Data Bit 2 Data Bit 2 Enable

Receiver

Line Status

Interrupt

(ELSI)

Intemjpt

ID

Bit(1)

Number of

Stop Bits

(STB)

Outi Parity

Error

(PE)

Trailing

Edge Ring

Indicator

CTERI)

Bits Bit 2 Bit 10

3 Data Bit 3 Data Bit 3 Enable

MODEM
Status

Interrupt

(EDSSI)

Parity

Enable

(PEN)

Out 2 Framing

Error

(FE)

Delta

Data

Canier

Detect

(DDCD)

Bits Bits Bit 11

4 Data Bit 4 Data Bit 4 Even
Parity

Select

(EPS)

Loop Break

Inten-upt

(Bl)

Clear

to

Send
(GTS)

Bit 4 Bit 4 Bit 12

5 Data Bit 5 Data Bit 5 Sticl^

Parity

Transmitter

Holding

Register

(THRE)

Data

Set

Ready
(DSR)

Bits Bits Bit 13

6 Data Bit 6 Data Bit 6 Set

Break

Transmitter

Empty
CTEMT)

Ring

Indicator

(Rl)

Bite Bite Bit 14

7 Data Bit 7 Data Bit 7 Divisor

Latch

Access
Bit

(DLAB)

Data
Carrier

Detect

(DCD)

Bit 7 Bit 7 Bit 15

•Bit is the least significant bit. It is ttie first bit serially transmitted or received. |
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Accessible Registers (continued)

half Stop bits are generated. If bit 2 Is a logic 1 when either

a 6-, 7-, or 8-bit word length Is selected, two Stop bits are

generated. The Receiver checks the first Stop-bit only, re-

gardless of the number of Stop bits selected.

Bit 3: This bit is the Parity Enable bit. When bit 3 is a logic 1

,

a Parity bit is generated (transmit data) or checked (receive

data) between the last data word bit and Stop bit of the

serial data. (The Parity bit is used to produce an even or odd
number of Is when the data word bits and the Parity bit are

summed.)

Bit 4: This bit Is the Even Parity Select bit. When bit 3 is a
logic 1 and bit 4 Is a logic 0, an odd number of logic Is is

transmitted or checked In the data word bits and Parity bit.

When bit 3 is a logic 1 and bit 4 is a logic 1, an even number
of logic Is is transmitted or checked.

Bit 5: This bit is the Stick Parity bit. When bits 3, 4 and 5 are

logic 1 the Parity bit Is transmitted and checked as a logic 0.

If bits 3 and 5 are 1 and bit 4 is a logic then the Parity bit is

transmitted and checked as a logic 1.

Typical Clock Circuits

Sit e:
Tl-.;^ Uit in +tm Bre bit. When it is set tu a

logic 1 , the serial output (SOUT) Is forced to the Spacing
(logic 0) state. The break is disabled by setting bit 6 to a
logic 0. The Break Control bit acts only on SOUT and has no
effect on the transmitter logic.

Note: This feature enables the CPU to alert a terminal in a computer com-
munications system. If the following sequence is followed, no erroneous or
extraneous characters will be transmitted because of the break.

1. Load an all Os, pad character, in response to THRE.

2. Set break after the next THRE.

3. Walt for the transmitter to be idle, 0"EMT=1), and clear break when
normal transmission has to be restored.

During the break, the Transmitter can be used as a character timer to accu-
rately establish the tireak duration.

Bit 7: This bit Is the Divisor Latch Access Bit (DLAB). It must
be set high (logic 1) to access the Divisor Latches of the

Baud Generator during a Read or Write operation. It must
be set low (logic 0) to access the Receiver Buffer, the

Transmitter Holding Register, or the Interrupt Enable Regis-

ter.

Table III. Baud Rates Using 1.8432 MHz Crystal

Divisor Used Percent Error

Desired to Generate Difference Between
Baud Rate lexClocIf Desired and Actual

50 2304

75 1536 —
110 1047 0.026

134.5 857 0.058

150 768

300 384 —
600 192

1200 96

1800 64

2000 58 0.69

2400 48 —
3600 32

4800 24

7200 16

9600 12 —
19200 6

38400 3

56000 2 2.86

OPTIOBAl
CLOCK

OUTPUT

CO
00
lO
eno>

tn

Ci
*^
eno

(A
OSMO
U1o>

Typical Crystal Oscillator Network

CRYSTAL Rp RX2 Ci C2

3.1 MHz IMfi 1.5k 10-30 pF 4D-60pF

1.8 MHz 1 Mn 1.5k 10-30 pF 40-60 pF

Table IV. Baud Rates Using 3.072 MHz Crystal

Divisor Used Percent Error

Desired to Generate Difference Between
Baud Rate 16 X Clock Desired and Actual

50 3840

75 2560 —
110 1745 0.026

134.5 1428 0.034

150 1280

300 640

600 320 —
1200 160 —
1800 107 0.312

2000 96

2400 80

3600 53 0.628

4800 40 —
7200 27 1.23

9600 20

19200 10

38400 5 —
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Accessible Registers (continuecQ

PROGRAMMABLE BAUD GENERATOR

The ACE contains a programmable Baud Generator that is

capable of taking any clock input (DC to 3.1 MHz) and divid-

ing It by any divisor from 1 to 2^6- 1). The output frequency

of the Baud Generator is 16 x the Baud [divisor # = (fre-

quency input) ^ (baud rate x 16)]. Two 8-bit latches store

the divisor in a 16-bit binary format. These Divisor Latches

must be loaded during initialization in order to ensure de-

sired operation of the Baud Generator. Upon loading either

of the Divisor Latches, a 16-bit Baud counter Is immediately

loaded. This prevents long counts on Initial load.

Tables III and IV illustrate the use of the Baud Generator

with crystal frequencies of 1 .8432 MHz and 3.072 MHz re-

spectively. For baud rates of 38400 and below, the enror

obtained Is minimal. The accuracy of the desired baud rate

is dependent on the crystal frequency chosen.

Note: The maximum operating frequency of the Baud Generator is 3.1 MHz.

However, when using divisors of 3 and below, the maximum frequency is

equal to the divisor In MHz. For example, if the divisor is 1, then the maxi-

mum frequency is 1 MHz. In no case should the data rate be greater than

56k Baud.

LINE STATUS REGISTER

This 8-bit register provides status information to the CPU

concerning the data transfer. The contents of the Line

Status Register are indicated in Table 2 and are described

below.

Bit 0: This bit is the receiver Data Ready (DR) indicator. Bit

is set to a logic 1 whenever a complete incoming charac-

ter has been received and transfen-ed into the Receiver

Buffer Register. Bit Is reset to a logic by reading the data

in the Receiver Buffer Register.

Bit 1: This bit is the Ovenun Error (OE) indicator. Bit 1 indi-

cates that data in the Receiver Buffer Register was not read

by the CPU before the next character was transferred into

the Receiver Buffer Register, thereby destroying the previ-

ous character. The OE indicator is reset whenever the CPU

reads the contents of the Line Status Register.

Bit 2: This bit is the Parity Error (PE) indicator. Bit 2 indi-

cates that the received data character does not have the

correct even or odd parity, as selected by the even-pjirity-

select bit. The PE bit is set to a logic 1 upon detection of a

parity error and is reset to a logic whenever the CPU reads

the contents of the Line Status Register.

Bit 3: This bit is the Framing En-or (FE) indicator. Bit 3 indi-

cates that the received character did not have a valid Stop

bit. Bit 3 is set to a logic 1 whenever the Stop bit following

the last data bit or parity bit is detected as a zero bit (Spac-

ing level). The FE indicator is reset whenever the CPU reads

the contents of the Line Status indicator.

Bit 4: This bit is the Break Inten-upt (Bl) Indicator. Bit 4 Is set

to a logic 1 whenever the received data Input Is held In the

Spacing (logic 0) state for longer than a full word transmis-

sion time (that Is, the total time of Start bit + data bits +
Parity -I- Stop bits). The Bl indicator Is reset whenever the

GPU reads the contents of the Line Status indicator.

Note: Bits 1 through 4 are the error conditions that produce a Receiver Ur>e

Status interrupt whenever any of the con-esponding conditions are detected.

Bit 5: The bit is the Transmitter Holding Register Empty

(THRE) indicator. Bit 5 indicates that the ACE Is ready to

accept a new character for transmission. In addition, this bit

causes the ACE to issue an inten^ipt to the CPU when the

Transmit Holding Register Empty Intermpt enable is set

high. The THRE bit is set to a logic 1 when a character Is

transfen-ed from the Transmitter Holding Register into the

Transmitter Shift Register. The bit is reset to logic concur-

rently with the loading of the Transmitter Holding Register

by the CPU.

Bit 6: This bit is the Transmitter Empty (TEMT) indicator. Bit

6 Is set to a logic 1 whenever the Transmitter Holding Regis-

ter (THR) and the Transmitter Shift Register (TSR) are both

empty. It is reset to a logic whenever either the THR or

TSR contains a data character.

Bit 7: This bit is permanently set to logic 0.

Note: The Line Status Register is intended for read operations only. Writing

to this register is not recommended as this operation is used for factory

testing.

TABLE V. Interrupt Control Functions

interrupt identification

Register

Bit 2

interrupt Set and Reset Functions

Biti BitO
Priority

Level

Highest

Second

Third

Fourth

Interrupt Type

None

Receiver Line Status

Received Data Available

Transmitter Holding

Register Empty

MODEM Status

interrupt Source

None

Ovemjn En-or or

Parity En-or or Framing

Error or Break Interrupt

Receiver Data Available

Transmitter Holding

Register Empty

Clear to Send or

Data Set Ready or

Ring Indicator or Data

Canier Detect

interrupt Reset Control

Reading the Line Status

Register

Reading the Receiver

Buffer Register

Reading the IIR Register

(if source of interrupt) or

Writing into the Trans-

mitter Holding Register

Reading the MODEM
Status Register
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Accessible Registers (continued)

INTERRUPT IDENTIFICATION REGISTER

The ACE has an on-chip inten-upt capability that allows for

flexibility in interfacing popular microprocessors presently

available. In order to provide minimum software overhead

during data character transfers, the ACE prioritizes inter-

rupts into four levels. The four levels of interrupt conditions

are as follows: Receiver Line Status (priority 1); Received

Data Ready (priority 2); Transmitter Holding Register Empty
(priority 3); and MODEM Status (priority 4).

Information indicating that a prioritized interrupt is pending

and the type of that interrupt are stored in the intenxipt Iden-

tification Register (ilR). When addressed during chip-select

time, the IlR freezes the highest priority interrupt pending

and no other interrupts change the IlR, even though they

are recorded, until the particular interrupt is serviced by the

CPU. The contents of the IlR are indicated in Table II and

are described below.

Bit (k This bit can be used in either a hardwired prioritized or

polled environment to indicate whether an interrupt is pend-

ing. When bit is a logic 0, an interrupt is pending and the

IlR contents may be used as a pointer to the appropriate

interrupt service routine. When bit is a logic 1, no interrupt

is pending and polling (if used) continues.

Bits 1 and 2: These two bits of the IlR are used to identify

the highest priority inten-upt pending as indicated in Table V.

Bits 3 through 7: These five bits of the IlR are always logic

0.

INTERRUPT ENABLE REGISTER

This 8-bit register enables the four types of intenrupts of the

ACE to separately activate the chip intenupt (INTRPT) out-

put signal. It is possible to totally disable the intenupt sys-

tem by resetting bits through 3 of the Interrupt Enable

Register. Similarly, by setting the appropriate bits of this reg-

ister to a logic 1, selected interrupts can be enabled. Dis-

abling the interrupt system inhibits the Interrupt Identifica-

tion Register and the active (high) INTRPT output from the

chip. All other system functions operate in their normal man-
ner, including the setting of the Line Status and MODEM
Status Registers. The contents of the Inten-upt Enable Reg-

ister are indicated in Table II and are described below.

Bit 0: This bit enables the Received Data Available Interrupt

when set to logic 1

.

Bit 1: This bit enables the Transmitter Holding Register

Empty Interrupt when set to logic 1.

Bit 2: This bit enables the Receiver Line Status Interrupt

when set to logic 1

.

Bit 3: This bit enables the MODEM Status Interrupt when
set to logic 1

.

Bits 4 through 7: These four bits are always logic 0.

MODEM CONTROL REGISTER

This 8-bit register controls the interface with the MODEM or

data set (or a peripheral device emulating a MODEM). The
contents of the MODEM Control Register are indicated in

Table II and are described tielow.

Bit 0: This bit controls the Data Terminal Ready (DTR) out-

put. When bit is set to a logic 1 , the DTR output is forced

to a logic 0. When bit is reset to a logic 0, the DTR output

is forced to a logic 1.

Note The DTR output of the ACE may be applied to an ElA inverting line

driver (such as the DS1488) to obtain the proper polarity input at the suc-

ceeding MODEM or data set.

Bit 1: This bit controls the Request to Send RTS) output. Bit

1 affects the RTS output in a manner identical to that de-

scribed above for bit 0.

Bit 2: This bit controls the Output 1 (OUT 1) signal, which is

an auxiliary user-designated output. Bit 2 affects the OUT 1

output in a manner identical to that described above for bit

0.

Bit 3: This bit controls the Outout 2 (OUT 2> sianal which is

an auxiliary user-designated output. Bit 3 affects the OUT 2

output in a manner identical to that described above for bit

0.

Bit 4: This bit provides a local loopback feature for diagnos-

tic testing of the ACE. When bit 4 is set to logic 1 , the follow-

ing occur: the transmitter Serial Output (SOUT) is set to the

Martdng (logic 1) state; the receiver Serial Input (SIN) is dis-

connected; the output of the Transmitter Shift Register is

"looped back" into the Receiver Shift Register input; the

four MODEM Control inputs (CTS, DSR, DCD, and R i) are

disconnected ; and the fou r MODEM Control outputs (DTR,

RTS, OUT 1, and OUT 2) are internally connected to the

four MODEM Control inputs, and the MODEM Control out-

put pins are forced to their inactive state (high). In the diag-

nostic mode, data that is transmitted is immediately re-

ceived. This feature allows the processor to verify the trans-

mit-and received-data paths of the ACE.

In the diagnostic mode, the receiver and transmitter inter-

rupts are fully operational. The MODEM Control Interrupts

are also operational, but the interrupts' sources are now the

lower four bits of the MODEM Control Register instead of

the four MODEM Control inputs. The interrupts are still con-

trolled by the Interrupt Enable Register.

Bits 5 through 7: These bits are permanently set to logic 0.

MODEM STATUS REGISTER

This 8-t>it register provWes the current state of the control

lines from the MODEM (or peripheral device) to the CPU. In

addition to this current-state information, four bits of the

MODEM Status Register provide change information. These

bits are set to a logic 1 whenever a control input from the

MODEM changes state. They are reset to logic whenever

the CPU reads the MODEM Status Register.
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Accessible Registers (continued)

The contents of the MODEM Status Register are indicated

in Table II and are described below.

Bit 0: This bit is the Delta Clear to Send (DCTS) indicator.

Bit indicates that the CTS input to the chip has changed

state since the last time it was read by the CPU.

Bit 1: This bit is the Delta Data Set Ready (DDSR) indicator.

Bit 1 indicates that the DSR Input to the chip has changed

state since the last time it was read by the CPU.

Bit 2: This bit is the Trailing Edge^f Ring Indicator (TERI)

detector. Bit 2 indicates that the Rl input to the chip has

changed from a low to a high state.

Bit 3: This bit is the Delta Data Carrier Detect (DDCD) indi-

cator. Bit 3 indicates that the DCD Input to the chip has

changed state.

Note: Whenever bit 0, 1 , 2, or 3 is set to iogic 1 , a MODEM Status Interrupt

is generated.

Bit 4: This bit is the complement of the Clear to Send (CTS)

input. If bit 4 (loop) of the MCR is set to a 1, this bit is

equivalent to RTS In the MCR.

Bit 5: This bit is the complement of the Data Set Ready
(DSR) input. If bit 4 of the MCR Is set to a 1 , this bit is

equivalent of DTR in the MCR.

Bit 6: This bit Is the complement of the Ring Indicator (Rl)

input. If bit 4 of the MCR Is set to a 1 , this bit is equivalent to

OUT 1 in the MCR.

Bit 7: This bit is the complement of the Data Camer Detect

(DCD) Input. If bit 4 of the MCR Is set to a 1, this bit is

equivalent to OUT 2 of the MCR.

SCRATCHPAD REGISTER

This 8-blt Read/Write Register does not control the ACE In

any way. It is intended as a scratchpad register to be used

by the programmer to hold data temporarily.

Typical Applications

This shows the basic connections of an NS16450 to an NS32016 CPU

|20 NO
+5V

l»SSI ivcci
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Typical Applications (continued)

Typical Interface for a
High-Capacity Data Bus

MICROCOMPUTER
SYSTEM

r"

RECEIVER
DISABLE

^DATyU^^^
^~^

8B(T
BUS TRANSCEIVER

1 .. I

DRIVER
DISABLE

Typical Supply Current vs.

Temperature, Normalized

DOSTR

INS82S0A
(ACE)

D7-O0

z
o>

at
*^
01o

09M
o>

O

00
10o
01o>

25 t50 +7S

AMBIENT TEMPERATURE (°CI
TL/C/8401-17

Ordering Information

Order Number Description

Plastic Dip Package

NS16450N ^

or -
high speed part

NS-16450N.

INS8250AN Vcc=5V±5%
NS16C450N* CMOS high speed part

INS82C50AN* CMOSVcc = 5V±5%
Plastic Chip Carrier Package

NS16450V T

or high speed part

NS-1 6450V J

INS6250A Vcc = 5V ± 5%
NS16C450V CMOS high speed part

INS82C50AV CMOSVcc = 5V±5%
'The CMOS parts will be available after 6/85.
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(O ^ National

Semiconductor
Corporation

PRELIMINARY

NS16550 Asynchronous Communications
Element with FIFOs

General Description
The NS16550 is an improved version of the NS16450 Asyn-

chronous Communications Eiement (ACE). The Improved

specifications ensure compatibiiity with the NS32016 and

other state-of-the-art CPUs. Functionally identical to the

NS16450 on powenjp (CHARACTER mode)* the NS16550

can be put into an alternate mode (FIFO mode) to relieve

the CPU of excessive overhead when the data rate is high.

In this mode internal FIFOs are activated allowing 16 bytes

(plus 3 bits per byte of error data in the RCVR FIFO) to be

stored in both receive and transmit modes. All the logic is on

chip to minimize system overhead and maximize system ef-

ficiency. Two pin functions have been added to allow sig-

nalling of DMA transfers.

The ACE performs serial-to-parallel conversion on data

characters received from a peripheral device or a MODEM,
and parallel-to-serlal conversion on data characters re-

ceived from the CPU. The CPU can read the complete

status of the ACE at any time during the functional opera-

tion. Status Information reported includes the type and con-

dition of the transfer operations being performed by the

ACE, as well as any en-or conditions (parity, overrun, fram-

ing, or break Interrupt).

The ACE includes a programmable baud rate generator that

is capable of dividing the timing reference clock input by

divisoTS of 1 to (216-1), and producing a 16 x clock for

driving the intemal transmitter logic. Provisions are also in-

cluded to use this 16 x dock to drive the receiver logic. The

ACE has complete MODEM-control capability, and a proc-

essor-interrupt system that may be software tailored to the

user's requirements, minimizing the computing required to

handle the communications link.

The ACE Is fabricated using National Semiconductor's ad-

vanced scaled N-channel sjlkx)n-gate MOS process, XMOS.
*Can also be reset to (Character) mode under software control.

Features
Capable of running all existing 16450 software.

Pin for pin compatible with the existing 16450 except

for CSOUT (24) and NC (29). The former CSOUT and

NC pins will be TXRDY and RXRDY, respectively.

After reset, all registers are identk^l to the 16450 reg-

ister set.

In the FIFO mode transmitter and receiver are each

buffered with 16 byte FIFO's to reduce the number of

interrrupts presented to the CPU.

Adds or deletes standard asynchroruDus communicatton

bits (start, stop, and parity) to or from the serial data.

Full double tHjffering in the CHARACTER mode elimi-

nates need for precise synchronizatton.

Independently controlled transmit, receive, line status,

and data set intemjpts.

Programmable baud generator dnrides any input dock

by 1 to (216 - 1) and generates the 16 x clock.

Independent receiver clock input.

MODEM control functions (CTS, RTS, DSR, DTR, Rl,

and DCD).

Fully programmable serial-Interface characteristk^:

— 5-, 6-, 7-, or 8-blt characters

— Even, odd, or no-parity bit generation and detection

— 1-, IVj", or 2-stop bit generation

— Baud generation (DC to 256k baud).

False start bit detection.

Complete status reporting capatiilities.

TRI-STATE* TTL drive for the data and control buses.

Line break generation and detection.

Intemal diagnostic capabilities:

— Loopback controls for communications link fault

isolation

— Break, parity, oven^un, framing error simulation.

Full prioritized interrupt system controls.

Basic Configuration
4F^i^

t

D7DII

OlSTR

DOSTR

INTHPT

MR

ADS

CS2

RTS

OTB

DSR

DCD

cfs

XTAL2

BAUDOUT

CSQ RCLK

DBTH

OOSTR

. TO R&232

^ INTERFACE

^^:.
1

1
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Absolute Maximum Ratings
specifications for Military/Aerospace products are not Note: Maximum ratings indicate limits beyond which perma-
contained in this datasheet. Refer to the associated nentdamage may occur. Continuous operation at these lim-

reliability electrical test specifications document its Is not Intendedand should be limited to those conditions

Temperature Under Bias O'C to + 70°C spevlTied underDC electrical charactenstics.

Storage Temperature - 65«C to + 1 50*C

All Input or Output Voltages

with Respect to Vss - 0.5V to + 7.0V

Power Dissipation 1W

DC Electrical Characteristics
Ta = 0°C to +70°C, Vcc = +5V ±5%, Vss = OV, unless otherwise specified.

Symbol Parameter Conditions Min Max Units

ViLX Clock Input Low Voltage -0.5 0.8 V

V|HX Clock Input High Voltage 2.0 Vcc V

V|L Input Low Voltage -0.5 0.8 V

V|H Input High Voltage 2.0 Vcc V

Vol Output Low Voltage l0L= 1.6 mA on all (Note 1) 0.4 V

VOH Output High Voltage Iqh = -1.0 mA (Note 1) 2.4 V

ICC(AV) Avg. Power Supply

Current (Vcc)

Vcc = 5.25V

No Loads on output

SIN, DSR, RLSD,

CTS, RI = 2.0V

All other inputs = 0.8V

160

(Note 2)

140

(Note 3)

mA

mA

l|L Input Leakage Vcc = 5.25V, Vss = OV

All other pins floating.

V(N = OV, 5.25V

±10 j^A

ICL Clock Leakage ±10 M

bz TRI-STATE Leakage Vcc = 5.25V, Vss = OV

VouT = OV, 5.25V

1) Chip deselected

2) WRITE mode,

chip selected

±20 HA

V|LMR MRSchmittViL 0.8 V

VlHMR MRSchmittViH 2.0 V

Mote 1: Does not apply to XTAL2

Note 2: Ta = 25°C

Note 3: Ta = 70-C

Capacitance ta = 25°c, vcc = vss = ov

Symbol Parameter Conditions Min Typ Max Units

CxTALa Clock Input Capacitance

fc = 1 MHz
Unmeasured pins

returned to Vss

15 20 PF

CxTALi Clock Output Capacitance 20 30 pF

C|N Input Capacitance 6 10 pF

Cout Output Capacitance 10 20 pF

a>

Ol
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to ACE ectrical Characteristics ta = [)°Cto +70°C, Vcc = +5V +5%

tn Symbol Parameter Conditions MIn Max Units

•J,

tAH Address Hold Time ns

tAR DISTR/DISTR Delay from Address (Note 1) 30 ns

tAS Address Setup Time 60 ns

Uw Address Strobe Width 60 ns

tCH Chip Select Hold Time ns

tcs Chip Select Setup Time 60 ns

tCSR DISTR/DISTR Delay from Chip Select (Note1) 50 ns

tesw DOSTR/DOSTR Delay from Select (Note 1) 50 ns

too DISTR/DISTR to Driver Enable/ Disable @100 pF loading (Note 3) 60 ns

'dda DOSTR/DOSTR Delay from Address (Note 1) 30 ns

toDD Delay from DISTR/DISTR to Data @100pF loading 125 ns

tDH Data Hold Time 30 ns

'diw DiSTR/DlSTR Strobe Width 126 ns

toow DOSTR/DOSTR Strobe Width 100 ns

tDS Data Setup Time 30 ns

tHZ DISTR/DISTR to Floating Data Delay @100pF loading (Note 3) 100 ns

tWRW Master Reset Pulse Width 5 JXS

tRA Address Hold Time from DISTR/DISTR (Note 1) 20 ns

tRC Read Cycle Delay 125 ns

tRCS Chip Select Hold Time from DISTR/DISTR (Note1) 20 ns

•WA Address Hold Time from DOSTR/DOSTR (Notel) 20 ns

iwc Write Cycle Delay 150 ns

twcs Chip Select Hold Time from

DOSTR/DOSTR
(Notel) 20 ns

'XH Duration of Clock High Pulse External Clock (8.0 MHz Max.) 55 ns

tXL Duration of Clock Low Pulse External Clock (8.0 MHz Max.) 55 ns

RC Read Cycle = tAR + tpiw + tRc 280 ns

WC Write Cycle = tpDA + 'dow + fwc 280 ns

Baud Generator |

N Baud Divisor 1 216-1

%HD Baud Output Positive Edge Delay 100 pF Load 175 ns

tBLD Baud Output Negative Edge Delay 100 pF Load 175 ns

tHW Baud Output Up Time fx = 8.0 MHz, ^2,1 00 pF Load 75 ns

tiw Baud Output Down Time fx = 8.0 MHz, -H 2, 1 00 pF Load 100 ns

Receiver

tpiNT Delay from DISTR/DISTR

(RD RBR/RDLSR)
to Reset Inten-upt

100 pF Load 1 jllS

tsCD Delay from RCLK to Sample Time 2 1U,S

<SINT
Delay from Stop to Set Inten-upt (Note 2) 1 1

RCLK
Cycles

Note 1: Applicable only when ADS is tied low.

Note 2: In the FIFO mode (FCR0 = 1) the trigger level and timeout in

error indication wilt tie delayed 9 RCLKs. Status indicators (PE, FE, B
Ijytes these indicators will be updated immediately after RDRBH goe

Note 3: Charge and discharge time is determined by Vqi., Vqh and t

en-upts, the receiver data available indloatior

) will be delayed 9 RCLKs after the first byte

3 inactive.

, the active RXRDY indication and the overmn

has baer receKred. For subsequently received
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AC Electrical Characteristics (continued)

Symbol Parameter Conditions lUin iUax Units

Transmitter

tHR Delay from DOSTR/COSTR (WR THR)

to Reset Interrupt

lOOpFLoad 175 ns

t|R Delay from DISTR/DISTR (RD IIR) to Reset

Interrupt (THRE)

100 pF Load 250 ns

tiRS Delay from Initial INTR Reset to Transmit

Start

8 24 RCLK
Cycles

tsi Delay from Initial Write to Inten-upt (Note1) 16 32 RCLK
Cycles

tSTI Delay from Stop to Interrupt (THRE) (Notel) 8 8 RCLK
Cycles

tsXA Delay from Start to TXRDY active 100 pF Load 8 RLCK
Cycles

*WXI Delay from Write to TXRDY inactive lOOpFLoad 195 ns

Modem Control

tMDO Delay from DOSTR/DOSTR (WR MCR) to

Output

100 pF Load 200 ns

tRIM Delay to Reset Interrupt from DISTH/DISTR

(RD MSR)
lOOpFLoad 250 ns

tSIM Delay to Set Interrupt from MODEM Input lOOpFLoad 250 ns

Note 1: This delay will be lengthened by 1 character time, minus the last stop bit time if the transmitter internjpt delay circuit is active. (See FIFO Interrupt Mode
Operation).

Timing Waveforms (AH timings are referenced to valid and valid 1)

External Clock Input (8.0 MHz Max.)

(-• *4-tXH

AC Test Points

0.8V

TL/C/8652-3

BAUDOUT Timing

^'-TLTLJiJiiiriJinjTrLrLrL

•"^'iJi-rLruiJi.
—H l^-'BHO -H I«-1L*

—*i r»— iBLO r*'LW*'

tHW = (N-2]XTAL1 CYCLES

-*^ TLW = 2 XTAL1 CYCLES
TL/C/8652-4

w
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Timing Waveforms (continued)

'AW

Write Cycle

\ /»"\ /~ " \ /

\
• 'AS 4**|'AH

»2,*I.Ao Y VALID Y 'X

|— ics—|-«'CH J 1

CS2,CS,,CS« y^ VALID ^ >x

.

-~1«CS*—
. 1

Rsre/DDSTD X - X >
ACTIVE

1

DSffifDISTR V ACTIVE

nATA
Dg-07

•Applkable Only When ADS is Tied Low.

1^, A

Read Cycle

^

TL/C/8652-5

ires \

-— IAS

—

4H '*"

H \
/

A2.A1, Ao Y VALID X >x

l^^'CS '|"|'CH

^, CSi. CSfl Y LALID V .YA ""'" A
^tRCS*-*-

J

liiFra/DISTR _X •"'" )( !
Y ACTIVE

)R

*

mBTR/DOSTR
/
)(

»""«

Y 'DO p-too

DOIS

D1-D7

\ _7
«-tDDD-»] |»H'H2

•AppiicabiB Only When ADg Is TiedLow.
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Timing Waveforms (continued)

fiCUC—J I

CHARACTO! MODE:

rasm/HSTi!
'

(RORBR) ,

DISTB/DISTR
'

(RDLSR) .

Receiver Timing

Ji n_
icus >J|^isco

TL

' >T*(5-s) )OQv /7~

I I L

;x^iz<

ton

z:>:^Dc:

Transmitter Timing

\sTAHt/ DATA(S-8) ^^ARItV STflP(1-2] VsTABt/

IS*|

ir^7

TL/C/8652-7

h/^

CO

a>
«n
<no

MODEM Controls Timing

U V J \

\ i
/

Note 1: See Write Cycle Timing

Note 2: See Read Cycle Timing

/
J \ r^ f
_r\ ri

\ f
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m
in Timing Waveforms (Continued)

RCVR FIFO First Byte (This Sets RDR)

\ / DATr(5-8) X /SA /

SAMPLE CLOCK •

TRIGGER LEVEL

INTERRUPT

(FCR6, 7=0,0)

LSI INTERRUPT •

DISTR/DISTR
"

(RDLSR) .

OISTR/MSTR
•

(RDRBR) .

I 2

J-U J I I I I I I

/^"

J
t,inT+ 8 RCLK

X

\

(FIFO AT OR
-ABOVE TRIGGER LEVEL)

-(FIFO BELOW

tsiHT
TRIGGER LEVEL)

ACTIVE )C

RCVR FIFO Bytes Other Than the First Byte (RDR Is Already Set)

SAMPLE CLOCK

TIMEOUT OR

TRIGGER LEVEL

INTERRUPT

LSI INTERRUPT

OifS/DISTR

(RDLSR)

DiSffi/DISTR

(RDRBR)

J_L U.

JT' X
tciuT+ S RCLKS

X ACTIVE

ACTIVE

(FIFO AT OR
-ABOVE TRIGGER LEVEL)

.(FIFO BELOW
.

tui^^
TRIGGER LEVEL)

yi^DC
PREVIOUS BYTE

READ FROM FIFO
TL/C/8852-11

Receiver Ready (Pin 29) FCRO = or FCRO = 1 and FCR3= (Mode 0)

DISTR/DISTR

(RDRBR)

SIN

(FIRST BYTE)

SAMPLE CLK

RXRDY

Note 1: This is the reading of the last byte in the FIFO.

Note 2: If FCR0=1, tsiNT-9 RCLKs.

'SINT

NOTE 2

>: ACTIVE yT"
NOTE 1

J
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Timing Waveforms (continued)

Receiver Ready (Pin 29) FCRO= 1 and FCR3= 1 (Mode 1)

V ACTIVE )C~

U1o
DISTR/DISTR

(RDRBR) -5 S-

SIN

(RRST BYTE THAT "V smp
RKCHES THE . '

TRIGGER LEVa)

SAMPLE CLK •

RXRDY

Note 1: This is the reading of the last byte in the FIFO.

Note 2: If FCFiO=1, tsiNT=9 RCLKs.

J L

NOTE 2

NOTE 1

J
TUC/8652-13

Transmitter Ready (Pin 24) FCRO= or FCRO= 1 and FCR3 = (Mode 0)

(WRTHB) X BYTE#1
:c

SOUT DATA X PARFTY y STDP \ START /"

tTXRDY

*wxi —"

\

—* ^tsXA

TL/C/8652-14

DOSTR/DOSTR
'

(WRTHR) .

Transmitter Ready (Pin 24) FCRO= 1 and FCR3= 1 (lUode 1)

SOUT

TXRDY

>c PARITY STOP

J FIFO FULL

\^_STAR^

^.

Functional Pin Description
The following describes the function of all NS16550 input

and output pins. Some of these descriptions reference inter-

nal circuits. .

Note: In the following descriptions, a low represents a logic (OV nominal)

and a high represents a logic 1 (+2.4V noininai).

iNPUTSiGNALS

Chip Select (CSO, CS1, CS2), Pins 12-14: When CSO and

CS1 are high and CS2 is low, the chip is selected. Chip

selection is complete when the decoded chip select signal

Is latched with an active (low) Address Strobe (ADS) Input.

This enables communication between the ACE and the

CPU.

Data Input Strobe (DISTR, DiSTR), Pins 22 and 21: When
DiSTR is high or DISTR is low while the chip is selected, it

allows the CPU to read status Information or data from a

selected register of the ACE.

Note: Only an active DISTR or DISTR input is required to transfer data from

the ACE dunng a read operation. Therefore, tie either the DISTR input per-

manently low or the DtSTR input permanently high, if not used.

Data Output Strobe (DOSTR, DOSTR), Pins 19 and 18:

When DOSTR is high or DOSTR is low while the chip is

selected, allows the CPU to write data or control words Into

a selected register of the ACE.
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Block Diagram

Bj-Oo
•
0-8) I

INTERNAL

DATA BUS

DATA

BUS

BUFFER

SELECT

CONTROL

LOGIC

POWER •

SUPPLY (^°)-

5V

SND

RECEIVER

BUFFER

REGISTER

RECEIVER

FIFO Q
LINE

CONTROL

REGISTER

RECEIVER

SHIFT

REGISTER

4—^
DmSOR

UTCH (LS)

DIVISOR

LATCH (US)

LINE

STATUS

REGISTER

MODEM
CONTROL

REGISTER

MODEM
STATUS

REGISTER

INTERRUPT

ENABLE

REGISTER

INTERRUPT

ID

REGISTER

^— FIFO

CONTROL

REGISTER

Note: Applicable pinout numbers are included witirin parenthesis.

BAUD
GENERATOR

TRAMSMITTER

HOLDING

REGISTER

TRANSMinER

FIFO

INTERRUPT

CONTROL

LOGIC

RECEIVER

TIMING

,("»

(9)

(1=L

TRANSMITTER

TIMING

TRANSMITTER

SHIFT

REGISTER

(11).

MODEM
CONTROL

LOGIC

TL/C/8652-1S

Functional Pin Description (continued)

Note: Only an active DOSTR or DOSTR input is required to transfer data to

the ACE during a write operation. Therefore, tie either the DOSTH input

permanently low or the DOSTR input permanently high, if not used.

Address Strobe (ADS), Pin 25: When low, provides latch-

ing for the Register Select (AO, A1, A2) and Chip Select

(CS0,CS1,CS2) signals.

Note: An active ADS input is required when the Register Select (AO, A1 , A2)

signals are not stable for the duration of a read or write operation. If not

required, tie the ADS input permanently low.

Register Select (AO, A1, A2), Pins 26-28: These three

inputs are used during a read or write operation to select an
ACE register to read from or write Into as Indicated In the

table below. Note that the state of the Divisor Latch Access

Bit (DLAB), which Is the most significant bit of the Line Con-

trol Register, affects the selection of certain ACE registers.

The DLAB must be set high by the system software to ac-

cess the Baud Generator Divisor Latches.

Master Reset (MR), Pin 35: This Input Is buffered with a

TTL-compatible Schmitt Trigger with 0.5V typical hysteresis.

When high, it clears all the registers and FIFOs (except the

Receiver Buffer, Transmitter Holding, Scratch Pad Register

and Divisor Latches), and the control logic of the ACE. Also
,

the state of various output signals (SOUT, INTRPT, OUT 1,

OUT 2, RTS, DTR) are affected by an active MR Input. (Re-

fer to Table I.)
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Functional Pin Description (continued)

DLAB A2 Ai Ao Register

Receiver Buffer (read),

Transmitter Holding

Register (write)

Interrupt Enable

X 1 Intermpt Identification (read)

X 1 FIFO Control (write)

X 1 1 Line Control

X 1 MODEM Control

X 1 Line Status

X 1 1 MODEM Status

X 1 1 Scratch

1 Divisor Latch

(least significant byte)

1 Divisor Utch
(most significant byte)

Receiver Cloclc (RCLK), Pin 9: This input is the 16 X baud

rate clock for the receiver section of the chip.

Serial Input (SIN), Pin 10: Serial data input from the com-

munications link (peripheral device, MODEM, or data set).

Clear to Send (CTS), Pin 36: The CTS signal is a MODEM
control function input whose conditions can be tested by the

CPU by reading bit 4 (CTS) of the MODEM Status Register.

Bit (DOTS) of the MODEM Status Register indicates

whether the CTS input has changed state since the previ-

ous reading of the MODEM Status Register. CTS has no

effect on the Transmitter.

Note: Whenever the CTS bit of the MODEM Status Register changes state,

an interrupt is generated if the MODEM Status Intemipt B enabled.

Data Set Ready (DSR), Pin 37: When low, this Indicates

that the MODEM or data set is ready to establish the com-

munications link and transfer data with the ACE. The DSR
signal is a MODEM-control function input whose condition

can be tested by the CPU by reading bit 5 (DSR) of the

MODEM Status Register. Bit 1 (DDSR) of the MODEM
Status Register indicates whether the DSR input has

changed state since the previous reading of the MODEM
Status Register.

Note: Whenever the DSR bit of the MODEM Status Register changes state,

an interrupt is generated if the MODEM Status Intemipt is enabled.

Data Carrier Detect (DCD), Pin 38: When low, indicates

that the data carrier has been detected by the MODEM or

data set. The DCD signal is a MODEM-control function input

whose condition can be tested by the CPU by reading bit 7

(DCD) of the MODEM Status Register. Bit 3 (DDCD) of the

MODEM Status Register indicates whether the DCD input

has changed state since the previous reading of the

MODEM Status Register. DCD has no effect on the receiver.

Note: Whenever the DCD bit of the MODEM Status Register changes state,

an intemipt is generated if the MODEM Status Interrupt is enabled.

Ring Indicator (Rl), Pin 39: When low, indicates that a tele-

phone ringing signal has been received by the MODEM or

data set. The Rl signal is a MODEM-control function input

whose condition can be tested by the CPU by reading bit 6

(Rl) of the MODEM Status Register. Bit 2 (TER])_of the MO-
DEM Status Register Indicates whether the Rl input has

changed from a low to a high state since the previous read-

ing of the MODEM Status Register.

Note: Whenever the Rl bit of the MODEM Status Register changes from a

high to a low state, an interrupt is generated if the MODEM Status Regist^

is enabled.

Vcc, Pih 40: +5V supply.

Vss, Pin 20: Ground (OV) reference.

OUTPUT SIGNALS

Data Terminal Ready (DTR), Pin 33: When low, informs

the MODEM or data set that the ACE is ready to communi-

cate. The DTR output signal can be set to an active low by

programming bit (DTR) of the MODEM Control Register to

a high level. The DTR signal is set high upon a Master Re-

set operation. The DTR signal is forced to its inactive state

(high) during loop mode operation.

Request to Send (RTS), Pin 32: When low, informs the

MODEM or data set that the ACE is ready to transmit data.

The RTS output signal can be set to an active low by pro-

gramming bit 1 (RTS) of the MODEM Control Register. The

RTS signal is set high upon a Master Reset operation. The

RTS signal is forced to its inactive state (high) during loop

mode operation.

Output 1 (OUT 1), Pin 34: User-designated output that can

be set to an active low by programming bit 2 (OUT 1) of the

MODEM Control Register to a high level. The OUT 1 signal

is set high upon a Master Reset Operation. The OUT 1 sig-

nal is forced to its inactive state (high) during loop mode
operation.

Output 2 (OUT 2), Pin 31: User-designated output that can

be set to an active low by programming bit 3 (OUT 2) of the

MODEM Control Register to a high level. The OUT 2 signal

is set high upon a Master Reset Operation. The OUT 2 sig-

nal is forced to Its inactive state (high) during loop mode

operation.

TXRDY, RXRDY, Pins 24, 29: Transmitter and Receiver

DMA signalling is available through two pins (24 and 29).

When operating in the FIFO mode, one of two types of DMA
signalling per pin can be selected via FCR3. When operat-

ing as in the Character Mode, only DMA mode is allowed.

Mode supports interleaved DMA where a transfer is made

between CPU bus cycles. Mode 1 supports burst DMA
where multiple transfers are made continuously until the

RCVR FIFO has been emptied or the XMIT FIFO has been

filled.

RXRDY Mode 0: When in the Character Mode (FCRO = 0)

or in the FIFO Mode (FCR0= 1, FCR3 = 0) and there is at

least 1 character in the RCVR FIFO or RCVR holding regis-

ter, the RXRDY pin (29) will be low active. Once it is activat-

ed the RXRDY pin will go inactive when there are no more

characters in the FIFO or holding register.

RXRDY Mode 1: In the FIFO Mode (FCR0=1) when the

FCR3 = 1 and the trigger level or the timeout has been

reached, the RXRDY pin will go low active. Once it is acti-

vated it will go inactive when there are no more characters

in the FIFO or holding register.

TXRDY Mode 0: In the Character Mode (FCRO = 0) or in the

FIFO Mode (FCR0=1, FCR3 = 1) and there are no charac-

ters in the XMIT FIFO or XMIT holding register, the TXRDY
pin (24) will be low active. Once it is activated the TXRDY
pin will go inactive after the first character is loaded into the

XMIT FIFO.

TXRDY Mode 1: In the FIFO Mode (FCR= 1) when

FCR3= 1 and there is at least one unfilled position in the

XMIT FIFO, it will go low active. This pin will become inac-

tive when the XMIT FIFO Is completely full.

Driver Disable (DDIS), Pin 23: Goes low whenever the

CPU is reading data from the ACE. A high-level DDIS output

can be used to disable an external transceiver (if used be-

tween the CPU and ACE on the D7-D0 Data Bus) at all

times, except when the CPU is reading data.

Z

en
en
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Functional Description (continued)

Baud Out (BAUDOUT), Pin 15: 16 x clock signal for the

transmitter section of the AGE. The clock rate is equal to the

main reference oscillator frequency divided by the specified

divisor in the Baud Generator Divisor Latches. The

BAUDOUT may also be used for the receiver section by

tying this output to the RCLK input of the chip.

Interrupt (INTRPT), Pin 30: Goes high whenever any one
of the following interrupt types has an active high condition

and is enabled via the lER: Receiver Error Flag; Received

Data Available: timeout (FIFO Mode only); Transmitter Hold-

ing Register Empty; and MODEM Status. The INTRPT sig-

nal is reset low upon the appropriate inten-upt service or a

Master Reset operation.

Connection Diagrams
Dual-ln-Line Package

Do- «0 — »CC

Dl- 39 — Rl

"1— It — DCO

DJ- 37 — DSR

04- 38 -CTS
05— 3a -MR
06— 34 — OUT 7

07— 33 — oTr

RCLK^ 32 — RTS

SIN— 31 -OUT!
SOUT-H 30 — INTRPT

CSD— 29 — RfflDT

CSl— 21 —An
ca— 27

2e

-A,
BAUDOUT

—

-»2
XTAll— 25 — ADS

XTA12— 24 — TXRDV

BDST^— 23 — DOIS

OOSTB- 22 — distr

vss— 20 2t — DISTR

TL/C/ae62-17

Serial Output (SOUT), Pin 1 1: Composite serial data output

to the communications link (peripheral, MODEM or data

set). The SOUT signal is set to the Marking (logic 1) state

upon a Master Reset operation.

INPUT/OUTPUT SIGNALS

Data (D7-D0) Bus, Pins 1-8: This bus comprises eight

TRI-STATE input/output lines. The bus provides bidirection-

al communications between the ACE and the CPU. Data,

control words, and status information are transferred via the

D7-D0 Data Bus.

External Clock input/Output (XTAL 1, XTAL 2) Pins 16

and 17: These two pins connect the main timing reference

(crystal or signal clock) to the ACE.

Chip Carrier Package

OD VCC fit EH D5fi „,.

7

5 4 3 2 1 44 43 a 41 40

39 MR
S 3S EfuTi

9 37 OTR

W 36 m
H 35 tiUTZ

w 34 NC

13 33 INTERRUPT

14 32 RXHDY

15 J1 M
16 30 Al

n 2S A2

IB t9 ZO 31 22 Z3 24 25 » 17 li

Top View

mil XTAtJ BaSTB DOSTH Vss H5tR OtSTB DIMS TXflOV SBS

Top View

Order Number NS165S0V
See NS Package Number V44A

Order Number NS16550N
See NS Package Number N40A

TABLE I. ACE Reset Configuration

Register/Signal

Interrupt Enable Register

Intenupt Identification Register

Line Control Register

MODEM Control Register

Line Status Register

MODEM Status Register

SOUT

INTRPT (RCVR En's)

Reset Control

Master Reset

Master Reset

Master Reset

Master Reset

Master Reset

Master Reset

Master Reset

Reset State

All Bits Low (0-3 forced and 4-7 permanent)

Bit is High, Bits 1 -3, 7 forced low

Bits 4-6 are Permanently Low

All Bits Low

All Bits Low

All Bits Low, Except Bits 5 and 6 are High

Bits 0-3 Low, Bits 4-7—Input Signal

Read LSR/MR

High

Low

INTRPT (RCVR Data Ready) Read RBR/MR Low

INTRPT (THRE) Read IIR/Write THR/MR Low

INTRPT (Modem status Changes) Read MSR/MR Low

OUT 2 Master Reset High

RTS Master Reset High

DTR Master Reset

ODTT
High

Master Reset High

RCVR FIFO MR/FCR1 •FCRO/AFCRO All Bits Low

XMIT FIFO MR/FCR1 •FCRO/AFCRO All Bits Low

FIFO Control Master Reset All Bits Low
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TABLE II. Summary of Registers

Bit

No.

Register Address
I

0DIJVB = ODLAB==0 1DLAB=0 2 2 3 4 5 6 7 0DLAB=1 1DLAB=1

Receiver
Buffer

Register
(Read
Only)

Transmitter
Holding
Register
(Write
Only)

interrupt

Enable
Register

Interrupt

ident.

Register
(Read
Only)

FIFO
Control
Register
(Write

Only)

Line
Control
Register

MODEM
Control
Register

Line
Status
Register

MODEM
Status
Register

Scratcii

Reg-
ister

Divisor

Latch
(US)

Latch
(MS)

RBR THR lER IIR FCR LCR MCR LSR MSR SCR DLL DLM

Data Bit

(Note 1)

Data Bit Enable
Received

Data
Available

Interrupt

(ERBFI)

"0"
if

Interrupt

Pending

FIFO
Enable

Word
Length
Select

BitO

(WLSO)

Data
Terminal

Ready
(DTR)

Data
Ready
(DR)

Delta

Clear

to Send
(DCTS)

BitO BitO Bite

1 Data Bit 1 Data Bit 1 Enable
Transmitter

Holding

Register

Empty
Interrupt

(ETBEI)

Interrupt

ID

Bit (0)

RCVR
FIFO
Reset

Word
Length
Select
Bill

(WLS1)

Request
to Send
(RTS)

Overrun
Error

(OE)

Delta

Data
Set

Ready
(DDSR)

Bit1 Bit1 Bit 9

2 Data Bit 2 Data Bit 2 Enable
Receiver

Line Status
Interrupt

(ELSI)

Interrupt

ID

Bit(1)

XMIT
FIFO
Reset

Number of

Stop Bits

(STB)

Out1 Parity

Error

(PE)

Trailing

Edge Ring
Indicator

CTERI)

Bit 2 Bit 2 Bit 10

3 Data Bit 3 Data Bit 3 Enable
MODEM
Status
Interrupt

(EDSSI)

Interrupt

ID

Bit (2)

(Note 2)

DMA
Mode
Select

Parity

Enable
(PEN)

Out 2 Framing
Error

(FE)

Delta

Data
Carrier

Detect
(DDCD)

Bits Bits Bit 11

4 Data Bit 4 Data Bit 4 Reserved Even
Parity

Select
(EPS)

Loop Break
Interrupt

(Bl)

Clear

to

Send
(CTS)

Bit 4 Bit 4 Bit 12

5 Data Bit 5 Data Bit 5 Reserved Stick

Parity

Transmitter

Holding

Register

(THRE)

Data

Ready
(DSR)

Bits Bits Bit 13

6 Data Bit 6 Data Bit 6 RCVR
Trigger

(LSB)

Set
Break

Transmitter

Empty
(TEMT)

Ring
Indicator

(Rl)

Bite Bite Bit 14

7 Data Bit 7 Data Bit 7 FIFO
Enable
(Note 2)

RCVR
Trigger

(MSB)

Divisor

Latch

Access Bit

(DLAB)

Error in

RCVR
FIFO

(Note 2)

Data
Carrier

Detect
(DCD)

Bit 7 Bit 7 Bit 15

Note 1: Bit is the least significant bit. It Is the first bit serially transmitted or received.

Note 2: These bits are always in the Character mode.
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o
Registers
The system programmer may access or control any of the

ACE registers summarized in Table II via the CPU. These

registers are used to control ACE operations and to transmit

and receive data.

UNE CONTROL REGISTER

The system programmer specifies the format of the asyn-

chronous data communications exchange via the Line Con-
trol Register. In addition to controlling the format, the pro-

grammer may retrelve the contents of the Line Control Reg-

ister for inspection. This feature simplifies system program-

ming and eliminates the need for separate storage in sys-

tem memory of the line characteristics. The contents of the

Line Control Register are indicated in Table II and are de-

scribed below.

Bits and 1: These two bits specify the number of bits in

each transmitted or received serial character. The encoding

of bits and 1 is as follows:

Bill BItO Word Length

1

1

1

1

SBits

6 Bits

7 Bits

SBits

Bit 2: This bit specifies the number of Stop t>lts in each
transmitted character. If bit 2 is a logic 0, one Stop bit is

generated in the transmitted data. If bit 2 is a logic 1 when a
5-bit word length Is selected via bits and 1, one and a
half Stop bits are generated. If bit 2 Is a logic 1 when either

a 6-, 7-, or 8-bit word length is selected, two Stop bits are

generated. The Receiver checks the first Stop-bit only, re-

gardless of the number of Stop bits selected.

Bit 3: This bit is the Parity Enable bit. When bit 3 Is a logic 1

,

a Parity bit is generated (transmit data) or checked (receive

data) between the last data word bit and Stop bit of the

serial data. (The Parity bit is used to produce an even or odd
number of 1 s when the data word bits and the Parity bit are

summed.)

Bit 4: This bit is the Even Parity Select bit. When bit 3 is a
logic 1 and bit 4 Is a logic 0, an odd number of logic 1s is

transmitted or checked in the data word bits and Parity bit

When bit 3 is a logic 1 and bit 4 is a logic 1 , an even number
of logte Is is transmitted or checked.

Bit 5: This bit is the Stick Parity bit. When bits 3, 4 and 5 are

logic 1 the Parity bit is transmitted and checked by the re-

ceiver as a logic 0. If bits 3 and 5 are 1 and bit 4 Is a logic

then the Parity bit is transmitted and checked as a logic 1.

Bit 6: This bit is the Break Control bit. When it is set to a
logic 1, the serial output (SOUT) Is forced to the Spacing

(logic 0) state. The break is disabled by setting bit 6 to a
logic 0. The Break Control bit acts only on SOUT and has no
effect on the transmitter logic.

Note: This feature enables the CPU to alert a terminal in a computer com-
munications system. If the following sequence is followed, no erroneous or

extraneous characters will l>e transmitted because of the break.

1. Load in all Os, a pad character, in response to THRE.

2. Set bleak after the next THRE.

3. Wait for the transmitter to be idle, (TEMT=1), and clear break when
normal transmission has to be restored.

During the break, the Transmitter can be used as a character timer to accu-
rately establish the break duratkxi.

Bit 7: This bit is the Divisor Latch Access Bit (DLAB). It must
be set high (logic 1) to access the Divisor Latches of the

Baud Generator during a Read or Write operation. It must

be set low (logic 0) to access the Receiver Buffer, the

Transmitter Holding Register, or the Intenupt Enable Regis-

ter.

Typical Clock Circuits

T1./C/8652-19

TL/C/8862-aO

Typical Crystal Oscillator Network

CRYSTAL Rp RX2 Ci Ci

3.1 MHz iMn 1.5k 10-30 pF 40-60 pF

1.8 MHz iMa 1.5k 10-30 pF 40-60 pF

TABLE IM. Baud Rates Using 1.8432 MHz Crystal

Divisor Used Percent Error

Desired to Generate Difference Between
Baud Rate IGxaock Desired and Actual

50 2304

75 1536 —
110 1047 0.026

134.5 857 0.058

150 768

300 384

600 192

1200 96

1800 64

2000 58 0.69

2400 48

3600 32

4800 24 —
7200 16

960O 12

19200 6 —
38400 3

56000 2 2.86
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Registers (continued)

PROGRAMMABLE BAUD GENERATOR

The ACE contains a programmable Baud Generator that is

capable of taking any clock input (IX to 8.0 MHz) and divid-

ing it by any divisor from 2 to 216-1). 4 MHz is the highest

input clock frequency recommended when the divisor = 1.

The output frequency of the Baud Generator is 16 x the

Baud [divisor # = (frequency input) -^ (baud rate x 16)1.

Two 8-bit latches store the divisor In a 16-bit binary fomtiat

These Divisor Latches must be loaded during initialization in

order to ensure desired operatfon of the Baud Generator.

Upon loading either of the Divisor Latches, a 16-bit Baud

counter is Immediately loaded. This prevents long counts on

initial load.

Tables III, IV and V illustrate tiie divisors for use with crystal

frequencies of 1.8432 MHz, 3.072 MHz and 8 MHz, respec-

tively. For baud rates of 38400 and below, the error ob-

tained is minimal. The accuracy of the desired baud rate is

dependent on the crystal frequency chosen.

UNE STATUS REGISTER

This 8-bit register provides status information to the CPU
concerning the data transfer. The contents of the Line

Status Register are indicated in Table II and are described

below.

Bit 0: This bit is the receiver Data Ready (DR) indicator. Bit

is set to a logic 1 whenever a complete incoming charac-

ter has been received and transferred into the Receiver

Buffer Register or the FIFO. Bit is reset to a logic by

reading all of the data in the Receiver Buffer Register or the

FIFO.

Bit 1: This bit is the Ovenrun En-or (OE) indicator. Bit 1 indi-

cates that data in the Receiver Buffer Register was not read

by the CPU before the next character was transfen-ed Into

the Receiver Buffer Register, thereby destroying the previ-

ous character. The OE indicator Is reset whenever the CPU
reads the contents of the Line Status Register. If the FIFO

mode data continues to fill the FIFO beyond the trigger lev-

el, an overrun error will occur only after the FIFO is full and

the next character has been completely received in the shift

register. OE is indicated to the CPU as soon as it happens.

The character in the shift register is ovenvrltten, but it Is not

transferred to the FIFO.

TABLE IV. Baud Rates Using 3.072 MHz Crystal

Desired

Baud Rate

DMsor Used Percent Error

to Generate Difference Between
16 X Clock Desired and Actual

50 3840

75 2560 —
110 1745 0.026

134.5 1428 0.034

150 1280 —
300 640 —
600 320 —
1200 160 —
1800 107 0.312

2000 96 —
2400 80 —
3600 53 0.628

4800 40 —
7200 27 1.23

9600 20 —
19200 10 —
38400 5 —

Bit 2: This bit is the Parity En-or (PE) indicator. Bit 2 indi-

cates that the received data character does not have the

con'ect even or odd parity, as selected by the even-parity-

select bit. The PE bit is set to a logk: 1 upon detection of a

parity en-or and is reset to a logic whenever the CPU reads

the contents of the Line Status Register. In the FIFO mode
this error is associated with the particular character in the

FIFO it applies to. This error is revealed to the CPU when its

associated character Is at the top of the FIFO.

Bit 3: This bit is the Framing Error (FE) indicator. Bit 3 Indi-

cates that the received character did not have a valid Stop

bit. Bit 3 is set to a logic 1 whenever the Stop bit following

the last data bit or parity bit Is detected as a zero bit (Spac-

ing level). The FE indicator Is reset whenever the CPU reads

the contents of the Line Status Indicator. In the FIFO mode
this enor is associated with the particular character in the

FIFO it applies to. This error Is revealed to the CPU when its

associated character is at the top of tiie FIFO.

BR 4: This bit is the Break Interrupt (Bl) indicator. Bit 4 is set

to a logic 1 whenever the received data input is held in the

Spacing (logic 0) state for longer than a full word transmis-

ston time (ttiat is, the total time of Start bit + data bits +
Parity + Stop bits). The Bl indicator is reset whenever the

CPU reads the contents of the Line Status indicator. In the

FIFO mode this error is associated with tiie particular char-

acter in the FIFO it applies to. This error is revealed to the

CPU when its associated character is at the top of the FIFO.

When break occurs only one zero character is loaded into

the FIFO. The next character transfer is enabled after SIN

goes to the marking state and receives the next valid start

bit

Nota: Bits 1 through 4 are the error oondiUors that produce a Receiver Line

Status interrupt whenever any of the corresponding conditions are detected.

Bit 5: This bit is the Transmitter Holding Register Empty

(THRE) indicator. Bit 5 indicates that the ACE is ready to

accept a new character for transmission. In addition, this bit

causes the ACE to issue an interrupt to the CPU when the

Transmit Holding Register Empty Intentipt enable is set

high. The THRE bit is set to a logic 1 when a character is

transfen^ from the Transmitter Holding Register into the

TABLE V. Baud Rates Using 8 MHz Crystal

Desired

Baud Rate

Divisor Used Percent Error

to Generate Difference Between
16 X Clock Desired and Actual

50 10000 —
75 6667 0.005

110 4545 0.010

134.5 3717 0.013

150 3333 0.010

300 1667 0.020

600 833 0.040

1200 417 0.080

1800 277 0.080

2000 250 —
2400 208 0.160

3600 139 0.080

4800 104 0.160

7200 69 0.644

9600 52 0.160

19200 26 0.160

38400 13 0.160

56000 9 0.790

128000 4 2.344

256000 2 2.344
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Registers (continued)

TABLE VI. Interrupt Control Functions

FIFO Interrupt

Mode Identification

Only Register

Bits Bit 2 Biti BitO

Interrupt Set and Reset Functions

Priority

Level

Highest

Second

Interrupt Type

None

Receiver Line Status

Received Data Available

Interrupt Source

None

Ovemin En-or or Parity Error or

Framing Error or Break Interrupt

Receiver Data Available or Trigger

Level Reached

Interrupt Reset Control

Reading the Line Status

Register

Reading the Receiver Buffer

Register or the FIFO Drops
Beiow the Trigger Level

Second Character Timeout

Indication

No Characters Have Been
Removed From or Input to the

RCVR FIFO During the Last 4 Char.

Times and There Is at Least 1 Char,

in It During This Time

Reading the Receiver

Buffer Register

Third Transmitter Holding

Register Empty

Transmitter Holding

Register Empty

Reading the MR Register (If

source of Interrupt) or Writing

into the Transmitter Holding

Register

Fourth MODEM Status Clear to Send or Data Set Ready or
Ring Indicator or Data Carrier
Detect

Reading the MODEM
Status Register

Transmitter Shift Register. The bit Is reset to logic concur-

rently with the loading of the Transmitter Holding Register

by the GPU. In the FIFO mode this bit is set when the XMIT
FIFO Is empty; It is cleared when at least 1 byte Is written to

the XMIT FIFO.

Bit 6: This bit Is the Transmitter Empty (TEMT) Indicator. Bit

6 is set to a logic 1 whenever the Transmitter Holding Regis-

ter (THR) and the Transmitter Shift Register (TSR) are both

empty. It is reset to a logic whenever either the THR or

TSR contains a data character. In the FIFO mode this bit Is

set to one whenever the transmitter FIFO and shift register

are both empty.

Bit 7: In the Character mode this Is a 0. In the FIFO mode
LSR7 Is set when there Is at least one parity error, framing
en-or or break indication in the FIFO. LSR7 Is cleared when
the CPU reads the LSR, If there are no subsequent errors In

the FIFO.

Note: The Line Status Register is intended for read operations only. Writing

to this register is not recommended as IMs operation is used for factory

testing.

FIFO CONTROL REGISTER

This Is a write only register at the same location as the IIR

(the IIR Is a read only register). This register is used to en-

able the FIFOs, clear the FIFOs, set the RCVR FIFO trigger

level, and select the type of DMA signalling.

Bit 0: Writing a 1 to FCRO enables both the XMIT and RCVR
FIFOs. Resetting FCRO will clear all bytes In both FIFOs.
When changing from FIFO Mode to Character Mode and
vice versa, data is automatically cleared from the FIFOs.
This bit must be a 1 when other FCR bits are written to or
they will not be programmed.

Bit 1: Writing a 1 to FCR1 clears all bytes In the RCVR FIFO
and resets its counter logic to 0. The shift register Is not
cleared. The 1 that Is written to this bit position is self-clear-

ing.

Bit 2: Writing a 1 to FCR2 clears all bytes in the XMIT FIFO
and resets its counter logic to 0. The shift register Is not

cleared. The 1 that is written to this bit position Is self-clear-

ing.

Bit 3: Setting FCR3 to a 1 will cause the RXRDY and
TXRDY pins to change from mode to mode 1 if FCRO= 1

(see description of RXRDY and TXRDY pins).

Bit 4, 5: FCR4 to FCR5 are reserved for future use.

Bit 6, 7: FCR6 and FCR7 are used to set the trigger level for

the RCVR FIFO Interrupt.

7 6
RCVR FIFO

Trigger Level (Bytes)

01

1 04

1 08

1 1 14

INTERRUPT IDENTIFICATION REGISTER

The ACE has an on-chip intermpt capability that allows for

flexibility in interfacing popular microprocessors presently

available. In order to provide minimum software overhead
during data character transfers, the ACE prioritizes inter-

rupts into four levels. The four levels of Inten-upt conditions

are as follows: Receiver Line Status (priority 1); Received
Data Ready (priority 2); Timeout (priority 2, FIFO Mode
only); Transmitter Holding Register Empty (priority 3); and
MODEM Status (priority 4).
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Registers (continued)

Information indicating that a prioritized Interrupt is pending

and tlie type of tfiat interrupt is stored in the Interrupt Identi-

fication Register (MR). When addressed during chip-select

time, the IIR freezes the highest priority interrupt pending

and no other inten-upts change the ilR even though they are

recorded, until that particular Interrupt Is serviced by the

CPU. The contents of the IIR are indicated in Table li and

are described below.

Bit 0: This bit can be used in either a prioritized intenrupt or

polled environment to indicate whether an interrupt is pend-

ing. When bit is a logic 0, an intemjpt Is pending and the

IIR contents may be used as a pointer to the appropriate

Interrupt service routine. When bit Is a logic 1 , no inten-upt

is pending and polling (If used) continues.

Bits 1 and 2: These two bits of the IIR are used to Identify

the highest priority interrupt pending as indicated in Table

VI.

Bit 3: In the Character mode this bit is 0. In the FIFO mode
this bit Is set along with bit 2 when a timeout inten-upt Is

pending.

Bits 4 through 6: These three bits of the IIR are always

logic 0.

Bit 7: This bit is set when FCRO = 1.

INTERRUPT ENABLE REGISTER

This 8-bit register enables the four types of inten-upts of the

ACE to separately activate the chip Interrupt (INTRPT) out-

put signal. It Is possible to totally disable the Interrupt sys-

tem by resetting bits through 3 of the Interrupt Enable

Register. Similarly, by setting the appropriate bits of this reg-

ister to a logic 1 , selected interrupts can be enabled. Dis-

abling the interrupt system Inhibits the Interrupt Identifica-

tion Register and the active (high) INTRPT output from the

chip. All other system functions operate in their normal man-

ner, Including the setting of the Line Status and MODEM
Status Registers. The contents of the IntenMpt Enable Reg-

ister are indicated in Table II and are described below.

Bit 0: This bit enables the Received Data Available Interrupt

(and timeout Intenupts in the FIFO mode) when set to logic

1.

Bit 1: This bit enables the Transmitter Holding Register

Empty Interrupt when set to logic 1

.

Bit 2: This bit enables the Receiver Line Status Inten-upt

when set to logic 1

.

Bit 3: This bit enables the MODEM Status Interrupt when

set to logic 1.

Bits 4 through 7: These four bits are always logic 0.

MODEM CONTROL REGISTER

This 8-bit register controls the interface with the MODEM or

data set (or a peripheral device emulating a MODEM). The

contents of the MODEM Control Register are indicated in

Table II and are described below.

Bit 0: This bit controls the Data Terminal Ready (DTR) out-

put. When bit Is set to a logic 1 , the DTR output is forced

to a logic 0. When bit is reset to a logic 0, the DTR output

is forced to a logic 1

.

Note: The DTR output of the ACE may be applied to an EIA inverting line

driver (such as the DS1488) to obtain the proper polarity input at the suc-

ceeding MODEM or data set.

Bit 1: This bit controls the Request to Send RTS) output. Bit

1 affects the RTS output in a manner identical to that de-

scribed above for bit 0.

Bit 2: This bit controls the Output 1 (OUT 1) signal, which is

an auxiliary user-designated output Bit 2 affects the OUT 1

output In a manner identical to that described above for bit

0.

Z
0>

o>
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Bit 3: This bit controls the Output 2 (OUT 2) signal, which is

an auxiliary user-designated output Bit 3 affects the OUT 2

output in a manner identical to that described above for bit

0.

Bit 4: This bit provides a local loopback feature for diagnos-

tic testing of the ACE. When bit 4 Is set to logic 1 , the follow-

ing occur: the transmitter Serial Output (SOUT) is set to the

Marking (logic 1) state; the receiver Serial Input (SIN) Is dis-

connected; the output of the Transmitter Shift Register Is

"looped back" Into the Receiver Shift Register input, the

four MODEM Control Inputs (STS, dSr, DCD, and Ri) are

disconnected ; and the four MODEM Control outputs (DTR,

RTS, OUT 1, and OUT 2) are Internally connected to the

four MODEM Control inputs, and the MODEM Control out-

put pins are forced to their inactive state (high). In the diag-

nostic mode, data that Is transmitted Is immediately re-

oerved. This feature allo-ws the processor to verif-y the trans-

mit-and received-data paths of the ACE.

In the diagnostic mode, the receiver and transmitter Inter-

rupts are fully operational. Their sources are external to the

part. The MODEM Control Interrupts are also operational,

but the interrupts' sources are now the lower four bits of the

MODEM Control Register instead of the four MODEM Con-

trol inputs. The interrupts are still controlled by the Interrupt

Enable Register.

Bits 5 through 7: These bits are permanently set to logic 0.

MODEM STATUS REGISTER

This 8-bit register provides the current state of the control

lines from the MODEM (or peripheral device) to the CPU. In

addition to this current-state information, four bits of the

MODEM Status Register provide change information. These

bits are set to a logic 1 whenever a control Input from the

MODEM changes state. They are reset to logic whenever

the CPU reads the MODEM Status Register.

The contents of the MODEM Status Register are indicated

in Table II and described below.

Bit 0: This bit is the Delta Clear to Send (DCTS) indicator.

Bit indteates that the^ Input to the chip has changed

state since the last time it was read by the CPU.

Bit 1: This bit is the Delta Data Set Ready (DDSR) Indicator.

Bit 1 indicates that the DSR input to the chip has changed

state since the last time it was read by the CPU.

Bit 2: This bit is the Trailing Edge_of Ring Indicator (TERI)

detector. Bit 2 indicates that the Ri input to the chip has

changed from a low to a high state.

Bit 3: This bit is the Delta Data Can-ier Detect (DDCD) indi-

cator. Bit 3 Indicates that the DCD input to the chip has

changed state.

^4ote: Whenever bit 0, 1 , 2, or 3 is set to logic 1 , a MODEM Status Intenfupl

is generated.

Bit 4: This bit is the complement of the Clear to Send (CTS)

input If bit 4 (loop) of the MCR is set to a 1, this bit is

equivalent to RTS In the MCR.

Bit 5: This bit is the complement of the Data Set Ready

(DSR) input. If bit 4 of the MCR Is set to a 1, this bit Is

equivalent of DTR In the MCR.
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Registers (continued)

Bit 6: This bit is the complement of the Ring Indicator (Rl)

input. If bit 4 of the MCR is set to a 1 , this bit is equivalent to

OUT 1 in the MCR.

Bit 7: This bit is the complement of the Data Carrier Detect

(DCD) input. If bit 4 of the MCR is set to a 1, this bit is

equivalent to OUT 2 of the MCR.

SCRATCHPAD REGISTER

This 8-bit Read/Write Register does not control the ACE in

anyway. It is intended as a scratchpad register to be used

by the programmer to hold data temporarily.

FIFO INTERRUPT MODE OPERATION

When the RCVR FIFO and receiver interrupts are enabled

(FCRO= 1, IERO = 1) RCVR interupts will occur as follovire:

A. The receive data available inten-upt will be issued to the

CPU when the FIFO has reached its programmed trigger

level; it will be cleared as soon as the FIFO drops below

its programmed trigger level.

B. The MR receive data available indication also occurs

when the FIFO trigger level is reached, and like the inter-

rupt it is cleared when the FIFO drops below the trigger

level.

C. The receiver line status interrupt (IIR-06), as before, has

higher priority than the received data available (MR = 04)

intemjpt.

D. The data ready bit (LSRO) is set as soon as a character is

transfen-ed from the shift register to the RCVR FIFO. It is

reset when the FIFO is empty.

When RCVR FIFO and receiver interrupts are enabled,

RCVR FIFO timeout interrupts will occur as follows:

A. A FIFO timeout interrupt will occur, if the following condi-

tions exist:

— at least one character is in the FIFO

— the most recent character received was longer

than 4 continuous character times ago (if 2 stop

bits are programmed the second one is included in

this time delay).

— the most recent CPU read of the FIFO was longer

than 4 continuous character times ago.

This will cause a maximum character received to intemjpt

issued delay of 1 60 ms at 300 BAUD with a 12 bit charac-

ter.

B. Character times are calculated by using the RCLK input

for a clock signal (this makes the delay proportional to

the baudrate).

C. When a timeout interrupt has occun-ed it is cleared and
the timer reset when the CPU reads one character from

the RCVR FIFO.

D. When a timeout interrupt has not occurred the timeout

timer is reset after a new character is received or after

the CPU reads the RCVR FIFO.

When the XMIT FIFO and transmitter intermpts are enabled

(FCRO= 1 , IER1 = 1), XMIT inten-upts will occur as follows:

A. The transmitter holding register interrupt (02) occurs

when the XMIT FIFO is empty; it is cleared as soon as

the transmitter holding register is written to (1 to 16 char-

acters may be written to the XMIT FIFO while servicing

this interrupt) or the IIR is read.

B. The transmitter FIFO empty indications will be delayed 1

character time minus the last stop bit time whenever the

following occurs: THRE = 1 and there have not been at

least two bytes at the same time in the transmit FIFO,

since the last THRE = 1 . The first transmitter intenupt af-

ter changing FCRO will be immediate, if it is enabled.

Character timeout and RCVR FIFO trigger level interrupts

have the same priority as the current received data avail-

able interrupt; XMIT FIFO empty has the same priority as

the current transmitter holding register empty interrupt.

FIFO POLLED MODE OPERATION

With FCR0 = 1 resetting lERO, IER1, IER2, IER3 or all to

zero puts the ACE in the FIFO Polled Mode of operation.

Since the RCVR and XMITTER are controlled separately

either one or both can be in the polled mode of operation.

In this mode the user's program will check RCVR and XMIT-

TER status via the LSR. As stated previously:

LSRO will be set as long as there is one byte in the RCVR
FIFO.

LSR1 to LSR4 will specify which error(s) has occurred.

Character en'or status is handled the same way as when
in the interrupt mode, the IIR is not affected since

IER2=0.

LSR5 will indicate when the XMIT FIFO is empty.

LSR6 will indicate that both the XMIT FIFO and shift reg-

ister are empty.

LSR7 will indicate whether there are any en-ors in the

RCVR FIFO.

There is no trigger level reached or timeout condition indi-

cated in the FIFO Polled Mode, however, the RCVR and
XMIT FIFOs are still fully capable of holding characters.
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NS16550
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Typical Applications (continued)

Typical Interface for a

High-Capacity Data Bus

Typical Supply Current vs.

Temperature, Normalized
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Ordering Information

NS16550XX

M /A* = A* RELIABLITY SCREENING

N = PLASTIC PACKAGE

V = PLASTIC LEADED CHIP CARRIER (PCC)
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Ŝection 5 Contents

HPC16040 High-Performance Microcontroller 5-3

NS405/NS32405—Series Display/Terminal Management Processor 5-26

DP8390/NS32490 Network Interface Controller 5-65

DP8391/NS32491 Serial Network Interface 5-113

DP8392/NS32492 Coaxial Transceiver Interface 5-122

DP8340/NS32440 Serial Bi-Phase Transmitter/Encoder 5-130

DP8341 /NS32441 Serial Bi-Phase Receiver/Decoder 5-1 39

DP8342/NS32442 High-Speed Serial Transmitter/Encoder 5-1 50

DP8343/NS32443 High-Speed Serial Receiver/Decoder 5-160

5-2



^ National
Semiconductor
Corporation

PRELIMINARY
oo
o
o

HPC16040 High-Performance Microcontrollers

General Description
The HPC16040 is a member of the HPC™ family of high-

performance microcontrollers. The HPC16040 is designed

in National's advanced microCMOS technology. This proc-

ess combined with an advanced architecture provides fast,

flexible I/O control, efficient data manipulation, and high

speed computation.

The HPC16040 is a complete microcomputer on a single

chip. All system timing, internal logic, ROM, RAM, and I/O

are provided on the chip to produce a cost effective solution

for high-performance applications. On-chip functions such

as UART, 16-bit timers, and IVIICROWIRE/PLUStm provide

a high level of system integration. The ability to address up

to 64 l^bytes of external memory enables the HPC16040 io

be used In powerful applications typically performed by mi-

croprocessors and costly peripheral chips.

The mioroCMOS process results in very low current drain

and enables the user to select the optimum speed/power

product for his system. The HPC16040 Is available in 68-pin

PCC and LCC packages, and a 48-pln ceramic DIP pack-

age.

Features
16-bit architecture: both byte and word

CMOS — very low power with two power save modes:

IDLE and HALT (2 mA, 25 jx/K)

m FASTI—240 ns for register instructions when using 17.0

MHz clock

64 kbytes of external memory addressing

UART — full duplex, programmable baud rate

WATCHDOG logic monitors processor

MICROWIRE/PLUS serial I/O interface

16 X 16-bit multiply and divide

16-bit data bus, ALU, and registers

4 kbyte ROM, 256 byte R.AM

ROMIess versions available

High code efficiency: most Instructions are single byte

Eight vectored interrupt sources

52 general purpose I/O lines

Powerful set of 16-bit timer/counters:

Ten timer synchronous outputs

Three input capture registers

Wide voltage supply range: 3 to S.5V

Industrial (-40''C to +65°C) and extended (-55°C to

+ 1 25°C) temperature ranges

oo
o
oX

Block Diagram
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Absolute Maximum Ratings
Specifications for Military/Aerospace products are not Vcc witti Respect to GND -0.5V to 7.0V

contained in this datasheet. Refer to the associated All Other Pins (Vcc + 5)Vto{GND - 5)V
reliability electrical test specifications document. „, . a,, , . . ^- , .' "^ Note: Absolute maximum ratings indicate limits beyond
Total Allowable Source or Sink Current 1 00 mA ^t^jch damage to the device may occur. DC andAC electrl-

Storage Temperature Range - 65°C to + 1 50°C cal specifications are not ensured when operating the de-

Lead Temperature (Soldering, 1 sec) 300°C vice at absolute maximum ratings.

DC Electrical Characteristics vcc = s.ov ±10% unless othenwise specified, ta = ccto +7o°cfor

HPC46040, -40°Cto +85°Cfor HPC36040, -40°Cto +105°Cfor HPC26040, -55°Cto +125"'Cfor HPC16040

Symbol Parameter Test Conditions Min Typ Max Units

ICC1 Supply Current Vcc = s.ov, fin = 17.0 MHz* 20 mA

Vcc = 5.0V, fin = 2.0 MHz 2.4 mA

ICC2 IDLE Mode Current Vcc = 5.0V, fin = 17.0 MHz, Ta = 25°C'' 2 mA

Vcc = 5.0V, fin = 2.0 MHz, Ta = 25°C 0.2 mA

ICG3 HALT Mode Current Vcc = 5.0V, fin = kHz, Ta = 25°C* 25 H.A

Vcc = 2.5V, fin = kHz, Ta = 25°C 10 ^tA

INPUT VOLTAGE LEVELS RESET, NMI, CKI AND WO (SCHMITT TRIGGERED)

V,Hi Logic High 0.9 Vcc V

V1L1 Logic Low 0.1 Vcc V

ALL OTHER INPUTS

V1H2 Logic High 0.7 Vcc V

V1L2 Logic Low 0.2 Vcc V

lu Input Leakage Current ±1 ^.A

C| Input Capacitance 10 pF

Cio I/O Capacitance 20 PF

OUTPUT VOLTAGE LEVELS CMOS OPERATION

VOH, Logic High l0H= -lOfiA Vcc - 0-2 V

V0L1 Logic Low iOH= 10 nA 0.2 V

V0H2 Port A/B Drive

(A0-A16, Bio, Bii,Bi2, B15)

l0H= -7 mA, Vcc = S.OV 2.4 V

V0L2 loL = 3 mA 0.4 V

V0H3 Other Port Pin Drive

(Bo-Bg, Bl3, Bi4, P0-P3)

loH= -1.6 mA, Vcc = 5.0V 2.4 V

V0L3 Iql = 0-5 mA 0.4 V

Vou WO (Watchdog Out) Drive lOL = 0.5 mA, Vcc = 5.0V 0.4 V

V0H6 CK2 Drive l0H= -12mA,Vcc = 5.0V 2.4 V

V0L6 lOL = 3.5 mA 0.4 V

V0H7 ST1 and ST2 Drive l0H= -6 mA, Vcc = S.OV 2.4 V

V0L7 Iql = 1 .6 mA 0,4 V

Vram RAM Keep-Alive Voltage 2.5 V

'oz TRI-STATE Leakage Current ±5 ^k
•Note: Ice,, Icc2. ICC3 measured with no external drive (Iqh and Iql - 0, I|h and l||_ = 0).
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AC Electrical Characteristics vcc = s.ov +10%, fc = i6.78mhz,ta = o°cto H-7o°cforHPC4604o,

-40''Cto +85°CforHPC36040, -40°C to +105-0 for HPC26040, -55»Cto +125°CforHPC16040

Symbol Parameter Min Typ Max Units

fc = CKI freq. Operating Frequency 16.78 17.0 MHz

tci = 1/fc Clock Period 60 ns

tc = 2/fc Timing Cycle 120 ns

tLL=y2tc ALE Pulse Wldtti 60 ns

tST=y4tc Address Valid to

ALE Trailing Edge
30 ns

tWAIT = tc = WS Walt State Period 120 ns

fxiN = Via tel External Timer Input Frequency 877 kHz

txiN = 3 tci Pulse Widthi for Timer Inputs 180 ns

fxOUT = Vis tci Timer Output Frequency 1.04 MHz

*MW = Vis 'C1 External MICROWIRE/PLUS

Clock Input Frequency
877 kHz

fU=yi9tci External UART Clock Input Frequency 877 kHz

Read Cycle Timing fc = 16.78 MHz With One Wait State

Symbol Parameter Min Typ Max Units

tARR = y4tc + 5 ALE Trailing Edge to

RD Falling Edge
35 ns

tRW= Vitc + WS RD Pulse Width 180 ns

tDR Data Valid before

Trailing Edge of RD
15 ns

tACC = tc + WS - 55 Address Valid to

Input Data Valid
185 ns

tRD = y2tc + WS-65 RD Falling Edge to

Data In Valid
115 ns

tRoA = WS = tc RD Falling Edge to

Address Valid
120 ns

tvpR = y4 tc + 5 Address Valid from ALE
Trailing Edge Prior to RD

35 ns

tHZ = %tc - 10 End of RD to Input

Data Float
80 ns

Write Cycle Timinj3 fc = 16.78 MHz with One Wait State

Symbol Parameter Min Typ Max Units

tARW=y2tc ALE Trailing Edge to

WR Falling Edge
60 ns

tww = %tc+WS + 5 WR Pulse Width 215 ns

'hw Data Hold after

Trailing Edge of WR
20 ns

tv = Vi tc + WS + 5 Data Valid before

Trailing Edge of WR
185 ns

tvPW = y4tc + 25 Address Valid from

Trailing Edge Prior to WR
55 ns

O
ato

oO
o
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Xo
S Ready/Hold Timing fc = lejsMHzwith one wait state

(0
Symbol Parameter Min Typ Max Units

tDAR = y4tc + WS-50 Falling Edge of ALE
to Falling Edge of HDY

100 ns

o

O

tRWP = tc RDY Pulse Width 120 ns

tSALE = Vitc + 40 Falling Edge of HLD
to Rising Edge of ALE

70 ns

X tHWP = tc + 10 HLD Pulse Width 130 ns

tHAD Rising Edge on HLD to

Rising Edge on HLDA
120 ns

tHAE = tc + 100 Falling Edge on HLD to

Falling Edge on HLDA
220 « ns

tBF = tc + 30 Bus Float before

Falling Edge on HLDA
150 ns

tBE = 21c + 50 Bus Enable from

Rising Edge of HLD
290 ns

•Note: tHAE may bo as long as (3tc + 4w8 + 721c + 90) depending on which instruction is being executed, the addressing mode and number of wait states.

Status Timing tc = lejs mhz

Symbol MIn Typ Max Units

tSRS2 = 40 - (%tc + 25) Setup Time for ST2 on

Rising Edge of ALE
-15 ns

tHRS2 = y4tc-15 Hold Time for ST2 on

Rising Edge of ALE
75 ns

tsFS2 = 40-(%tc + 25) Setup Time for ST2 on

Falling Edge of ALE
-15 ns

tHFS2 = y4tc-15 Hold Time for ST2 on

Falling Edge of ALE
75 ns

tSFSI Setup Time for ST1 on

Falling Edge ofRC
20 ns

tHRS1 = y!tC-15 Hold Time for ST1 on

Rising Edge of RD
45 ns

UPI Read/Write Timing

Symbol Parameter MIn Typ Max Units

tUAS Address Setup Time to

Falling Edge of UMlHb
5 ns

tUAH Address Hold Time from

Rising Edge of UPIRD
5 ns

tRPW UPIRD Pulse Width 100 ns

tOE ailing Edge to

Valid
60 ns

UPIRD F

Data Out

too 35 ns
End of UPIRD to

Data Out Valid

tDRDY RDRDY Delay from Trailing

Edge of UPIRD
70 ns

IWDW UPIWR Pulse Width 40 ns

lUDS Data in V
Trailing E

alid before
10 ns

dge of UPIWR

tUDH Data in H
Trailing E

old after
15 ns

dge of UPIWR

tA WRRDY Delay from Trailing

Edge of UPIWH
70 ns
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Timing Waveforms
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Timing Waveforms (continued)
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Timing Waveforms (continued)
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FIGURE 7. UPI Write Timing

Pin Descriptions
The HPC16040 Is available In 68-pln PCC and LCC pack-

ages, and a 48-pin ceramic DIP.

I/O PORTS

Port A is a 16-blt bidirectional I/O port with a data direction

register to enable each separate pin to be Individually de-

fined as an Input or output When accessing external memo-
ry, port A Is used as the multiplexed address/data bus.

Port B Is a 16-bit port with 12 bits of bidirectional I/O similar

In stnjcture to Port A. Pins B1 0, B1 1 , B1 2 and B1 5 are gen-

eral purpose outputs only In this mode. Port B may also be

configured via a 16-blt function register BFUN to individually

allow each pin to have an alternate function.

BO

B1

B2

TDX UART Data Output

CKX UART Clock (Input or Output)

B3 T2I0 Tlmer2 I/O Pin

B4 T310 Timers I/O Pin

B5 SO MICROWIRE/PLUS Output

B6 SK MICROWIRE/PLUS Clock (Input or Output)

B7 HLDA Hold Acknowledge Output

B8 TSO Timer Synchronous Output

B9 TS1 TIMER Synchronous Output

B1 3: UAO Address Input for UPI Mode

B1 1: WRRDY Write Ready Output for UPI Mode

B1

B1 3: TS2 Timer Synchronous Output

B1 *: TS3 Timer Synchronous Output

B1 5: RDRDY Read Ready Output for UPI Mode

Wflen accessing external memory, four bits of port B are

USE d as follows:

B1 D: ALE Address Latch Enable Output

B1 1: WR Write Output

B1 > HBE High Byte Enable Output

B1 5: RD Read Output

Port I Is an 8-bit Input port that can be read as general

purpose Inputs and Is also used for the following functions:

10:

Nonmaskable Interrupt Input

Maskable Inten-upt/lnput Capture/URD

Maskable Interrupt/ Input Capture/UWR

Maskable Interrupt/Input Capture

MICROWIRE/PLUS Data Input

UART Data Input

NMI

INT2

INT3

INT4

SI

RDX

11

12:

13:

14:

15:

16:

17:

Port D Is an 8-blt Input port that can be used as general

purpose digital inputs.

Port P is a 4-blt output port that can be used as general

purpose data, or selected to be controlled by timers 4

through 7 in order to generate frequency, duty cycle and

pulse width modulated outputs.

POWER SUPPLY PINS

Vcc Positive Power Supply (3V to 5.5V)

GND Ground for On-Chip Logic

DGND Ground for Output Buffers

CLOCK PINS

CKI The Chip System Clock Input

CKO The Chip System Clock Output (inversion of CKI)

Pins CKI and CKO are usually connected across an external

crystal.

CK2 Qock Output (CKI divided by 2)

OTHER PINS

WO This Is an active low open drain output that sig-

nals an Illegal situation has been detected by the

Watch Dog logic.

ST1 Bus Cycle Status Output: Indicates first opcode

fetch.

ST2 Bus Cycle Status Output: Indicates machine

states (skip and interrupt).

oO

•ao
a>o
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Pin Descriptions (continued)

RESET is an active low Input that forces the chip to re-

start and sets the ports In a TRl-STATE® mode.

RDY/HLD has two uses, selected by a software bit. It's ei-

ther a READY input to extend the bus cycle for

slower memories, or a HOLD request input to put

the bus in a high impedance state for DMA pur-

poses.

NC (no connection) unused at this time.

EXM External memory enable (active high) disables

internal ROM and maps it to external memory.

El External interrupt with vector address

FFF1:FFF0.

Plastic and Leadless Chip Carriers

It l2 NC Bi B3 Bs B7 GNO

Is I3 NC Bg B2 B| Be WO CKI

llilililllll
I7 — 8 1 68 62 _ CKO
l6 - ^ lo

Do - 12 58 ^ h
0, - » ST1
D2 - ^ ST2
D3 - — RESET
El — ^ Ao
D, - — Ai

D5 — HPC16040 ^— A2

De - — A3

07 — ^ A,

EXM — ^ As
Po - — As

fz
— 24 46 ^ RDY/HLD

P3 - M CK2
NC — 28 42

— Dghd

lllllllllllllllll
Bl5 Bi3 B11 Bs A,5 A,3 A,, A9 Vcc

Bu B12 B10 Bs An Ai2 Am *i

TL/DD/8340-10

Top View

Order Number HPC16040E or V
S ee NS Pacl<age Number E68A or V68A

48-Pin Pacl<age Description
A 48-pin version of the HPC16040 called the HPC16041 will

be available for applications where the surface mount 68-

pin package is not practical. The 48-pin I-IPC16041 includes

all of the most powerful features of the 68-pin HPC16040
such as:

Port A; (A0-A15) All of Port A has been retained.

PortB: (BO, B2-B6, B10-B12, B15) These pins retain func-

tions such as UART, timer I/O, MICROWIRE/PLUS,
memory expansion, and UPI.

Port D: (D4-D7) Provides four outputs.

Port I: (11-16) Maintains all external internjpt capability,

UART, and MICROWIRE/PLUS.

Port P: (PO, P3) Provides two synchronous timer outputs.

48-Pin Ceramic DIP

B3 — 1
KJ

48 — B,

B2 — 2 47 — Bs

Bo — 3 46 — Be

I2 — 4 45 — WO

I3 - 5 44 — GND

u — 6 43 — CKI

I5 — 7 42 — CKO

Is
— 8 41 — h

Do - 9 40 — RESET

D, — 10 39 — Ao

El — 11 38 — A,

D4 —
Ob
-

12

13
HPC16041

37

36

— Az

— A3

D, — 14 35 — At

EXM — IS 34 — As

Po - 16 33 — As

Ps — 17 32 — Ay

B15 — 18 31 — DONO

B,2 — 19 30 — Vcc

B11 — 20 29 — As

Bio — 21 28 — As

A,s — 22 27 — A,o

Al4 — 23 26 — A11

Al3 - 24 25 — A,2

TL/OO/8340-11

Top View

Order Number HPC16041D
See NS Paci<age Number D48A

The 48-pin package pin arrangement is subject- to change
without notice.

Part Selection
The HPC family includes devices with many different op-

tions and configurations to meet various application needs.

Table I shows the parts that are represented by this data

sheet. The name HPC16040 is used throughout this data

sheet to represent the parts listed.

The following chart identifies the various options available

when ordering HPC family members.

Note: AN options may not currently be available.
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Part Selection (continued)

HPC16040XXX/V1
- Speed in MHz

- Package Type
V = PCC
E = LCC
N = plastic DIP

D = ceramic DIP

- ROM Information

XXX/ = custom masked ROM pattern

U = EPROM (UV light erasable)

E = EEPROM (electrically erasable)

P = PROM (one time programmable)
R = ROMIess

~ Family Member Version

ROM Size, RAM Size (implied for a given family member)
4 = 4k ROM
a = 8k ROM

- Family Member

- Temperature

4 = Commercial (CC to +70°C)
3 = Industrial (-40°C to +85"C)
2 = Automotive (-40°C to +106°C)
1 = Military (-56'C to +126"C)

FIGURE 8. HPC Family Part Numbering Scheme

TABLE I. Part Numbers Represented by This Device Description

o
o

Xoo
a>

oX

Part

Number

Program

Memory
Special

Function
Package

Temperature

Range

HPC16040XXX/V17

HPC16040XXX/E17

4k ROM
4I<R0M

UART, 8 Timers

UART, 8 Timers

68-Pin PCC
68-Pin LCC

-55'Cto-H25°C

-ss^cto-nas-c

HPC16040RV17

HPC16040RE17

ROMIess

ROMIess

UART, 8 Timers

UART, 8 Timers

68-Pin PCC
68-Pin LCC

-55»Cto-l-125°C

-55»CtO-l-125°C

HPC26040XXX/V17

HPC26040XXX/E17

4k ROM
4k ROM

UART, 8 Timers

UART, 8 Timers

68-Pin PCC
68-Pin LCC

-40°Cto-H05''C

-40»Cto-l-105°C

HPC26040RV17

HPC26040RE17

ROMIess

ROMIess

UART, 8 Timers

UART, 8 Timers

68-Pin PCC
68-Pin LCC

-40°CtO-(-105°C

-40°Cto-l-105°C

HPC36040XXX/V17

HPC36040XXX/E17

4k ROM
4k ROM

UART, 8 Timers

UART, 8 Timers

68-Pln PCC
68-Pin LCC

-40°CtO-l-85°C

-40°Cto-l-85»C

HPC36040RV17

HPC36040RE17

ROMIess

ROMIess

UART, 8 Timers

UART 8 Timers

68-Pin PCC
68-Pin LCC

-40'Cto-l-85«C

-40'Cto-l-85''C

HPC46040XXX/V17

HPC46040XXX/E17

4k ROM
4k ROM

UART, 8 Timers

UART, 8 Timers

68-Pin PCC
68-Pln LCC

0°Cto-l-70°C

0°CtO-l-70°C

HPC46040RV17

HPC46040RE17
ROMIess

ROMIess

UART, 8 Timers

UART, 8 Timers

68-Pin PCC
68-Pin LCC

0"'CtO-l-70°C

0°Cto-l-70°C

HPC16041XXX/D17 4k ROM UART, 8 Timers 48-Pin Ceramic DIP -55°Cto-t-125°C

HPC16041RD17 ROMIess UART, 8 Timers 48-Pin Ceramic DIP -55'Cto+125°C

HPC26041XXX/D17 4k ROM UART, 8 Timers 48-Pin Ceramic DIP -40°CtO+105°C

HPC26041RD17 ROMIess UART, 8 Timers 48-Pin Ceramic DIP -40°Cto-l-105°C

HPC36041XXX/D17 4k ROM UART, 8 Timers 48-Pin Ceramic DIP -40°Cto4-85°C

HPC36041RD17 ROMIess UART, 8 Timers 48-Pin Ceramic DIP -40°Cto+85°C

HPC46041XXX/D17 4k ROM UART, 8 Timers 48-Pin Ceramic DIP 0'Cto-l-70«C

HPC46041RD17 ROMIess UART, 8 Timers 48-Pin Ceramic DIP 0°Cto +70°C
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Ports A and B
The highly flexible A and B ports are similariy structured.

The Port A (see Figure 9\, consists of a data register and a

direction register. Port B (see Figure 10) has an alternate

function register in addition to the data and direction regis-

ters. All the control registers are read/write registers.

The associated direction registers allow the port pins to be

individually programmed as inputs or outputs. Port pins se-

lected as inputs, are placed in a TRI-STATE mode by reset-

ting corresponding bits in the direction register.

A write operation to a port pin configured as an input causes

the value to be written into the data register, a read opera-

tion returns the value of the pin. Writing to port pins config-

ured as outputs causes the pins to have the same value,

reading the pins returns the value of the data register.

Primary and secondary functions are multiplexed onto Port

B through the alternate function register (BFUN). The sec-

ondary functions are enabled by setting the corresponding

bits in the BFUN register.

Operating Modes
To offer the user a variety of I/O and expanded memory

options, the HPC16040 has four operating modes. The four

modes are Single-Chip, Expanded, Single-Chip ROMIess,

and Expanded ROMIess. The four modes are determined by

the state of both the External Memory (EXM) pin and the

External Access (EA) bit in the PSW Register. The

HPC16040 System bus consists of port A and four bits of

port B. Port A is defined as the address/data bus and the

four bits of port B are referred to as the control bus.

SINGLE-CHIP MODE
In this mode, the HPC16040 functions as a self-contained

microcomputer. It can address internal memory consisting

of 256 bytes of RAM and 4 kbytes of ROM. All ports are

configured as memory mapped I/O ports. The HPC16040
reads 8 bits or 16 bits of data from the ports, depending on

whether a byte or word format instruction is used (see Fig-

ure 11). The EXM pin and EA bit of the PSW Register are

both logic "0" during Single-Chip mode signifying that on-

chip ROM is being addressed and the range is limited to 4k

(see Table II).

TABLE II. Operating Modes

External Memory

Pin (EXM)

External Access

Bit(EA)
Operation Mode

Single Chip

1 Expanded

1 Single Chip ROMIess

1 1 Expanded ROMIess

EXPANDED MODE
The Expanded mode (see Figures 12 and 13) is entered by

setting the EA bit in the PSW Register. The HPC16040 can

operate within the full 64 kbytes of address space. The 64

kbytes of addressable memory includes all on-chip memory
because the EXM pin is grounded during this mode. The

external memory may be any combination of RAM and

ROM. External memory can be accessed with the data bus

defined as either 8 bits wide or 16 bits wide. The System

bus may be configured in the 8-bit mode by pulling the HBE
pin high at reset. Upon entering the expanded mode, port A

DATA REGISTE

- BUFFER

X

(

y^

t
WRITE PORT

/I

y^'

READREGiSTER

. DIRECTION

BEOISTER

'^
t

WRITE REGISTER

^1 SELECT

"s^lp
TL/DD/8340-13

FIGURE 9. Port A: I/O Structure
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Operating Modes (continued)

PORTB

DRTA FIEGISTEfl

ALTERNATE .

FUHCTIQfl

D̂ini

DIRECTION HEGISTER

WHITE REGISTER

<

SELECT 1^

ALTERNATE

FUNCTION

REGISTBt

S

E-O-g

CDHTBUL HUS SIBNRLS WHEN

UCESSIK EXTERKSL IREHDRT (OUTPUT ONLY)

FIGURE 10. Port B: I/O Structure

TL/DD/8340-14

becomes the Address/Data bus. Four_bits of port B become
ALE, WR, HBE and RD signals. The RD and WR signals are

generated only if the selected address is off-chip. The HBE
is generated only in the 1 6-bit bus configuration.

ROMIess MODES
There are two ROMIess modes; Single-Chip ROIVIIess and

Expanded ROMIess. Both ROMIess modes are entered by

pulling the EXM pin high, (see Figure 12 and 13). The EA bit

in the PSW Register determines whether the HPC16040 ad-

dresses the Single-Chip memory range of 4 kbytes or the

Expanded range of 64 kbytes, (see Table II for this informa-

tion). In both ROMIess modes, the HPC16040 continues to

use the internal 256 bytes of RAM. The external 4k or 64k of

addressed memory may be any combination of RAM and
ROM. The address space con-esponding to internal ROM is

mapped into external memory.

Note: The HPC16040 uses 1 6-bit words for stack memory. Therefore, when
using the 8-bit mode, User's Stack must be in internal RAM.

'CZE^

PORTDj a

Ji.

TJo

TJo
o
oX

co^

TL/DD/8340-15

FIGURE 11. Single-Chip Mode

MODE

-NV

POHTD
I

6 "

•̂

<P^

CTORTP < 4

^

^
Dg-Qg

J
TL/DD/a340-16

FIGURE 12. 8-Bit External Memory
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Operating Modes (continued)

ROMLESS EXP*'

.\ MO

dO
POBTD

I
8 ^

PORTP < 4

»8-»15 \

A0-A7

HBE Bo WS

Ds-Di5

*<'

/ N

fll-Al5

II0-D7

MEMORY WR

OS

A1-A1S

^
Do-B,

TL/DD/8340-17

FIGURE 13. 16-Blt External Memory

Wait States
The HPC16040 provides four software selectable Walt

States that allow access to slower memories. The Wait

States are selected by the state of two bits in the PSW
register. Additionally, the RDY Input may be used to extend

the instruction cycle, allowing the user to Interface with slow

memories and peripherals.

Power Save Modes
Two power saving modes are available on the HPC16040:

HALT and IDLE. In the HALT mode, all processor activities

are stopped. In the IDLE mode, the on-board oscillator and

timer TO are active but all other processor activities are

stopped. In either mode, all on-board RAM, registers and

I/O are unaffected.

HALT MODE
The HPC16040 is placed In the HALT mode under software

control by setting bits in the PSW. All processor activities.

Including the clock and timers, are stopped. In the HALT
mode, power requirements for the HPC16040 are minimal

and the applied voltage (Vcc) may be decreased without

altering the state of the machine. There are two ways of

exiting the HALT mode; via the RESET or the NMI. The

RESET input reinitializes the processor. Use of the NMI in-

put will generate a vectored interrupt and resume operation

from that point with no initialization. The HALT mode can be

enabled or disabled by means of a control register HALT
enable. To prevent accidental use of the HALT mode the

HALT enable register can be modified only once.

IDLE MODE
The HPC16040 is placed in the IDLE mode through the

PSW. In this mode, all processor activity, except the on-

board oscillator and Timer TO, is stopped. The HPC16040

resumes normal operation upon timer TO overflow. As with

the HALT mode, the processor is returned to full operation

by the RESET or NMI inputs, but without waiting for oscilla-

tor stabilization.

HPC16040 Interrupts
Complex interrupt handling is easily accomplished by the

HPC16040's vectored interrupt scheme. There are eight

possible interrupt sources as shown in Table III.

TABLE III. Interrupts

Vector Interrupt Arbitration

Address Source Ranking

$FFFF:FFFE RESET
$FFFD:FFFC Nonmasliable external on

rising edge of 11 pin

1

$FFFB:FFFA External interrupt on 12 pin 2

$FFF9:FFF8 External interrupt on 13 pin 3

$FFF7:FFF6 External interrupt on 14 pin 4

$FFF5:FFF4 Overflow on internal timers 5

$FFF3:FFF2 Internal on the DART
transmit/receive complete 6

$FFF1:FFF0 External interrupt on El pin 7

5-14



Interrupt Arbitration
The HPG1 6040 contains arbitration logic to determine which
interrupt will be serviced first If two or more interrupts occur

simultaneously. The arbitration ranking is given in Table III.

The interrupt on Reset has the highest rank and is serviced

first.

Interrupt Processing
Interrupts are serviced after the current instruction is com-
pleted except for the RESET, which is serviced immediately.

RESET is a level-sensitive intemjpt. All other interrupts are

edge-sensitive. NMI is positive-edge sensitive. The external

Interrupts on 12, 13 and 14 can be software selected to be
rising or falling edge.

Interrupt Control Registers
The HPC16040 allows the various interrupt sources and
conditions to be programmed. This is done through the vari-

ous control registers. A brief description of the different con-

trol registers is given below.

INTERRUPT ENABLE REGISTER (ENIR)

RESET and the External Interrupt on 11 are non-maskable

interrupts. The other interrupts can be individually enabled

or disabled. Additionally, a Global Interrupt Enable Bit in the

ENIR Register allows the Maskable inten-upts to be collec-

tively enabled or disabled. Thus, in order for a particular

interrupt to be serviced, both the individual enable bit and
the Global Inten-upt bit (GIE) have to be set.

INTERRUPT PENDING REGISTER (IRPD)

The IRPD register contains a bit allocated for each intemjpt

vector. The occurrence of specified inten-upt trigger condi-

tions causes the appropriate bit to be set. There is no indi-

cation of the order in which the interrupts have been re-

ceived. The bits are set independently of the fact that the
interrupts may be disabled. IRPD is a Read/Write register.

The bits corresponding to the maskable, external inten-upts

are normally cleared by the HPC16040 after servicing the
interrupts.

For the internjpts from the on-board peripherals, the user
has the responsibility of resetting the intemjpt pending flags

through software.

INTERRUPT CONDITION REGISTER (IRCD)

Three bits of the register select the input polarity of the

external interrupt on 12, 13, and 14.

Servicing the Interrupts
The Interrupt, once acknowledged, pushes the program
counter (PC) onto the stack thus incrementing the stack
pointer (SP) twice. The Global Inten-upt Enable (GIE) bit is

reset, thus disabling further interrupts. The program counter
is loaded with the contents of the memory at the vector

address and the processor resumes operation at this point.

At the end of the interrupt service routine, the user does a
QCTI Incfr,

11^ oiaviv, SOI uic uic uii aDU rtjiufd

to the main program. The GIE bit can be set in the interrupt

service routine to nest interrupts if desired. Figure 14 shows
the Interrupt Enable Logic.

Reset
The RESET input initializes the processor and sets ports A,

B, and P in the TRI-STATE condition. RESET is an active-

low Schmitt trigger input. The processor vectors to

FFFF:FFFE and resumes operation at the address con-

tained at that memory location.

oO

X
o
o>o
oX

FIGURE 14. Interrupt Enable Logic

TL/DD/8340-18

5-15



Xo
o
<o

u
a.

(D

u
Q.z

Timer Overview
The HPC16040 contains a powerful set of flexible timers

enabling the HF^16040 to perform extensive timer func-

tions; not usually associated with microcontrollers.

The HPC16040 contains eight 16-btt timers. Each timer has

an associated 16-bit register. Timer TO Is a free-njnning tim-

er, counting up at a fixed CKI/16 (Clock Input/16) rate. It is

used for Watch Dog logic, high speed event capture, and to

exit from the IDLE mode. Consequently, it cannot be

stopped or written to under software control. Timer TO per-

mits precise measurements by means of the capture regis-

ters I2CR, I3CR, and I4CR. A control bit in the register

TMMODE configures timer T1 and its associated register

R1 as capture registers I3CR and I2CR. The capture regis-

ters I2CR, I3CR, and I4CR respectively, record the value of

timer TO when specific events occur on the intemipt pins 12,

13, and 14. The control register IRGD programs the capture

registers to trigger on either a rising edge or a falling edge of

its respective input. The specified edge can also be pro-

grammed to generate an interrupt (see Figure IS).

The timers T2 and T3 have selectable clock rates. The

clock input to these two timers may be selected from the

following two sources: an external pin, or derived internally

by dividing the clock input. Timer T2 has additional capabili-

ty of being clocked by the timer T3 underflow. This allows

the user to cascade timers T3 and T2 into a 32-bit timer/

counter. The control register DIVBY programs the clock in-

put to timers T2 and T3 (see Rgure 16).

The timers T1 through T7 in conjunction with their registers

forni Timer-Register pairs. The registers hold the pulse du-

ration values. All the Timer-Register pairs can be read from

or written to. Each timer can be started or stopped under

software control. Once enabled, the timers count down, and

upon underflow, the contents of its associated register are

automatically loaded into the timer.

Hnh—

u
«:::]:---";

TUOD/8340-19

FIGURE IS. Timers T0-T1 Block

SYNCHRONOUS OUTPUTS
The flexible timer structure of the I-IPC16040 simplifies

pulse generation and measurement. There are four syn-

chronous timer outputs (TSO through TS3) that work in con-

junction with the timer T2. The synchronous timer outputs

can be used either as regular outputs or individually pro-

grammed to toggle on timer T2 underflows (see Figure 16).

Timer/register pairs 4-7 form four identical units which can

generate synchronous outputs on port P (see Figure IT).

TL/DD/8340-20

FIGURE 16. Timers T2-T3 Block
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Timer Overview (continued)

«l

«1
f5>Z, T4.T7

r {ih^,j
I-T7

OUT

«l PW
MODE

Timer-Register pairs 4 througli 7 are idenScal.

TUDD/8340-21

FIGURE 17. Timers T4-T7 Block

Timer Registers
There are four control registers ttiat program the timers. The

divide by (DIVBY) register programs the clocl< input to tim-

ers T2 and T3. The timer mode register (TMMODE) contains

control bits to start and stop timers T1 through T3. It also

contains bits to latch and enable interrupts from timers TO
through T3. The control register PWMODE similarly pro-

grams the pulse width timers T4 through T7 by allowing

them to be started, slopped, and to latch and enable inter-

rupts on underflows. The PORTP register contains bits to

preset the outputs and enable the synchronous timer output

functions.

Timer Applications
The use of Pulse Width Timers for the generation of various

waveforms is easily accomplished by the HPC1 6040.

Frequencies can be generated by using the timer/register

pairs. A square wave is generated when the register value is

a constant. The duty cycle can be controlled simply by

changing the register value.

T20UT

|-Tp-4^Tp-H

TL/DD/B340-22

FIGURE 18. Square Wave Frequency Generation

Synchronous outputs based on Timer T2 can be generated

on the 4 outputs TS0-TS3. Each output can be Individually

programmed to toggle on T2 underflow. Register R2 con-

tains the time delay between events. Figure 19 Is an exam-

ple of synchronous pulse train generation.

Watch Dog Logic
The Watch Dog Logic monitors the operations taking place

and signals upon the occurrence of any illegal activity. The
Illegal conditions that trigger the Watch Dog logic are poten-

tially infinite loops and illegal addresses. Should the Watch

Dog register not be written to before Timer TO overflows

p-Ta
!

' n-

n
l-Tc-H—TH

n
KTe-^-^TlH

FL
Tg-H K—t-™

TS3

TL/DD/8340-23

FIGURE 19. Synchronous Pulse Generation

twice, or more often than once every 4096 counts, an Infi-

nite loop condition Is assumed to have occurred. An illegal

condition also occurs when the processor generates an off-

chip address when In the Single-Chip mode. The illegal con-

dition forces the Watch Out (WO) pin low. The WO pin Is an

open drain output and can be connected to the RESET or

NMI Inputs or to the users external logic.

IVIICROWIRE/PLUS
MICROWIRE/PLUS is used for synchronous serial data

communications (see Figure 20). MICROWIRE/PLUS has

an 8-bit parallel-loaded, serial shift register using SI as the

Input and SO as Vne output. SK Is the clock for the serial

shift register (SIO). The SK clock signal can be provided by

an Internal or external source. The internal clock rate Is pro-

grammable by the DIVBY register. A DONE flag Indicates

when the data shift is completed.

TL/DD/8340-24

FIGURE 20. MICROWIRE/PLUS

The MICROWIRE/PLUS capability enables It to interface

with any of National Semiconductor's MICROWIRE periph-

erals (i.e., A/D converters, display drivers, EEPROMs).

Zoo
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MICROWIRE/PLUS Operation
The HPC16040 can enter the MICROWIRE/PLUS mode as

the master or a slave. A control bit in the IRCD register

determines whether the HPC16040 Is the master or slave.

The shift clock is generated when the HPC16040 is config-

ured as a master. An externally generated shift clock on the

SK pin is used when the HPC16040 is configured as a slave.

When the HPC16040 is a master, the DIVBY register pro-

grams the frequency of the SK clock. The DIVBY register

allows the SK clock frequency to be programmed in 15 se-

lectable steps from 64 Hz to 1 MHz with CKI at 17.0 MHz.

The contents of the SIO register may be accessed through

any of the memory access instructions. Data waiting to be

transmitted in the SIO register is clocked out on the falling

edge of the SK clock. Serial data on the SI pin is clocked in

on the rising edge of the SK clock.

MICROWIRE/PLUS Application
F^re 21 illustrates a MICROWIRE/PLUS arrangement for

an automotive application. The microcontroller-based sys-

tem could be used to interface to an Instrument cluster and

various parts of the automobile. The diagram shows two

HPC16040 mterocontrollers interconnected to otfier Ml-

CROWIRE peripherals. HPC16040 #1 is set up as the mas-
ter and initiates all data transfers. HPC1604O #2 is set up

as a slave answering to the master.

The master microcontroller interfaces the operator with the

system and could also manage the instalment cluster in an
automotive application. Information is visually presented to

the operator by means of a VF display controlled by the

COP470 display driver. The data to be displayed is sent

serially to the COP470 over the MICROWIRE/PLUS link.

Data such as accumulated mileage could be stored and re-

trieved from the EEPROM COP494. The slave HPC16040
could be used as a fuel injection processor and generate

timing signals required to operate the fuel valves. The mas-

ter processor could be used to periodically send updated

values to the slave via the MICROWIRE/PLUS link. To
speed up the response, chip select logic is Implemented by

connecting an output from the master to the external inter-

rupt input on the slave.

SYSTEM /^ \

HPCieiMOtI

MASTER

C ,^ mCJUWIRE/PLUS

II—

HPC16040»2

SLAVE

'''' "V SYSTEM
Sj—/ I/O

SK

01

COP470

DISPLAY OniVER

E^ROM

FIGURE 21. MICROWIRE/PLUS Application

TL/DO/8340-26
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HPC16040 UART
The HPC16040 contains a software programmable UART.

The UART (see Figure 22) consists of a transmit shift regis-

ter, a receiver shift register and five addressable registers,

as follows: a transmit buffer register (TBUF), a receiver buff-

er register (RBUI^, a UART control and status register

(ENU), a UART receive control and status register (ENUR)

and a UART interrupt and clock source register (ENUI). The

ENU register contains flags for transmit and receive func-

tions; this register also determines the length of the data

frame (8 or 9 bits) and the value of the ninth bit in transmis-

sion. The ENUR register flags framing and data overrun er-

rors while the UART is receiving. Other functions of the

ENUR register include saving the ninth bit received in the

data frame and enabling or disabling the UART's Wake-up

Mode of operation. The determination of an internal or ex-

ternal clock source is done by the ENUI register, as well as

selecting the number of stop bits and enabling or disabling

transmit and receive interrupts.

The baud rate clock for the Receiver and Transmitter can

be selected for either an internal or external source using

Lwu una I
EMI ;rnai uauu roi8 iS pfC

grammed by the DIVBY register. The baud rate may be se-

lected from a range of 8 Hz to 64 kHz in binary steps or T3

underflow. By selecting a baud rate crystal, all standard

baud rates from 75 baud to 38.4 kBaud can be generated.

The external baud clock source comes from the CKX pin.

The Transmitter and Receiver can be run at different rates

by selecting one to operate from the internal clock and the

other from an external source.

The HPC16040 UART supports two data formats. The first

format for data transmission consists of one start bit, eight

data bits and one or two stop bits. The second data format

for transmission consists of one start bit, nine data bits, and

one or two stop bits. Receiving formats differ from transmis-

sion only in that the Receiver always requires only one stop

bit in a data frame.

UART Wake-up Mode
The HPC16040 UART features a Wake-up Mode of opera-

tion. This mode of operation enables the HPC16040 to be

networked with other processors. Typically in such environ-

ments, the messages consist of addresses and actual data.

Addresses are specified by having the ninth bit in the data

frame set to 1 . Data in the message is specified by having

the ninth bit in the data frame reset to 0.

The UART monitors the communication stream looking for

addresses. When the data word with the ninth bit set is

received, the UART signals the HPC16040 with an interrupt.

The processor then examines the content of the receiver

buffer to decide whether it has been addressed and whether

to accpet subsequent data.

TL/DD/8340-26

FIGURE 22. UART Block Diagram
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Universal Peripheral Interface
The Universal Peripheral Interface (DPI) allows the

HPC16040 to be used as an intelligent peripheral to another

processor. The UPI could thus be used to tightly link two

HPC16040's and set up systems with very high data ex-

change rates. Another area of application could be where a

HPC16040 is programmed as an intelligent peripheral to a

host system such as the Series 32000 microprocessor. Fig-

ure 23 Illustrates how a HPC1 6040 could be used an an

intelligent peripherial for a Series 32Q00-based application.

The interface consists of a Data Bus (port A), a ReadStrobe

(URD), a Write Strobe (iJWR) , a Read Ready Line (RDRDY),

a Write Ready Line (WRRDY) and one Address Input (UAO).

The data bus can be either eight or sixteen bits wide.

The URD and UWR inputs may be used to interrupt the

HPC1 6040. The RDRDY and WRRDY outputs may be used

to interrupt the host processor.

The UPI contains an Input Buffer (IBUF), an Output Buffer

(OBUF) and a Control Register (UPIC). In the UPI mode,

port A on the HPC16040 is the data bus. UPI can only be

used if the HPC16040 is in the Single-Chip mode.

Shared Memory Support
Shared memory access provides a rapid technique to ex-

change data. It is effective when data is moved from a pe-

ripheral to memory or when data is moved between bloclts

of memory. A related area where shared memory access

proves effective is in multiprocessing applications where

two CPUs share a common memory block. The HPC16040
supports shared memory access with two pins. The pins are

the RDY/HLD input pin and the HLDA output pin. Tfie user

can software select either the Hold or Ready function by the

state of a control bit. The HLDA output is multiplexed onto

port B.

The host uses DMA to interface with the H

P

CI 6040. The
host initiates a data transfer by activating the HLD input of

the HPC16040. In response, the HPC16040 places its sys-

tem bus in a TRI-STATE Mode, freeing it for use by the host

The host waits for the acknowledge signal (HLDA) from the

HPC16040 indicating that the sytem bus is free. On receiv-

ing the acknowledge, the host can rapidly transfer data into,

or out of, the shared memory by using a conventional DMA
controller. Upon completion of the message transfer, the

host removes the HOLD request and the HPC16040 re-

sumes normal operations.

Figure 24 illustrates an application of the shared memory
interface between the HPC16040 and a Series 32000 sys-

tem.

Memory
The HPC16040 has been designed to offer flexibility in

memory usage. A total address space of 64 kbytes can be

addressed with 4096 bytes of ROM and 256 bytes of RAM
available on the chip itself. The ROM may contain program

instructions, constants or data. The ROM and RAM share

the same address space allowing instructions to be execut-

ed out of RAM.

Program memory addressing is accomplished by the 16-bit

program counter on a byte basis. Memory can be addressed

directly by instructions or indirectly through the B, X and SP
registers. Memory can be addressed as words or bytes.

Words are always addressed on even-byte boundaries. The
HPC16040 uses memory-mapped organization to support

registers, I/O and on-chip peripheral functions.

The HPC16040 memory address space extends to 64
kbytes and registers and I/O are mapped as shown in Table

IV.

SERIES 32«M
SYSTEM ^

• CPU
• TCU

•ICU
• MEMonv

SYSTEM
MASTER

TL/DD/8340-27

FIGURE 23. HPC16040 as a Peripheral: (UPI Interface to Series 32000 Application)
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Shared Memory Support (continued)

CPU1

SERIES 32000
HOST SYSTEM

• CPU

TCU
DMACONTIiOLIfn c

CPU2

REMOTE
HPCieOW

ADDRE55/0ATABUS iI)[°3C^

RD,WR,ALE,HBE

^

2Z
SHARED

MEMORY

o
o

X
•oo
a>o
oX

TI /nn/ftfun-M

FIGURE 24. Shared Memory Application: HPC16040 Interface to Series 32000 System

TABLE IV. Memory Map

FFFF:FFFO Interrupt Vectors

FFERFFDO JSRP Vectors

FFCFrFFCE
On-Chip ROM

F001:FOOO

EFFF:EFFE
External Expansion

USER MEMORY

0201:0200 Memory

OIFROIFE
On-Chip RAM

01C1:01C0

0195:0194 Watchdog Address Watchdog Logic

0192 T1CON Register

0191:0190 TMMODE Register

018F:018E DIVBY Register

018D:018C T3 Timer

018B:0ieA R3 Register
Timer Blocl^ T0:T3

0189:0188 T2 Timer

0187:0186 R2 Register

0185:0184 I2CR Register/ R1

0183:0182 I3CR Register/ TI

0181:0180 I4CR Register

0153:0152 Port P Register

0151:0150 PWMODE Register

014F:014E R7 Register

014D:014C T7 Timer

014B:014A R6 Register Timer Block T4:T7
0149:0148 T6 Timer

0147:0146 R5 Register

0145:0144 T5 Timer

0143:0142 R4 Register

0141:0140 T4 Timer

0128
0126
0124
0122
0120

ENUR Register

TBUF Register

HBUF Register

ENUl Register

ENU Register

UART

0104 Port D Input Register

0OF5:OOF4

0OF3:OOF2
0OF1:O0F0

BFUN Register

DIR B Register

DIR A Register /IBUF

PORTS A & B
CONTROL

00E7:00E6 UPIC Register UP! CONTROL

00E3:00E2
O0E1:OOE0

Ports
PortA/OBUF

PORTS A & B

OODE
OODD:OODC
00D8
00D6
00D4
00D2
OODO

Microcode ROM Dump
HALT Enable Register

Port 1 Input Register

SIO Register

IRCD Register

IRPD Register

ENIR Register

PORT CONTROL
& INTERRUPT
CONTROL
REGISTERS

OOCF:OOCE
OOCD:OOCC
OOCB:OOCA
00C9:00C8
00C7:00C6
00C5:00C4
00C3:00C2
OOC1:O0CO

X Register

B Register

K Register

A Register

PC Register

SP Register

(reserved)

PSW Register

HPC1 6040 CORE
REGISTERS

00BF:0OBE

0001:0000

On-Chip

RAM USER RAM
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HPC16040 CPU Indirect

i The HPC16040 CPU has a 16-bit ALU and six 16-bit regis-

ters

The instruction contains an 8-bit address field. The contents

of the WORD addressed points to the memory for the oper-

and.

Indexed
a.X Arithmetic Logic Unit (ALU)

^ The ALU is 16 bits wide and can do 16-bit add, subtract and The instruction contains an 8-bit address field and an 8- or

o
to

shift or logic AND, OR and exclusive OR in one timing cycle.

The ALU can also output the carry bit to a 1-bit C register.
16-bit displacement field. The contents of the WORD ad-

dressed is added to the displacement to get the address of

2 Accumulator (A) Register the operand.

X The 16-bit A register is the source and destination register Immediate
for most I/O, arithmetic, logic and data memory access op- The instruction contains an 8-bit or 16-bit immediate field

erations.
that is used as the operand.

Address (B and X) Registers Register Indirect (Auto Increment and Decrement)

The 16-bit B and X registers can be used for indirect ad- The operand is the memory addressed by the X register.

dressing. They can automatically count up or down to se- This mode automatically increments or decrements the X
quence through data memory. register (by 1 for bytes and by 2 for words).

Boundary (K) Register Register Indirect (Auto Increment and Decrement) with

The 16-bit K register is used to set limits in repetitive loops Conditional Skip

of code as register B sequences through data memory. The operand is the memory addressed by the B register.

Stack Pointer (SP) Register This mode automatically increments or decrements the B

The 16-bit SP register is the stack pointer that addresses
register (by 1 for bytes and by 2 for words). The B register is

the stack. The SP register is incremented by two for each
then compared with the K register. A skip condition is gener-

push or call and decremented by two for each pop or retum.
ated If B goes past K.

The stack can be placed anywhere in user memory and be ADDRESSING MODES—DIRECT MEMORY AS
as deep as the available memory permits. DESTINATION

Program (PC) Register Direct Memory to Direct Memory

The 16-blt PC register addresses program memory. The instruction contains two 8- or 16-bit address fields. One
field directly points to the source operand and the other field

Addressing Modes directly points to the destination operand.

Immediate to Direct Memory
ADDRESSING iMODES—ACCUMULATOR AS
DESTINATION

The instruction contains an 8- or 16-bit address field and an
8- or 16-bit immediate field. The immediate field is the oper-

Register indirect and and the direct field is the destination.

This is the "normal" mode of addressing for the HPC16040
(instnjctions are single-byte). The operand is the memory

Double Register Indirect Using the B and X Registers

addressed by the B register (or X register for some instruc- Used only with Reset, Set and IF bit instnjctions; a specific

tions). bit within the 64 kbyte address range is addressed using the

Direct
B and X registers. The address of a byte of memory is

fomned by adding the contents of the B register to the most
The instruction contains an 8-bit or 16-bit address field that significant 1 3 bits of the X register. The specific bit to be
directly points to the memory for the operand. modified or tested within the byte of memory is selected

using the least significant 3 bits of register X.

HPC instruction Set Description

Mnemonic Description Action

ARITHMETIC INSTRUCTIONS

ADD Add MA -1- MemI —* MA carry —» C
ADC Add with carry MA-)-Meml-l-C-*MA carry—>-C
DADC Decimal add with carry MA+Meml+C-^ MA (Decimal) carry —» C
SUBC Subtract with carry MA-Meml + C-* MA carry—»C
DSUBC Decimal subtract w/carry MA-Meml-I-C^ MA (Decimal) cany —»• C
MULT Multiply (unsigned) MA'MemI -* MA & X, ^ K, ^ C
DIV Divide (unsigned) MA/MemI -* MA, rem. -> X, -» K, -» C

IFEQ If equal Compare MA & MemI, Do next if equal

IFGT If greater than Compare MA & MemI, Do next if MA -> MemI

AND Logical and MA and MemI -^ MA
OR Logical or MA or MemI -» MA
XOR Logical excluslve-or MA xor MemI —> MA
MEMORY MODIFY INSTRUCTIONS

|

INC Increment Mem + 1 —* Mem
DECSZ Decrement, skip if Mem - 1 —» Mem, Skip next if Mem =
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HPC Instruction Set Description (continued)

Mnemonic Description Action 1

BIT INSTRUCTIONS

SET Set bit 1 -^ Mem.bit (bit is to 7 immediate)

RESET Reset bit -» Mem.bit

IF If bit If Mem.bit is true, do next Instr.

MEMORY TRANSFER INSTRUCTIONS
|

LD Load MemI -^ MA
Load, incr/decr X MemPO -* A, X ±1 (or2) -» X

ST Store to Memory MA -> Mem
X Exclnange A *—* Mem; Mem *—* Mem

Exchange, incr/decr X A <—* Mem(X), X ± 1 (or 2)^ X

PUSH Push Memory to Stacl< W->-W(SP),SP+2^SP
POP Pop Stacl< to Memory SP-2-»-SP,W(SP)-^W

LDS Load A, incr/decr B, Mem(B) -» A, B ± 1 (or 2)^ B,

Sl<ip on condition Skip next if B greater/less than K

xs Exchange, incr/decr B, Mem(B) «—»• A.B ± 1 (or 2) -» B,

Sl(ip on condition Skip next if B greater/less than K

REGISTER LOAD IMMEDIATE INSTRUCTIONS

LDA Load A immediate imm—>-A
LDB Load B immediate imm—» B

LDK Load K immediate imm—>-K
LDX Load X immediate imm—>X
LDBK Load B and K immediate imm —* B.imm' —* K

ACCUMULATOR AND C INSTRUCTIONS

CLRA Clear A O^A
iNCA Increment A A+ 1^A
DEC A Decrement A A- 1-»A
COMPA Complement A 1 's complement of A —» A
SWAP A Swap nibbles of A A1 5:1 2 «- A1 1 :8 <- A7:4 (—> A3:0

RRCA Rotate A right thru G C-»-A15 -»... -*AO^C
PLC A Rotate A left thru C C*-M5 *- ... *-M}*-C
SHRA Shift A right 0-»-A15-> ... ^AO-»C
SHLA Shift A left C<-A15-«- ... •(-AO-f-O

SETC SetC 1 ->-C

RESET

C

Reset C O^C
IPC IPC Do next If C = 1

IFNC IF not C Do next If C =

TRANSFER OF CONTROL INSTRUCTIONS

JSRP Jump subroutine from table PC -»• W(SP),SP + 2 -^ SP

W(table#) -»• PC

JSR Jump subroutine relative PC -> W(SP),SP+ 2 -^ SP,PC-I- # ^ PC
(#is+ 1024 to -1023)

JSRL Jump subroutine long PC -* W(SP),SP+2^ SP,PC-I- # -> PC

JP Jump relative short RC-l- # ^ PC(# is +32 to -31)

JiUIP Jump relative PC+ # -* PC(#iS +256 to -255)

JIWPL Jump relative long PC+ # -> PC
JID Jump indirect at PC + A PC+A+1^PC
JiDW then Mem(PC)+ PC ^- PC

NOP No Operation PC «- PC + 1

RET Return SP-2^SP,W(SP)-*PC
RETS Return then sl^ip next SP-2 -> SP,W(SP) -» PC, & skip

RETi Return from Intenupt SP-2^ SP,W(SP) -» PC, interrupt re-enabled

Note: W is 16-bit word of memory

MA is Accumulator A or direct memory (8 or 16-bit)

Mem is 8-bit byte or 16-bit word of memory

MemI is 8- or 1 6-bit memory or 8 or 1 6-bit immediate data

imm is 8-bit or 16-bit immediate data

oo
o

oo

oX

5-23



Xo
Tl-o
(O

O
Q.

U
Q.X

Memory Usage

Number Of Bytes For Each Instruction (number in parenthesis is 1 6-Bit field)

Using Accumulator A To Direct Memory

Reg indlr.

(B) (X)

Direct Indlr Index Immed. Direct Immed.

LD

X

ST

2(4)

2(4)

2(4)

4(5)

4(5)

4(5)

2(3) 3(5) 5(6) 3(4) 5(6)

ADC
SBC
DADC
DSBC
ADD
MULT
DIV

3(4)

3(4)

3(4)

3(4)

3(4)

3(4)

3(4)

4(5)

4(5)

4(5)

4(5)

4(5)

4(5)

4(5)

4(5)

4(5)

4(5)

4(5)

2(3)

2(3)

2(3)

4(5)

4(5)

4(5)

4(5)

4(5)

4(5)

4(5)

5(6)

5(6)

5(6)

5(6)

5(6)

5(6)

5(6)

4(5)

4(5)

4(5)

4(5)

4(5)

4(5)

4(5)

5(6)

5(6)

5(6)

5(6)

5(6)

5(6)

5(6)

IFEQ

IFGT

AND
OR
XOR

3(4)

3(4)

3(4)

3(4)

3(4)

4(5)

4(5)

4(5)

4(5)

4(5)

2(3)

2(3)

2(3)

2(3)

2(3)

4(5)

4(5)

4(5)

4(5)

4(5)

5(6)

5(6)

5(6)

5(6)

5(6)

4(5)

4(5)

4(5)

4(5)

4(5)

5(6)

5(6)

5(6)

5(6)

5(6)

*8-blt direct address

••16-bit direct a

Instructions that modify memory directly Immediate Load Instructions

(B) (X) Direct Indlr Index B&X

SET
RESET
IF

1

1

1

2

2

2

3(4)

3(4)

3(4)

3

3

3

4(5)

4(5)

4(5)

1

1

1

DDSZ
INCD

3

3

3

3

2(4)

2(4)

3

3

4(5)

4(5)

Immed.

LDB,*

LDX,*

LDK,'

2(3)

2(3)

2(3)

LDBK,*,* 3(5)

Register Indirect Instructions with

Auto Increment and Decrement

Register B With Skip

(B-t-) (B-)

LDS A,*

XSA,'

1

1

1

1

Register X

(X + ) (x-)

LDA,'

XA,*

1

1

1

1

nstructions Using A and C

CLR A
INC A
DEC A
COiyP A
SWAP A
RRC A
RLC A
SHR A
SHL A
SET C
RESET C
IF C
IFN C

Stack Reference InstructlorIS

Direct

PUSH 2

POP 2

Transfer of Control Instructions

JSRP 1

JSR 2

JSRL 3

JP 1

JMP 2

JMPL 3

JID 1

JIDW 1

NOP 1

RET 1

RETS 1

RET! 1
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Code Efficiency
One of the most important criteria of a single chip microcon-

troller is code efficiency. The more efficient the code, the

more features that can be put on a chip. The memory size

on a chip is fixed so if code is not efficient, features may
have to be sacrificed or the programmer may have to buy a
larger, more expensive version of the chip.

The HPC16040 has been designed to be extremely code-

efficient. The HPC16040 lool<s very good in all the standard

coding benchmarks; however, it is not realistic to rely only

on benchmarl<s. Many large jobs have been programmed

onto the HPG16040, and the code savings over other popu-

lar microcontrollers has been considerable—often the jobs

take less than one-half the memory!

Reasons for this saving of code include the following:

SINGLE BYTE INSTRUCTIONS

The majority of instructions on the HPC16040 are single-

byte. There are two especially code-saving instructions:

JP is a 1-byte jump. True, it can only jump within a range of

plus or minus 32, but many loops and decisions are often

within a small range of program memory. Most other micros

need 2-byte instructions for any short jumps.

JSRP is a 1-byte call subroutine. The user makes a table of

his 16 most frequently called subroutines and these calls

will only take one byte. Most other micros require two and

even three bytes to call a subroutine. The user does not

have to decide which subroutine addresses to put into his

table; the assembler can give him this information.

EFFICIENT SUBROUTINE CALLS

The 2-byte JSR instructions can call any subroutine within

plus or minus 1 k of program memory.

MULTIFUNCTION INSTRUCTIONS FOR DATA MOVE-
MENT AND PROGRAM LOOPING

The HPC16040 has single-byte instructions that perform

multiple tasks. For example, the XS instruction will do the

following:

1

.

Exchange A and memory pointed to by the B register

2. Increment the B register

3. Compare the B register versus the K register

4. Generate a conditional skip if B is greater than K

The value of this multipurpose instruction becomes evident

when looping through sequential areas of memory and exit-

ing when the loop is finished.

BIT MANIPULATION INSTRUCTIONS

Any bit of memory, I/O or registers can be set, reset or

tested by the single byte bit instructions. The bits can be

addressed directly or indirectly. Since all registers and I/O

are mapped into the memory, it is very easy to manipulate

specific bits to do efficient control.

DECIMAL ADD AND SUBTRACT
This instruction is needed to interface with the decimal user

world.

It can handle both 16-bit words and 8-bit bytes.

The 16-bit capability saves code since many variables can
be stored as one piece of data and the programmer does
not have to break his data into two bytes. Many applications

store most data in 4-digit variables. The HPC16040 supplies

8-bit byte capability for 2-digit variables and literal variables.

MULTIPLY AND DIVIDE INSTRUCTIONS

The HPG16040 has 16-bit multiply and divide instructions.

This saves both code and time. Multiply and divide can use

immediate data or data from memory. The ability to multiply

and divide by immediate data saves code since this function

is often needed for scaling, base conversion, computing in-

dexes of an-ays, etc.

Development Support
The MOLE (Microcontroller On-Line Emulator) is a low cost

development system and emulator for all microcontroller

products. These include COPs, TMP, 8050U and the HPC
Family of Products. The MOLE consists of a BRAIN Board,

Personality Board and optional host software.

The purpose of a MOLE is to provide the user with a tool to

write and assemble code, emulate code for the target micro-

controller and assist in both the software & hardware de-

bugging of the system.

It is a self-contained computer with its own firmware which

provides for all system operation, emulation control, com-

munication, PROM programming and diagnostic operations.

It contains three serial ports because multiple ports are usu-

ally needed to optionally connect to a terminal, a host sys-

tem, a printer or modem, or to connect to other MOLEs in a

multi-MOLE environment.

MOLE can be used in either a stand alone mode or in con-

junction with selected host systems, i.e., those using CP/M
or PC-DOS. Communicating via RS-232 port.

Dial-A-Helper is a service provided by the MOLE applica-

tions group. If a user Is having difficulty in getting a MOLE to

operate in a particular mode or it is acting peculiar, he can

contact us via his system and a modem. He can leave mes-

sages on our electronic bulletin board vrfiich we will respond

to, or he can arrange for us to actually take control of his

system via modem for debugging purposes.

The applications group can then cause his system to exe-

cute various commands and try to resolve the customer's

problem by actually getting the customer's system to re-

spond. 99% of the time the problem is resolved. This allows

us to respond in minutes instead of days when applications

help is needed.

•ao
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PRELIMINARY

NS405/NS32405-Series Display/Terminal Management
Processor (TMP)

• Baud Rate Generator

• Interrupt Controller

• Parallel I/O Controller

• Timer

General Description
The NS405 is a CRT terminal controller on a chip. It is a

microcomputer system which replaces the following LSI cir-

cuits commonly found in a CRT data terminal:

• Microcomputer

• CRT Controller

• DMA Controller

• Character Generator

• UART

In addition the NS405 includes powerful attribute logic, two

graphics display modes, and fast video output circuits.

The NS405 is primarily intended for use in low-cost termi-

nals, but contains many features which mal<e it a superior

building block for "smart" terminals and word processing

systems.

The NS405 interfaces easily to the display monitor, key-

board, display memory, and I/O ports. The architecture and

instruction set are derived from the 8048-series microcon-

trollers. The instruction set has been enhanced and the ar-

chitecture tailored to allow the NS405 CPU to efficiently

manage a large display memory and an extensive interrupt

environment.

The TMP can be used to easily and inexpensively add a

display to many systems where it was previously impracti-

cal, it is not limited to terminal applications.

Features
Enhanced 8048 instruction set and architecture

Up to 8k X 8 ROM external with ROM expand bus

On-board RAM 64 x 8

Programmable display format

On-board video memory management unit

16-bit bidirectional display memory bus (direct video

and attribute RAM interface)

Built-in timer

Real-time clock (may tie programmed for 1 Hz)

Video control signals

Eight independent attributes

Pixel and block graphics display modes

Programmable cursor characteristics

Programmable CRT refresh rate

Light pen feature

UART, programmable baud rate up to 19.2k baud

Character generator (128 characters 7x11 max)

Single S-voK supply @ 110 mA (typ)

Up to 18 MHz video dot rate (12 MHz CPU clock)

48-pin package

8-blt parallel I/O port (multiplexed with external ROM)

Extensive I/O expansion capat>illties

Block and Connection Diagrams

S(-

S0<

HUM, ^113,
liim, [^ Houi

V0I)-U07,

EA "^ pHLE PSENRD

CPU
64x1 RAM

VIDEO

IZa-CHAAACTER

GENERKTOil

-X1U.1

-xm2
-RESET

»ss

Vcc

»V0

HS

O I i
5Bg-SBi9 n CLK BSmSi

wsx

VIDEO

OUT

EXTERNAL
VIDEO RAM

S8C-i

sw
SB7

an

17
VID ClK/fTCiS

—

RAM ALE-^

RATwIi-^

RAMRD—

XTAL1-

GND-^

Ty :Vcc

RE7-I/07

REe-MK
RES - MS

— RE4-U04

RE9-IP
-REU-iiiTfi

- REIT - SC CU

SO

RKET

RB

^VO
— iiiTHiaRrcaf

Top View TL/DD/5526-2
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Absolute Maximum Ratings
Specifications for Military/Aerospace products are not Power Dissipation 1 .5W

contained in this dataslieet. Refer to the associated -ea, si and vsync may be subjected to Vss + 15V.

reliability electrical test specifications document. Note: Absolute maximum ratings indicate limits beyond
Temperature Under Bias 0°C to + 70°C whicli permanent damage may occur. Continuous operation

Storage Temperature - 65°C to + 1 50°C at these limits is not intended; operations shouldbe limited

All input or Output Voltages ^°^^^ conditions specified underDC Electrical Character-

with Respect to Vss* - 0.5V to + 7.0V '*"'^*-

ESD rating is to be determined.

DC Eiectrical Ciiaracteristics

Ta = 0°C to +70°C, Vcc = +5V ±10%, Vss = OV, unless otherwise specified
i

Symbol Parameter Test Conditions Min Typ Max Units

V|L1 Input Low Voltage (All Except XTAL1 , XTAL2, RESET) -0.5 0.8 V

V|H1 Input High Voltage (All Except XTAL1 , XTAL2, RESET) 2.0 Vcc V

V|L2 Input Low Voltage (XTAL1 , XTAL2, RESET) -0.5 0.6 V

V|H2 Input High Voltage (XTAL1 , XTAL2, RESET) 3.8 Vcc V

Vol Output Low Voltage (All Except INTENS, VO) lOL = 2.0 mA 0.4 V

V^LJ Output High Voltage (All Except INTENS, VO) Inw = -125 uA 2.4 Mrr. V

Vol Output Low Voltage (INTENS, VO) Iql = 5.0 mA 0.4 V

VOH Output High Voltage (INTENS, VO) Iqh = -500ju,A 2.4 V

l|L Input Leakage Current (EA, iNT, SI) Vss S V|N < Vcc ±10 M
IQL Output Leal^age Current

(ROM Expand Bus, High Impedance State)

Vcc ^ V|N a Vss + 0.45
±10 p.h

lOL Output Leal<age Current

(System Bus, High Impedance State)

Vcc i V|N :> Vss + 0-45
±100 |xA

Ice Total Supply Current Ta = 25°C 110 150 mA

AC Electrical Characteristics

Ta = 0°C to +70°C, Vcc = +5V ±10%, Vss = OV, unless otherwise specified

Symbol Parameter Min Typ Max Units

CPU AND ROM EXPAND BUS TIIUING
|

FXTAL Crystal Frequency 3 18 WMz

Fcpu CPU Frequency 3 12 MHz

tCY CPU Cycle Time 1.25 7.5 H.S

tDF Video Dot Time 55.5 333.3 ns

tLL ALE Pulse Width (Note 1) 125 ns

tAL Address Setup to ALE (Note 1

)

55 ns

tu\ Address Hold from ALE (Note 1) 40 ns

tec Control Pulse Width PSEN, RD (Note 1) 250 ns

<DR Data Hold (Notes 1,4) 100 ns

tRD PSEN, RD to Data In (Note 1) 220 ns

•ad Address Setup to Data In (Note 1) 360 ns

'afc Address Float to RD, PSEN (Note 1

)

ns

tCAF PSEN to Address Float (Note 1) ±10 ns

tOAL Data Setup to ALE (RE1 1 , 1 2) (Note 1

)

55 ns

tALD Data Hold from ALE (RE1 1 , 1 2) (Note 1

)

40 ns

tcis Control Input Setup to ALE (RES, 9, 10) (Note 1) 240 ns

tciH ' Control Input Hold from ALE (RES, 9, 1 0) (Notes 1 , 4) 125 ! ns

z
CO

o

COw
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AC Electrical Characteristics

Ta = 0°C to +70°C, Vcc = +5V ±10%, Vss = OV, unless otherwise specified (Continued)

Symbol Parameter Min Typ Max Units

SYSTEM BUS TIMING

tEL RAM ALE Low Time (Note 1) 250 280

tEH RAM ALE Higti Time (Note 1) 100 120

tAS Address Setup to RAM ALE (Note 1) 20 70

tAH Address Hold from RAM ALE (Note 1) 10 50

tRCY Read or Write Cycle Time (Note 1) 420*

tpR RAM RD Width (Note 1) 210 240

•ar Address Setup to RAM RD (Note 1) 80 120

Irrd Data Access from RAM RD (Note 1) 140

tpDR Data Hold from RAM RD (Notes 1 , 4) 60

tWFI FIFO In Clock Width (Note 1) 210 240

tww RAM WR Strobe Width (Note 1) 140 160

tAW Address Setup to RAM WR (Note 1

)

120 200

tow Data Setup to RAM WR (Note 1) 10 40

twD Data Hold from RAM WR (Note 1) 20 40

VIDEO TIMING

bF
Dot Period = -!- (Note 1)

fc

55 ns

ViD
Video Blank Time— (Note 1)

+ 10 ns

±15Vi Skew, intensity to Dot (Note 1) ns

15tpov FIFO Out Clock to Dot (Note 1

)

ns

55-165"tWFOH FIFO Out Clock Width High (Note 1 , Note 2) ns

•Va CPU cycle.

"1 Dot time is 55 ns.

Note 1: Control outputs Cl = 80 pF; ROM Expand Bus ou^ts Cl = 150 pF; System Bus outputs Cl = 100 pF; Fxtal = 18 MHz; Fcpu = 12 MHz.

Note 2: FOCLK duty cycle is shown above.

Note 3: Hold request is latched. It is honored at the start of the next vertical retrace.

Note 4: Max spec, listed for user Information only, to prevent bus corrtention.

Input Hold Times
Ta = 25°C, Vcc = +5V ±10%, Vss = ov

Character FIFO Out FIFO Out

Cell Width HIGH LOW

6 Idot 5 dots

7 2 dots 5 dots

8 2 dots 6 dots

9 3 dots 6 dots

10 3 dots 7 dots

Input Min Active Time

Reset 50 ms (power up)

5 CPU Cycles (after power up)

2 GPU CycleExternal Interrupt

1 CPU CycleLight Pen

I/O Input 1 CPU Cycle

Hold Request 1 CPU Cycle (Note 3)

FIFO

Fall through should not be greater than 4 character times

(character time = 1/fxTAL ^ # dots/cell).

Throughput rate must be at least the character rate (charac-

ter rate = 1 /character time).
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Capacitance ta = 25°c, vcc = vss = ov

Symbol Parameter Test Conditions Min Typ Max Units

C|N Input Capacitance Fc = 1 MHz 6 10 PF

COUT Output and Reset Unmeasured Pins Retumed to Vss 10 20 PF

AC Electrical Characteristics in CPU Cycle Time

CPU AND ROM EXPAND BUS TIMING

Symbol Parameter Typ

III ALE Pulse Width 14tcY/60

tAL Address Setup to ALE 8tcY/60

tw Address Hold from ALE 6tcY/60

tec Control Pulse Width PSEN
RD

24 tCY/60

36tCY/60

tCY CPU Cycle Time
60tcY/60= 15/fcPU =

j

15

XTAL- lorn- 1.5

tDR Data Hold -2 tCY/60

tRD Control Pulse to Data In PSEN

RD
18tcY/60

30tcY/60

tAD Address Setup to Data In 32tcY/60

tAFC Address Float to PSEN
RD

2tcY/60

2tcY/60

tCAF PSEN to Address Float OtCY/60

tOAL Data Setup to ALE REO-7

RE8-10

RE11-12

6tcY/60

-2tcY/60

16tcY/60

tALD Data Hold from ALE REO-7

RE8-12
2tCY/60

6tCY/60

SYSTEM BUS TIMING

Symbol Parameter
Ticks

Min Typ Max

tEL RAM ALE Low Time 14tcY/60 -42 ns 14tcY/60

tEH RAM ALE High Time 6 tcY/60 - 25 ns 6 tcY/60

tAS Address Setup to RAM ALE 4tCY/60-60ns 4tCY/60

tAH Address Hold from RAM ALE 2tcY/60-40ns 2tcY/60

tRCY Read or Write Cycle Time 20 tcY/60

tRR 12tcY/60-40ns 12tcY/60RAM RD Width

tAR Address Setup to i 6 tcY/60 — 45 ns 6tcY/601AM RD

tRRD Data Access from 10tcY/60 10tcY/60 -70 nsRAMRD

tRDR Data Hold from RAM RD

tWFI h 12tcY/60-40ns 12tcY/60FIFO In Clock Wid

tww /idth 8 tCY/60 - 27 ns 8tcY/60RAM WR Strobe VI

Uw Address Setup to i 10tCY/60-90ns 10tcY/601AM WR

tow 2 tCY/60 - 30 ns 2tGY/60Data Setup to RAM WR

tWD 2tcY/60-20nsData Hold from RAM WR 2tcY/60
1

o
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Timing Waveforms

ROM Expand Bus Timing

(In Port Instruction is Shown)

-ICY-

*-t«LD

^Q(^^^JX1X

Z)(

-III

•—tcc-

-Iad—— Ila

-Ird-' -tOAL-

T r
I I

I !

U—tcc-

"-Iro » -»

-INSTRUCTION FETCH

-lAl

X--TRI-STATE \^"INPUt\/
[WAIT FOB DAT«|^ DATA ^

ton -IDAI-

-lAl

H
m OUTPUT X"AODRESS,

•— tCAF

AOOFiESS {W-2 IF EXTERNAL

ROM HOT USED)

REII-REffi
ADDRESS (REMAIN DATA OUTPUT

EXTERNAL ROM NOT USED)

-tcis-

^tCIH

V INPUT (HOLD, LP. INTRI V

~'dal~

ADDRESS (Hl-Z IF EXTERNAL

ROM NOT USED)

Y DATA OUTPUT ISC CLR, HLDAI Y "'^

t*-tAL

-Iald

xz^^zx
ADDRESS (REMAIN DATA OUTPUT

EXTENAL ROM HOT USED)

'Remain I/O OUTPUT if External ROM not used.

*'[/0 Data input or 2nd ROM byte of 2 byte instruction. Otherwise remain I/O OUTPUT.

XDATA OUTPUT (SC CLR, HLDA])CZ
TL/DD/5526-3
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•X

-lAR-

-lAS-

System Bus Timing

tRCV

-tWFI-

ONLY ON A VIDEO READ
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/
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—

A
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\
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Timing Waveforms (continued)

Video Timing

DOT NUMBER

(USING 7-WIDE CELL)

'fok—

/ ON V ON V ON \ /T\

—j'

—

\
•- l«R»l -»

HORIZONTAL

BLANKING BEGINS

HORIZONTAL

SYNC"

CHARACTER
WIDT>4 TIMES

SCAN COUNT.
CLEAR

/TA

z
CO

o
(ft

(0w

Ul

r-\

Scan Count Clear Timing

HORIZONTAL

BUNKING ENDS

UST SCAN LINE IN ROW
OR FRAME BEING DISPLAYED

5S

HORIZONTAL
BUNKING BEGINS

-iS-

For external character generation this edge is used to cloclt CLEAR
into scan line counter. Tlie edge must come befwe Scan Count Gear goes

away, but not before the \Hdeo controller has brought in all necessary

display information for the last scan tine.

TL/DD/5526-5

HORIZONTAL

BLANKING ENDS

FIRST SCAN LINE IN

NEXT ROW BEING

DISPUYED

TL/DO/5526-6
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NS405/NS32405

NS405-Serles Detailed
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1.0 Functional Pin Descriptions
1.1 SUPPLIES

Pin Name
48 Vcc— Power

24 Vss— Ground Reference

1.2 INPUT SIGNALS
23, 22 XTAL1 , XTAL2— Crystal 1 , 2:

29 EA— External Access:

32 RESET

34 SI— Serial Input:

1.3 OUTPUT SIGNALS
33 SO— Serial Output:

21 ALE— Address Latch Enable:

30 PSEN— Program Store Enable:

31 RD— Read Port Data:

28 HS— Horizontal Sync

27 VS— Vertical Sync Output:

26 VO— Video Output:

25 INTENS/FO CLK

17 VIDCLK/FI CLK— Video Dot Clock Out/

FIFO IN CLOCK

18 RAMALE— RAM Address Latch Enable:

20 RAM RD— RAM Read:

1 9 RAM WR— RAM Write:

1.4 BUS— I/O

1 -8 SB0-SB7— System Bus 0-7:

9-16 SB8-SB15— SystemBus8-15:

35-47 REO-12— ROM Expand Bus 0-12:

40-47 RE0-RE7

Function

5V ±10%

Crystal connections for clock oscillator (3-18 MHz).

Pull HIGH (ViHj)

An active low input that initializes the processor. The RESET input is also

used for internal ROM verification.

Drives receiver section of UART (true data).

Driven by transmitter section of UART (true data).

ROM address is available on the ROM Expand Bus and may be latched

on the falling edge of ALE. Port output data may be latched on the rising

edge of ALE. ALE pulses are always present, even if EA is tied low.

Enable external ROM output drivers when low. PSEN is idle (high) when

the CPU fetches from internal ROM.

Accept Port input data on ROM Expand Bus RE0-RE7 while low. ROM
Expand Bus is in high impedance state while RD is low.

The rising edge of HS is controlled by the Horizontal Sync Begin Register

and the falling edge is controlled by the Horizontal Sync End Register. HS

is disabled (low) if bit 5 of the Video Control Register = 0.

The falling edge of VS is controlled by the Vertical Sync Begin Register

and the rising edge is controlled by the Vertical Sync End Register. VS is

tri-stated if bit 5 of the Video Control Register = 0.

High = beam on, low = beam off. VO is disabled (low) if bit 5 of the

Video Control Register = 0.

(Shared pin) INTENS Signal under attribute control may be used to switch

the bistable brightness of display characters.

FIFO Out Clock may be used to clock data from an external FIFO in

synchronism with data from the internal FIFO.

Both CANNOT be used simultaneously.

(Shared pin) The rising edge of the Video Dot Clock may be used to clock

the data out of the video output pin. FIFO In Clock may be used to clock

data from an extended attribute RAM into an external FIFO in

synchronism with the data loaded into the internal FIFO.

Both CANNOT be used simultaneously.

RAM address is available on the System Bus and may be latched on the

falling edge of RAM ALE. Only operational when Display RAM accesses

being performed. Otherwise high.

Enable display RAM data onto the System Bus when RAM RD is low.

Data to RAM is available on the System Bus and may be written at the

rising edge of RAM WR.

Display RAM address is output while RAM ALE is high and may be

latched on the falling edge of RAM ALE. System Bus accepts data input

while RAMRD is low and outputs data while RAM WR is low.

Nonnally, Display RAM address is output and held on these pins for the

full read or write cycle. However, if bit 4 of the System Control Register is

set, these pins function bidirectionally like SB0-SB7 to allow 1 6-bit data

words for attribute operation.

Used for program ROM expansion as descrilsed below. Time multiplexed

with I/O port and system control signals. I/O port and system control

signals only if no external ROM used.

Low order ROM address is output and may be latched on the falling edge

of ALE. Enable ROM data to this Bus when PSEN is low. Enable I/O port

input data to the Bus when RD is low. Use the rising edge of ALE to latch

port output data.

W
o
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1.0 Functional Pin Description (continued)

Pin Name
39-35 RE8-RE12

37 INTR— lnten-upt:RE10

38 LP— Light Pen Interrupt: RE9

39 HOLD— HOLD request: RES

35 HLDA— Hold Acknowledge: RE1

2

36 SC CLR— Scan Count Clear: RE1

1

Function

Five most significant bits of the ROIW address are output during ALE and

*Unused control inputs must be terminated

2.0 Functional Description
2.1 CPU

The CPU of the NS405 is patterned after the 8048 single

chip microcomputer (see Figure 1).

remain stable until data is read in during PSEN. These pins are

multiplexed with the HLDA, INTR, LP, SC CLR, and HOLD signals.

An active low input that interrupts the processor if the external intemjpt is

enabled. Because it shares a pin with RE1 0, INTR may be driven directly

only if no external ROM is used (EA is low). Otherwise must be driven

through a 3.9k resistor.'

An active low input that internjpts the processor if intemal inten-upts are

enabled and bit 5 in the Interrupt Mask Register is set Because it shares

a pin with RE9, LP may be driven directly only if EA is low. Otherwise,

must be driven through a 3.9k resistor."

When high, requests that the NS405 enter the Hold mode. When in the

Hold mode the System Bus will be in a high impedance state. The Hold

mode is granted at the beginning of the next vertical retrace. Because it

shares a pin with RES, HOLD may be driven directly only if EA is low.

Otherwise, must be driven through a 3.9k resistor.*

This output is asserted in response to Hold and provides handshake

capability with another processor (active high). For more detailed

information see Section 3.1 Slave Processing. Because HLDA shares a

pin with RE1 2, the HLDA state is preset only during the interval preceding

the rising edge of ALE. However, if no external ROM is used, HLDA is a

steady state output and need not be latched externally.

This output clears an external scan counter when used with an external

character generator. It is a low going pulse which occurs during the

horizontal retrace preceding the first scan line of each character row.

Because SCCLR shares a pin with the RE1 1 , the correct SC CLR state is

present only during the interval preceding the rising edge of ALE.

However, if no external ROM is used, SCCLR is a steady state output

and need not be latched externally.

CPU
DIVIDE

12 MHz
MAS

+ 15 *32

1
T

64KX8
1 IHSTRUCTIOH

CYCLERAM 1
g.BIT TIMER

FIGURE 1. NS405 Series CPU Block Diagram

5-34



2.0 Functional Description (continued)

2.1.1 Accumulator— High Accumulator

In addition to the regular 8-bit Accumulator, there is an 8-bit

High Accumulator extension to facilitate the 16-blt opera-

tions required for display memory management The HACC/
ACC pair Is usually used In conjunction with the 16-blt RAM
pointer registers (RA, RO and RB, Rt, CURSOR, HOME,
BEGD and ENDD) to effect video data transfers. In addition,

external attribute memory is loaded In a 16-bit transfer oper-

ation. Any instruction which causes a carry or borrow out of

the low accumulator will affect the high accumulator (see

Figure 2).

Auxiliary carry is used only when converting the accumula-

tor contents from binary to BCD (binary coded decimal) us-

ing the DA A Instruction. The auxiliary carry flag can be

cleared by moving a zero Into bit 6 of the program status

word.

HIGH ACCUMULATOR AaUMULATOR

V
CARRY AUXILIARY CARRY

TL/DD/5526-9

FIGURE 2. CPU Accumulator

2.1.2 Program Counter (PC)

The Program Counter is a 13-bit wide register which pro-

vides program addressing for the CPU. The lower 11 bits

operate like a conventional program counter while the upper

2 bits are actually latches. These 2 latches are automatically

loaded from the bank select flip-flops (PSW bits 3, 4) when-

ever a JMP or CALL instruction is executed. The bank se-

lect flip-flops in turn are only modified upon the execution of

a Select Memory Bank Instruction or modification of the

PSW (see Figure 3).

Rj
TT

HE
-CONVENTIONAL PROGRAM COUNTERm

BANK SELECT BITS (UTCHES)
(LOADED BY EXECUTION OF JMP OR CALL)

TL/DD/5526-10

FIGURE 3. TMP Program Counter

2.1.3 Program Memory

Memory is subdivided Into 2k banks with accesses limited to

the currently selected bank unless a Bank Change se-

quence has been executed. Upon reaching the end of a

memory bank, the program counter will wrap around and

point to the beginning of the current bank.

Each bank Is further subdivided into pages of 256 bytes

each, with 8 pages In every bank. The conditional JUMP
Instructions are restricted to operate within the memory
page that they reside in.

Because of the sequence which the CALL instruction exe-

cutes when pushing and loading the PC, It is possible to

easily call and return from subroutines located in different

memory banks (see Figure 4).

Upon executing an RET or RETR instruction for a call from

one memory bank into another, a SEL MBx instruction

should be excuted to restore the memory bank select flip-

flops to their original bank. However, no SEL MBx Is needed

after an Inten-upt since the flip-flops were never modified.

OID

-ADDRESS 0007

IKHRNAL INTERRUPT

VECTOR

-ADDRESS 0003

EXTERNAL INTEHBUPT

VECTOR

-ADDRESS 0000

RESET VEC1DR

TL/DD/6626-11

FIGURE 4. Program Memory Map

2.1.4 Program Status Word Bit Assignments

Bit

Position
Contents

Stack Pointer Bit, SO
1 Stack Pointer Bit, SI

2 Stack Pointer Bit, S2
3* Memory Bank Select Bit

4' Memory Bank Select Bit 1

5' Register Bank Select Bit (0 = Bank 0,

1 = Banki)
6* Auxiliary Carry. A carry from Bit 3 to Bit 4

generated by an add operation. Used only by

the decimal adjust (DA A) instruction.

7* Carry. A bit indicating the preceding

operation resulted in an overflow or an

underflow from the 8-blt accumulator.

*Note 1: Bits 3 through 7 are saved on the stack t)y subroutine calls or

inten-upts. Bits 3 and 4 are restored upon execution of an RET instruction,

whereas all 5 bits are restored by RETR.

Note 2: FO is not saved on the stacit (as in an 8048).

Note 3: Bits 0-5 cleared on a RESET.

2.1.5 Stack Pointer (SP)

The stack pointer Is an Independent 3-bit counter which

points to designated locations In the Internal RAM that

holds subroutine return parameters. The stack itself is locat-

ed In RAM locations 8-23 (see Figure 5).

Each entry in the stack takes up two bytes and contains

both the PC and status bits. When reset to zero, the stack

pointer actually points to locations 8 and 9 In RAM. Since

the stack pointer Is a simple up/down counter, an overflow

will cause the deepest stack entry to be lost (the counter

overflows from 1 1 1 to 000 and underflows from 000 to 1 1 1 ).

Note: if the level of subroutine nesting is less than eight (8), the unneeded

stack locations may tie used as RAM.

LOCATION POINTER

PSW3-7

PC4-7 pca-3

000

19|S|7|6|5|4|3|2|111)
tL/D[./6526-12

Note: The odd numbered RAM bytes in the stacic area have two (2) extra

bits to allow for storage of the ban!< select switch bits. This feature allows

internjpt routines and subroutines to be located outside the current 2k pro-

gram memory bank.

FIGURE 5. Typical Stack Composition

(A

w
ro

o
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2.0 Functional Description (continued)

2.1.6 Data Memory (On-Chip RAM)

The data memory nominally consists of 64 8-blt locations

and is utilized for working registers, the subroutine stack,

pointer registers and scratch pad. There are two sets of

working/pointer registers (R0-R7) which are selected by

the Select RAM Bank instruction. The stack area is located

in locations 8-23. Locations 32-63 contain the scratch pad

memory. To facilitate 16-bit Video Memory Management

there are two 8-bit extension registers (RA and RB) which

are associated with the RO and R1 registers respectively of

whichever RAM bank is currently selected (see Figure 6).

i.e.. There is only one RA register and only one RB register.

ADDBESSED INDIRECTLY
BY RO AND R1

DIRECTLY

ADDRESSABU
WHEN

SELECnD

4-
ADDRESSED WOIRECTLV

BY RD AND Rt

t
DIRECTLY

ADDRESSABLE

RB

RA

SCRATCHPAD

RAM
32x1

WORKING REGISTERS

8x8

STACK REGISTER

OR USER RAM
16x8

BANKO
WORKING REGISTERS

txS

R1

RO

POINTER

REGISTERS

•^v^POINTER
REGISTERS

REGISTER BANK OR IIS SELECTCD UNDER PROGRAM CONTROL.

TL/DD/5526-13

FIGURE 6. RAM Memory Map

2.1.7 Timer

The On-Board Timer is an 8-bit up counter which sets the

Timer Overflow Flag and generates an internal intenupt (if

enabled) whenever it overflows from FF to zero. The Timer

may be stopped, started, loaded and read from by the CPU.

The Timer clock is derived from the CPU clock as shown in

Figure 7. Whenever a Start Timer instruction is executed the

-^32 is initialized to its zero state to insure a full count mea-
surement. After overflow the timer keeps counting until the

next FF to zero overflow at which time the overflow flag will

be set and another interrupt generated. The overflow flag

can only be reset through the JTF and JNTF instructions.

TIMER ^ r.32
,1' CLOCKCLOCK

FIGlIRE 7. Tilner Cio

TL/DD/5526-14

Ek Generation

2.1.8 Interrupts

The interrupt circuitry handles two generic classes of inter-

njpt conditions called Internal and External. Either class has

its own master control which can be activated through soft-

ware enable and disable instructions. On an interrupt serv-

ice the currently executing instruction is completed, then

two CPU cycles are used as the program counter and bits

3-7 of the PSW are pushed onto the stack and stack point-

er is incremented.

Then the internjpt vector address (3 or 7) Is loaded into the

PC and service started. Whenever an interrupt condition is

being serviced all other inten-upts of either class are locked

out until a RETR instruction is executed to conclude inter-

rupt sen/ice. If both an external and intemal inten-upt arrive

at the same time, the external intermpt is recognized first.

2.1.8.1 External Interrupt

The External Interrupt consists solely of the shared INTR/

RE10 pin. External intemjpts on this pin will be detected if

the setup and hold times as shown in the timing diagrams

are met. This pin is a level sampled Intenupt which means
that as long as the pin is low during the sampling window an

interrupt will be generated. In addittoin, the INTR pin is the

only external pin whose logic state can be directly tested

through software.

2.1.8.2 Internal Interrupts

The Internal Interrupts consist of seven internal operational

conditions plus the light pen arranged in an 8-bit wide regis-

ter as shown in Figure 8. Activation of an internal interrupt

condition causes a corresponding register bit to be set. Fig-

ure 9. Each internal inten-upt may be individually masked out

through the Interrupt Mask register which has the same bit

assignments as the Intenupt register and can be loaded

from the accumulator. A zero in the Interrupt Mask register

inhibits the intenupt and a one enables it. Further interrupt

processing is as shown. To determine which of the eight

internal conditions caused the interrupt the CPU must read

the Interrupt register into the accumulator. To acknowledge

receipt of the interrupt certain bits are automatically cleared

on a read while others are reset upon service of the partwu-

lar intenxipt. The conditions under which each of the inter-

rupts are generated and cleared are as follows:

Bit

Vertical Interrupt—Generates an interrupt at the end of

the display row designated by the Vertical Interrupt

Register. Interrupt bit cleared on a CPU read of the

interrupt register. If VIR > Vertical Length Register no

interrupt will be generated.

^I'l^l'I.IM

I,VERTICAL INTERRUPT*

END OF ROW INTERRUPT

UART TRANSMIT BUFFER EMPTY

UART TRANSMITTER

EMPTY

UART RECEIVE BUFFER FUU.

UGHT PEN INTIRRUPT-

TIMER INTERRUPT-

REAL TIME INTERRUPT-

TL/DD/5526-16

Note; The interrupt flags indicated by an astensi< (*) are cleared when the

Interrupt Register is read.

FIGURE 8. Internal Interrupt Register
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2.0 Functional Description (continued)

VERTICAL INTiRRUn -

READ -

END OF ROW -

LOAD HOME -

UART Tx SUFFER EMPTY

LOAD Tl BUFFER

UART Tl REGISTER EMPTY

TRANSFER FROM BUFFER

UART Rx BUFFER FULL

READ Ri BUFFER -

LIGHT PEN

FJEAD •

ENABLE TIMER

INTERNAL

INTERRUPTS

""ST o-
jD CLR Ol ""^ o-

-0 ""^^ o
1 1 >* f ^

-|d CLR o[

^. o
TH ""^ O-

READ '

REALTIME -

READ '

"^_

^^ INTH7

o
TL/DD/5526-15

FIGURE 9. Internal Interrupt Processing

Bit

End of Row Interrupt—Generates an interrupt at the

end of each display row when the Current Row Start

Register is updated for the next row. Used in conjunc-

tion with the Row Sequencing Control Bit (5) in the

System Control Register to implement Row Pointer

Look-Up Tables and Horizontally Split Screens. Inter-

rupt bit cleared on a CPU write to the Home Register.

Does not generate interrupts for those rows blanked

during vertical blanking.

UART Transmit Buffer Empty—Generates an interrupt

when the Transmit Buffer empties out after dumping a

character into the Transmit Shift Register. Intermpt bit

cleared on a CPU write to the Transmit Buffer.

Transmitter Empty—Generates an interrupt when
BOTH the Transmit Buffer and Transmit Shift Register

are empty. The interrupt bit is cleared when the CPU
loads the transmit buffer.

UART Receiver Buffer Full—Generates an interrupt

when the Receiver Buffer fills up with a character from

the Receive Shift Register. Intemjpt bit cleared on a
CPU read of the Receiver Buffer.

Light Pen Interrupt—Generates an interrupt on each

falling edge detected on the shared LP/REO pin. Since

only falling edges generate interrupts and the input is

sampled each CPU Cycle, a high level must be sam-

pled between falling edges in order to be considered a

new interrupt. This interrupt is used to latch the light

pen position registers. For further information see Light

Pen Description. Interrupt bit cleared on a CPU read of

the interrupt register.

Bit

6 Timer Interrupt—Generates an interrupt when the in-

ternal 8-bit Timer overflows from FF to 00. Interrupt bit

cleared on a CPU read of the interrupt register.

7 Real-Time Interrupt—Generates interrupts at a soft-

ware programmable frequency that is generally in the

Hertz range. (See CPU Clock Generation.) Thus per-

mitting the implementation of a real-time clock or timer.

Interrupt bit cleared on a CPU read of the interrupt reg-

ister.

2.1.9 Clock Generation

All chip clocks are derived from the one external crystal

connected between pins 22 and 23. This master clock also

doubles as the video dot clock. The crystal frequency is

constrained to lie within the range of 3 to 18 MHz. The CPU
clock is derived from the crystal clock by either using it di-

rectly or by dividing down by a factor of 1 .5 (Figure 10).

1CPUCYCU4 -tIS
•flOH

^1.5

CRYSTAL UP
' TO 16 MHz

CPU
CLOCK

TL/DD/5526-17

FIGURE 10. CPU Clock Generation

The choice is software programmable through bit in the

System Control Register. The exact selection is made in

consideration of the fact that the CPU clock must lie within

the range of 3 to 12 IVIHz. In addition, the choice of divWe by

modes will also impact the display character cell width due

to the nature of the video controller. Specifically with -^1.5

CO

z
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2.0 Functional Description (continued)

-1 thethe cell width must be i 8 dots wide whereas with

cell width must be S: 6 dots wide.

The low ciocl< rates necessary to implement Cursor Blink-

ing, Character Blinking and the Real-Time Interrupt are de-

rived by passing the vertical sync frequency through a 5-bit

Blink Rate Divisor Register, (Figure 11). The resultant fre-

quency is used as the Cursor Blink Clock. This clock is then

further divided by 2 to yield the Character Blink and Real-

Time Interrupt Clocks. For example, to get a 1 Hz real time

interrupt, with a 60 Hz system, set the 5 bit Divisor Register

to 30 in order to yield a 2 Hz signal which is then divided by

2.

VERTICAL

-SYNC
FREQUENCY

CURSOR BLINK CLOCK eUNK RATE

DIVISOR

REGISTER

4 1 H^Z |4 '

REAL-TIME

INTERRUPT

TL/DD/5526-18

FIGURE 11. Blink Clock Generation

2.1.10 Oscillator Operation

The on-board oscillator circuit consists of a phase inverter

which, when used with an external parallel resonant tank,

(Figure 12a), will yield the required oscillator clock. Crystals

should be specified for AT cut and parallel resonant opera-

tion with the desired load capacitance (typically 20 pF). If

one desires to externally generate the clock and input it to

the chip, he may do so by driving XTAL1 (pin 23) and XTAL2
(pin 22) as shown in Figure 12b.

^ TO INTERNAL CIRCUITS

TL/DD/5526-19

FIGURE 12a. TMP Oscillator

+5V

TTL

H>o.

4>o-

TL/DD/5526-20

Note: Use AS TTL devices if faster than 12 MHz.

FIGURE 12b. External Oscillator Mode

2.2 DISPLAY MEMORY CONTROLLER
The video display data resides in the external Video Memo-
ry which is managed by the Display Memory Controller

(DMC) through the System Bus. Either the CPU or the Video

Controller may access the display memory by presenting its

requests to the DMC. A maximum of three Video Memory
accesses (Reads or Writes) can be performed by the DMC
during each CPU instruction execution cycle. Because the

CPU can access the Video Memory, one may expand CPU
I/O or data memory by memory mapping into the Video

Memory space. Up to 64k locations may be addressed over

the 1 6-bit System Bus. Data word widths may be 8 or 1 6 bits

depending upon whether external character attribute selec-

tion is used. The actual bus multiplexing mode is controlled

by bit 4 in the System Control register. The Video Controller

has the highest priority in obtaining Video Memory accesses

with the CPU getting in on a space available basis. If all

memory accesses are being taken by the Video Controller

(rarely), the CPU is put into a wait state should it try to ac-

cess video memory. To ease accessing requirements and

boost throughput the Video Controller utilizes a 4-level data

FIFO which is normally kept full of display data.

2.2.1 Display Memory Control Registers

In order to facilitate the management of video data for such

features as a Screen scroll, memory paging and row lookup

the DMC utilizes a number of registers which address the

video RAM space. Each of these pointers is 16 bits wide

and writable or readable from the 16-bit HACC/ACC pair as

the case may be. There are 2 video data accessing modes
as determined by bit 5 in the SCR, Sequential and Table

Lookup. The functions of the pointer registers vary depend-

ing upon the accessing mode selected. Their designators

are:

HOME = Home address register. Read and write.

BEGD = Beginning of diplay RAM. Write only.

ENDD = End of display RAM. Write only.

CURS = Cursor address register. Read, Write, Increment,

Decrement.

SROW = Status section register. Write only.

CRSR = Current row start register. Not directly accessed.

2.2.2 Sequential Access Mode

In this mode display data is accessed from sequential ad-

dress locations in the video memory until the data require-

ments for the current screen field are fulfilled. The location

from which the first display character is taken is the one

pointed to by the HOME register. By modifying the contents

of HOME one may implement a row scroll or paging opera-

tion. The BEGD and ENDD are used to control the wrap-

around condition when HOME gets near the end of avail-

able display RAM as determined by ENDD. in this instance,

when sequential accessing brings us to the end of memory
as pointed to by ENDD, the controller wraps around by

jumping back to the beginning of display memory as pointed

to by BEGD. The value in ENDD should be the last location

in display memory -I- 1 . Also the size of the display memory
between BEGD and ENDD (ENDD - BEGD) must be an

integral number of display rows. The CURS in both access-

ing modes merely identifies the current cursor position in

display memory so that the cursor characteristics can be

inserted into the video at the appropriate character position.

In addition to the display of normal video data one may elect

to have a special status section displayed using data from a

separate section of video memory. The status section would

consist of an integral number of display rows on the bottom

of the screen. This feature operates by reloading the video

RAM pointer with the contents of SROW when the desired

row position at which to start the status section comes up.

The particular row at which the status display starts is de-

fined in the Timing Chain. Once the video RAM pointer is

jumped to SROW, data accessing again proceeds sequen-

tially from there until the data requirements for the current

field are satisfied.
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2.0 Functional Description (continued)

TMP Video Section

CPU8US

PER
MPUl"

UGHTPEH
KTECTKM

DISPLAY MEMORY

Whether a status section is used or not, upon accessing all

of the data necessary to display a field, the video RAM
pointer is reset to HOME in preparation for the display of a

new field.

2.2.3 Table Lookup Mode

The CRSR (transparent to the user) is a pointer to the ad-

dress of the first character in a display row. It Is required

because each time a scan line Is displayed, all display char-

acters in the row must tie accessed anew. Since a row is

made up of a numtier of scan lines, we must recover the

address of the first character in the row for each scan in the

row. After a row is done, the CRSR is normally advanced to

point to the first character In the next row.

In table look-up mode the starting memory location of the

next row is loaded into the CRSR from the HOME register at

the end of each row. The HOME register was presumably

updated by the CPU since the last end of row.

A CRSR load also generates the internal End of Row Inter-

rupt which the CPU will use as a signal to reload HOME.
Finally, reloading HOME will clear out the End of Row Inter-

rupt. If the status section feature Is used, upon reaching the

begin status row location the CRSR will be loaded with

SROW instead of HOME for that row. After which CRSR will

revert t>ack to load from HOME for the remaining rows on
the screen.

2.3 SYSTEM CONTROL REGISTER

Through the System Control Register (SCR) the user speci-

fies several important chip operational conditions. It is an

8-bit write only register which is loaded from the CPU accu-

mulator.

0>

o

COw
o
Ul

CURSOR
COHIROl

noEo
OUTPUT

TL/DD/5526-21

'I6I5MI3I2I1T71

L-(01 CPU CUWK = CRYSTAL DOT CLOCK
DIVIDED BV 1

(1) CPU CLOCK = CnrSTAL DOT CLOCK

DIVIDED BV 1.5

CHARACTER CELL WIDTH

(001) 6 DOTS PER CELL

(O10) 7 DOTS PER CEU.

(Oil) DOTS PER CELL

(100) 9 DOTS PER COL
(101) 10 DOTS PER CEa

SYSTEM BUS MUX MODE
(0) OUTPUT ONLY DH SBIl-15

(1) 16 BIDIRECTIONAL UNES ON SB0-1S

VIDEO MEMORY ACCESSING MODE—
(0) SEQUENTIAL ROW START ADDRESSES

(1) TABLE LOOKUP

SHARED INTEM/FO CLK PIN CONTROL

(0) INTENSrrY mrfllBUTE signal GATED
TO EXTERNAL PIN

(1) FIFO OUT CLK GATED TO EXTERNAL

TEST IWDE CONTROL

(1 ) VIDEO DOT aOCK GATED
TO EXTERNAL PIN

(0) FIFO IN CLOCK GATED
TO EXTERNAL PIN

TL/DD/5526-22

•BN Is set to 1 by RESET and bit 7 is set to by RESET.

FIGURE 13. System Control Register

2.4 VIDEO CONTROL REGISTER
Through the Video (Control Register (VCR) the user speci-

fies several video display features to the chip. It is an 8-bit

write only register which is loaded from the CPU accumula-

tor.
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2.0 Functional Description (continued)

l'l'IH«|3

(0) BUNKING CHARMnR
(1| BUNKING REU) (IF REVERSE VIDEO)

(01 BUNKING CURSOR
(i| sraric CURSOR

(01 CURSOR OVERWRITES CHARACTER

(1| CURSOR REVERSES VIDEO

(01 WHITE DOTS ON BLACK BACKGROUND

(1| BUCK DOTS ON WHITE BACKGROUND

(0) INTERNAL ATTRIBUTE UTCHES

(1) EXTERNAL ATTRIBUTE MEMORY

(0) V. SVNC, H. SYNC AND VIDEO

OUTPUT DISABLED. DISPUV MEMORY
ACCESSES FROM THE CPU ONLY (NO

SCREEN REFRESH)

n) V SYNC. H. SYNC AND VIDEO

OUTPUT ENABLED. NORMAL DISPUY
ACCESSES.

(OX) NORMAL ALPHANUMERICS AND
BLOCK GRAPHICS

(10) EXnRNAL CHARACTER GENERATOR

(11) PIXEL GRAPHKS

TL/DD/5526-23

•Bit 5 is set to by RESET.

FIGURE 14. Video Control Register

2.5 CRT REFRESH LOGIC

All video timing and clocking signals are derived from a se-

ries of counters and comparators called the Video Timing

Chain. The chain is driven by the dot/crystal clock and ulti-

mately divides down to the very slow blink clock, (Figure

15). By having the program initialize the registers in the

chain a user may specify all aspects of video generation.

The chain also controls the size and placement of the cur-

sor and underline attribute within a character cell as well as

the cell partitioning for block graphics display. All totaled,

the chain consists of 14 wire only registers. They are loaded

indirectly by using the Timing Chain Pointer (TCP), a 4-bit

pointer to registers in the chain, and the MOV @TCP, A
instruction.

COMPARE
REGISTERS

HORIZONTAL SYNC
BEGIN

HORIZONTAL SVNC
END

HOHIZONTH BLANK

' HORIZONTAL SYNC

CRYSTAL

CLOCK-
COUNTERS

STATUS ROW
BEGIN

' INSERT STATUS ROW

-* VERTICAL SYNC

DOT

COUNTER-MOOUIX [OUNTER-MODULO

DETERMHEDBV DETEHMINEO BY

SYSTEM HORIZONTAL

CONTROL LENGTH

REGISTER REGISIIR

SCAN

COUNTER-MODULO
DETERMINED BY

CHARACTER
SCANHBGHT
REGISTER

ROW
C0UNTER.MOOUL0

DETERMINED BY

VERTICAL

LENGTH

REGISHR

VERTKAL
' VIDEO BUNK

1 FRAMEu>
EXTRA SCANS

PER FRAME

CHARACTER

BUNWREAL TIME

INTR.

TL/DD/5526-24

FIGURE 15. TMP Video Timing Chain

2.5.1 TMP Timing Chain Registers

TCP IHorizontai Timing

Horizontal Length Register — HLR 7 bits

— Total number of character cells in a horizontal scan and retrace.

— Enter desired count - 1

1 Horizontal Blank Begin Register — HBR 7 bits (Characters/Row)

— Character position in horizontal scan after which horizontal blanking begins.

— Enter desired number of displayed characters/row - 1

.

2 Horizontal Sync Begin Register— HSBR 7 bits

— Character position in horizontal scan after which horizontal sync begins (rising edge), HSBR < HLR.

— Enter desired count -I- 2.
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2.0 Functional Description (continued) ^
2.3.1 TMP Timing Chain Registers (Continued)

TCP IHorlzontal Timing ^
3 Horizontal Sync End Register— HSER 7 bits M

— Character position in iiorizontal scan after which horizontal sync ends (falling edge), HSER £ HLR. o
tfi— Enter desired count + 2.

Note: The polarity of the horizontal sync signal can be inverted by switching the values in the two horizontal sync registers.

TCP Character Height Definition

4 Character Scan Height Register— CSHR 4 bits (see Figure 16a)

High — Scan line height of a character cell.

Nibble — Enter desired number of scan lines - 1

.

4 Extra Scans/Frame — ES/F 4 bits

Low — Number of extra scans to be added to a frame if desired.

Nibble — Enter desired number of extra scans -1.

— To get no extra scans make ES/F = CSHR. ES/F must be <. CSHR.

TCP Vertical Timing

5 Vertical Length Register — VLB 5 bits

— Total number of display and retrace rows In a frame.

— Enter desired number of rows — 1

.

6 Vertical Blank Register— VBR 5 bits (Rows/Screen)

— Row position in vertical scan after which vertical blanking begins, VBR < VLR.

— Enter desired number of displayed rows - 1

.

7 Vertical Sync Begin Register — VSBR 4 bits

High — Scan line position in first blank row at which vertical sync begins (falling edge). Sync starts 1 char time after

Nibble blanking for that line starts (except when VSBR = CSHR sync will start 1 char time after blanking of the last

displayed scan line).

— Enter desired scan line position - 1

.

7 Vertical Sync End Register — VSER 4 bits

Low _ Scan line position after start of vertical sync at which vertical sync ends (rising edge). Sync ends 1 char time
Nibble after horizontal blanking for that scan line start.

— Enter desired scan line position - 1

.

Note: If VSER = VSBR there will be no vertical sync signal.

8 Status Row Begin Register— SRBR 5 bits

— Row count after which the status row is Inserted.

— Enter desired row position - 1.

TCP Cursor and Graphics Control

9 Blink Rate 5 bits

Upper — Divider driven by the vertical sync frequency to yield the slow cursor, character and real-time blink rates.

5 Bits — Enter desired divisor - 1

.

9 Blink Duty Cycle 3 bits

Lower — Approximate ON time of blink signal.

3 Bits — 000 = shortest, 111 = longest (100 = 50% duty cycle).

10 Graphics Column Register — GCR 8 bits

— Assign dot positions to left, middle and right character cell columns for block graphics operation.

1

1

Graphics Row Register — GRR 8 bits

— Defines scan count at which middle row for block graphics characters begins (upper nibble) and at which

bottom row begins (lower nibble). The middle row (upper nibble) must be ^ 1.

— Enter desired scan count - 1

.

12 Underline Size Register— USR 8 bits (see Figures 16a, b, c)

— Defines the beginning (upper nibble) and ending (lower nibble) scan lines for the underiine attribute. Values

must be S CSHR.

13 Cursor Size Register — CSR 8 bits (see Figures 16a, b, c)

— Defines the beginning (upper nibble) and ending (lower nibble) scan lines for the cursor. Values must be <.

CSHR.
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2.0 Functional Description (continued)

h--SCR BITS 1,2,3-—
D

1

2

3

4

5

6

7

8

9

llllll!Ill
illilll

a. Character

Cell Format
Specification

b. Underline Size c. Cursor Size

Register = 90 Register = SA
(OB, OC, OD, OE, OF)

may also be used

FIGURE 16. Underline and Cursor Register Operation

d. Cursor Size

Register = 48

TUDO/552e-25

Note: The internal cursor flip-flop gets set to ON whenever a scan line corresponding to the begin cursor nibble is reached, and gets set to cursor OFF whenever a

scan line corresponding to the end cursor nibtile is reached. The cursor attributes are inserted whenever the character position being displayed corresponds to the

one pointed to by the cursor address register. A similar situation applies for characters with the underline attribute selected. Therefore, care should be talten wt>en

setting the ES/F register and setting the cursor and underline sizes. In particular the ES/F vaiue should not be between tfie upper n^le and lower nibble values of

the underline size register or between the upper nibble and lower nibble values of the cursor size register. To use the cursor as a poirtter without displaying It, set

the lower nibble of the cursor size register to a value less than CSHR and tfie upfjer nibble to a value greater than CSHR.

2.5.2 TIMING CHAIN LOAD VALUE EXAIMPLE

It is desired to have a display field of 80 columns by 25 rows

with the last screen row being a status row. It has been

determined that 25 character width times will be necessary

to complete horizontal retrace and that Horizontal sync

should be positioned to start a full seven character times

after blanking and end twenty characters after blanking to

give us a total sync width of 13 character times. (See Figure

17 for example.)

Additionally, vertical retrace will take 23 scan line times to

complete with vertical sync starting three scan line times

after vertical blanking begins and occupying a total period of

1 1 scan lines.

It is desired to make the character cells 12 scan lines tall.

The cursor will be a block shape and occupy the bottom 1

1

scan lines In a cell. The underilne attribute will actually be a

strike through dash occupying the 4th scan line from the top

In a cell.

Our line width is 80 displayed characters plus 25 for retrace

making HLR = 80 + 25 - 1 = 104. Blanking will start after

the 80th character so HBR = 80-1 = 79. To achieve

seven character times after horizontal blanking, HSBR =
87 + 2 = 39. To achieve twenty character times after

blanking HSER = 100 + 2 = 102 (note 102 - 89 = 13

total). Cell height Is 12 lines so CSHR = 12 - 1 = 11.

Since there are 12 scan lines per cell or row, vertical retrace

will require 23/12 = 1 row and 11 scan lines. This makes
our total row count VLR = 25 + 1 - 1 = 25 and ES/F =

11 - 1 = 10. Thus, timing chain locatkjn 4 would be coded:

1011 1010. We will display 25 rows so VBR = 25 - 1 =

24. Vertical sync will start at the tieglnning of the fourth scan

Dispuw iNFomunoii

FIGURE 17. Typical Video Screen Format Specification
TL/DD/5526-26
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2.0 Functional Description (continued)

line of the row after blanking begins so VSBR = 4-1=3.
It will run for 1 1 scan lines or specifically the 4, 5, 6, 7, 8, 9,

10, 1 1, 12, 1, 2 ending at the beginning of the 3rd so VSER
= 3-1=2. The status row will be after the 24th so

SRBR = 24 - 1 = 23. To specify the underline and cursor

sizes one must remember that the first scan line is num-

bered 0. To get our 1 1 line block cursor we begin after the

line and end at the end of the 1 1 line making CSR = 0000

1011. The underline dash will be USR = 0011 0100. Note

that the CSHR determines the scan counter modulo and if a

scan compare register value (ES/F, VSBR, VSER, USR,

CSR) is never reached, the signal end or begin will never be

initiated.

2.6 ATTRIBUTES

Eight independent attributes may be inserted Itno the video

dot stream to affect display characters on either an individu-

al or global basis. The eight attributes along with their con-

-ATTRIBUTE UTCH BIT

-AHRIBUTE MEMORY BIT

-REVERSE VIDEO

-HALF INTENSITY

-BUNK

-DOUBLE HEIGHT

-DOUBLE WIDTH

-UNDERUNE

-GRAPHICS

TL/DD/5526-27

FIGURE 18. Attribute Bit Assignments

trol word bit assignments are detailed in Figure 18. The
scope with which a particular set of attributes affects the

display depends upon whether attribute control is internal or

external as determined by bit 4 in the VCR.

Attributes are present if the corresponding bit is a ZERO
(low).

2.6.1 internal Attribute Seiection

In internal mode attribute control comes from one of two

internal attribute latches designated ALO and AL1 , either of

which is directly loadable from the CPU accumulator. The
choice of which of the two is used for a particular display

character is detennined by bit 7 (MSB) In the display memo-
ry data byte with = ALO and 1 = AL1 . (Characters are

represented in display memory as ASCII values occupying

the low 7 bits of each 8-bit byte thus leaving bit 7 free for

attribute control.)

2.6.2 External Attribute Selection

In external mode each display character has associated

with it, a dedicated attribute field in the form of a high 8-bit

extension to the regular display memory character byte. To
use this mode the system bus msut be configured for 16-bit

bidirectional operation (SCR bit 4 = 1) and external attri-

butes must be selected (VCR bit 4 = 1).

2.6.3 Attribute Processing

Each of the eight attributes may be independently enabled

thus yielding a number of possible combinations. The exact

processing involved is shown in Figure 19. Note that attri-

butes are always present. Whether any of them are active

depends upon the particular control bit being enabled in the

latch or memory.

Z
O
U1

COw
o

VIDEO

DATA"

VCR 6,7

BLOCK

GRAPHICS

PIXEL

GRAPHICS

UNDERLINE ATTRIB. 5k>,
CLOCK ~~l __ CLOCK"L-_^

CHAR BUNK-3_^~^ ^)^—

f

mHIB. 2 ["*—^ CURSOR CONTROLJ"^"*^
1

'^\ CURSOR-.

CHAR REVERSE
VIDEO ATTRIB. 0'

BUNK FIEUV.

CHAR VCR
> REVERSE

VIDEO

-

4 CURSOR
CONTHOl
VCR 2

r^>'
CHAR

REVERSE

VIDEO
ATTRIB.

REVERSE ENTIRE.

SCREEN VCR 3

y^D-
^^^"

CHAR BLINK CLOCK

CHAR BUNK AHRIB. 2
J^ HALF INTENSITY ATTRIB. 1-

TL/DD/S52e-28

FIGURE 19. TMP Attribute Processing
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2.0 Functional Description (continued)

2.6.4 Attribute Operation

Reverse Video: A character and its surrounding cell are reversed in video from what was selected for the rest of the screen.

Half Intensity:

Blink:

Double Height:

Double Width:

Underline:

Blank/Double

High Bottom:

Graphtes:

To use the half intensity function the shared INTENSITY/FO GLK pin (25) must be selected for INTENSITY
operatton by setting SCR bit 6 low. In operation the half intensity pin will be low whenever a character for which

the attribute is active is being displayed. To perform the actual attenuation function external circuitry must be
connected between the INTEN and Video Output pins. In fact the signal may be used for another purpose such

as switching between two colors.

A character or the field around it blinks as selected by VCR bit 0.

A designated character is stretched out so that it will occupy a 2-row tall space. This attribute is implemented

by slowing down by half the scan line stepping to the internal character generator. To use this attribute the

desired double high character must be placed into the two display memory locations corresponding to the top

and bottom row positions. For both locations the double high attribute is set. In addition the Blank attribute for

the bottom character is also set to tell the controller it is the bottom half of a double high character. The double

high attribute has no effect on element graphics or on pixel graphics displays. If an external character genera-

tor is used special circuitry must be employed to implement double high characters.

A designated character is stretched out so that it will occupy a 2-character cell wide space. This attribute is

implemented by slowing down by half the clock to the video dot shifter. To use this attribute the desired double

wide character must be placed in the left character position and the double wide attribute bit set. The following

character position (right) can have any character as it will be ignored.

If set this attribute causes the underline figure to be added to the video dot stream. Since the underline, like the

cursor, can be specified as to position and size in the character cell, the underline can be an overline, block,

strike through or any one of a number of effects. The underline overwrites any dot where it overlaps the

character.

A character is inhibited from being displayed while still allowing it to be stored in the display memory. If this

attribute and the double height attribute are set for the same character, the nonnal blank function is disabled

for that character position and the character is displayed as the bottom half of a double height character.

This attribute determines whether the video memory data byte as accessed by the display memory controller is

routed through the character generator or block graphics control logic. If routed through the block graphics

logic (attribute active) the effect on the video display will be as described in the Block Graphics section. Note

that because Block Graphics mode is selected as an attribute it may be mixed in with normal alphanumertes

characters. Also all other attributes with the exception of double height operate on the block graphics charac-

ters.

2.7 CHARACTER GENERATOR
The internal character generator holds 128 characters in a

7x11 matrix. The standard character sets are addressed

using 7-bit ASCII codes stored in the display memory. When
operating with fonts smaller than the maximum of 7 x 11

,

zeroes are encoded into the unused bits. When putting out a

character the video controller always starts character gen-

eration on the second scan line of a row, leaving the first

scan line blank. Similarly, the first (left) column in a charac-

ter cell is blanked with character generation starting on the

second column. Therefore, the specified cell size must be

one greater in height and width than the display characters

(including descenders) otherwise they will tie chopped off. If

the character cells are larger than the internal 7x11 matrix,

blank dots will be put out after exhausting the internal gen-

erator (See Figure 20 for example.)

MJftYS
BUHKEIl

#••• •

•••<

• • • • ^ #

••••••
• ••• •

•

TL/DD/5526-29

FIGURE 20. Character Cell Format

2.7.1 External Character Generation

The chip may be used with an external character generator

by switching over to a pixel graphic display mode with modi-

fied address stepping as controlled by VCR bits 6, 7. In this

mode an external character generator supplies pixel data to

the chip as depicted in Figure 21. Character addressing

comes from the display memory and scan line stepping from

a 4-bit counter clocked by the Horizontal Sync. Scan line

synchronization is achieved by using the Scan Count Clear

signal coming out on RE1 1 , pin 36. After the display of a row

it pulses low to initialize the scan line counter for the start of

a new row. In pixel mode both the character and any spac-

ing between characters must be encoded into the external

character generator. In addition, the chip will access and

use at most 8 bits of pixel data for each character cell. How-
ever, if the cell width is specified to be 9 or 10, the ninth and
tenth dots will repeat what was coded into the first. There-

fore, assuming at least one dot spacing between charac-

ters, external fonts can at most be seven dots wide.

No limitations apply to the height of a character as long as

the external generator can supply all of the scan lines as

specified by the CSHR. As in regular pixel mode the LSB
brought in is the first dot put out.

Since the eighth data bit is used for character generation it

cannot effectively be used for internal attribute latch selec-

tion although one of the latches will be selected every data

byte. Therefore, both internal attribute latches must be load-

ed with the same values. If external attribute operation is

specified the full 8-bit high order attribute field is available

for usage.
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2.0 Functional Description (continued)
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2.8 BLOCK GRAPHICS

Block graphics Is an alternative display mode to normal al-

phanumerlcs which is selected through attribute bit 7. Ex-

ample (F^ure 22). It can operate on a character cell by

character cell basis (see Attributes) and words by rerouting

display memory bytes through the Blocl< graphics logic In-

stead of the internal character generator.

CUI BE USED HI DKAW VERTICM.

AHDHmiZOtmLUNES

TL/DD/6526-31

FIGURE 22. Example Block Graphics Display Patterns

The Graphics Logic operates by partitioning the character

cell space into nine possible areas as shown In Figure 23
and then using the seven lower bits in the display data byte

to turn these areas on or off. In this way one can draw

contiguous lines or simple geometric figures while at the

same time displaying alphanumeric characters In other

cells.

The partitioning of the cell is controlled by two timing chain

registers which specify two Horizontal and two Vertical cut

off points to the graphics logic. Through these two registers

one can make the sections as large or as small as desired,

even eliminating sections entirely. Note that data bits and

5 each control two sections as depicted in Figure 23.

FIGURE 21. External Character Set Implementation

2.8.1 Graphics Partitioning

[3D3Q ccdOaGOQ

nocaaaMaa nGan«nno::

MIDDLE COLUMN-

niGHT COUIMN-

TL/DD/5526-32

FIGURE 23. Block Graphics Cell Partitioning

The registers defining the graphics areas function as fol-

lows:

The Graphics Row Register — 8 bits (GRR) is divided into

the following two (2) registers:

• Graphics Middle Row, (GMR):

Defines the scan count at which the middle row begins

(4 most significant bits of GRR).

• Graphics Bottom Row, (GBR):

Defines the scan count at which the bottom row begins

(4 least significant bits of GRR).

See Figure 24. la for row example.
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2.0 Functional Description (continued)

The Graphics Column Register— 8 bits (GCR) controls ver-

tical partitioning through bit patterns as follows: (See Figure

24.)

7 S 3 2 1 a

R X X X

n R X X

R R R X

R R R R

-GCR

-6 DOT HELD WIDTH

-7 DDT FIELD WIDTH

-8 DOT FIELD WIDTH

-SDCrrflELD WIDTH

TLyDD/5526-33

FIGURE 24. Block Graphics Column Partitioning

i-i-

H-
51

-TOP

-MIDDLE

-BOTTOM

TL/DD/5526-44

GRR = 24

GCR = 60(0110 0XXX)

cell size = 6x7

FIGURE 24.1a Block Graphics Example

For all bits in the Graphics Column Register, a one assigns

that bit position to the middle column. A zero in an L bit

position assigns that bit position to the left column. A zero In

an R bit position assigns that bit position to the right column.

There is always at least one middle dot although the left and

right sections may be eliminated entirely. For 10 dot wide

cells the 10th bit will repeat the 9th bit. An easy way to

determine the column partitioning is to fill the GCR with all

ones, thereby making It one large middle section. Then,

starting from the outermost L and R bit positions, put zeros

In until the left and right sections are the sizes needed.

2.9 PIXEL GRAPHICS

When bits 6 and 7 of the Video Control Register are both

set to 1 , the character generator and block graphics circuits

are disabled. Video output directly reflects the contents of

the display memory byte on a pixel (dot) per bit basis with

data output USB first. Example (Figure 25).

Nine bits at a time are accessed from each video memory
location with as many bits being used as defined In the char-

acter cell width specification. If a cell width of 10 is specified

TL/DD/5526-34

FIGURE 25. Example Pixel Graphics

the 10th bit will merely repeat the 9th bit. Attributes are still

operable in pixel mode, on a data byte basis, with internal

and external operation possible. With internal attribute latch

operation the same values must be loaded into both latches

since the usual latch select bit is now being used for pixel

control. Unless, however, only a 7 dot wide cell Is used leav-

ing the 8th bit free. With external attribute operation we are

now limited to a 7-bit attribute field since pixel data can now
occupy 9 of the 1 6 bus bits. Because of this the LSB attri-

bute, Reverse Video is totally disabled from operation In

Pixel Graphic mode. This also applies to internal attribute

latch operation. Note, however, that reverse entire screen

video is still operable. Address sequencing through the vid-

eo memory is sequential with as many data bytes being read

in as is necessary to satisfy the pixel requirements of the

screen.

2.10 LIGHT PEN

Activation of the light pen Interrupt causes the horizontal

and vertical screen position of the cuaently displayed char-

acter to be latched into the Horizontal Light Pen Register

HPEN (7 bits) and Vertical Light Pen Register VPEN (5 bits)

respectively. Both HPEN and VPEN may be read into the

CPU accumulator. The values latched remain in VPEN and

HPEN until another light pen Interrupt latches new values.

2.11 UART

The UART features full duplex operation with double buff-

ered Receive and Transmit sections. Baud rate generation

Is fully programmable through a 2-stage divider chain. CPU
control of the UART is extensive with polled or Interrupt

driven operation possible.

RECEIVE SHIFTER

>. Rx BUFFER FULL

Ri
mmmm

BMJD + FRESCALEMULnPlEX

+ 18
Tx

TRAKSMIT SHIFnn
(DUTPl/T REGISTER)

^ Ti SHIFTER EMPTY

^ T< BUFFER EKPTVTRANSMIT BDFFER

TL/DD/5526-35

FIGURE 26. TMP UART Block Diagram
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2.0 Functional Description (continued)

2.11.1 UARTControi

UART Status Register (STAT): Contains error and status

bits which reflect the internal state of the UART. Read Into

CPU accumulator. Bits 0, 5 are tfie same as those found in

the internal Interrupt register.

M^i'i^;";" u
c. IMRT RECEIVE BUFFED FUU

PARITY ERROli DETECTED

FHAMIfIG ERROR DETECTED

INEIimm EffilOfl DEHCTED

TRAHSIIITTER OUTPUT REGISTER EMPTY
(OUTPUT SHIFTER)

TRANSMIHER BUFFER EMPTY

TL/DD/5526-36

UART Status Register bits 1 , 2, 3 are only cleared on a chip reset or a read

of the UART Receive Buffer. If another word were to come in before the

Receive Buffer could be read the errors associated with the new word would

add to those already present. The receipt of a new word can cause the three

bits to go from a to a 1, but not from a 1 to a 0.

FIGURE 27. UART Status Register

Note: The Transmit Output Register Empty flag is set to one whenever the

transmitter is idle. The flag is reset to zero wtien a data character is

transfen-ed from the Transmit Buffer to the Output Register. This

transfer does not occur until the next rising edge of the Internal UART
Transmit Clock. The Transmitter Output Register Empty flag occurs at

tfie beginning of the last stop bit.

UART Control Register (UCR): Contains control bits which

configure the format of transmitted data and tests made
upon received data. Written to from CPU accumulator.

T
T = 7 BUS (EXCLUDING PUtrTY)

1 ^ B BITS (EXCLUDING nRtTYl

0- ISTOPBITTRAflSMITTIO

\ -ZSTOPBITSTnMISMITIED
(RECEIVER ALWAYS CHECKS FOR ONE STOP BIT)

- FWIITY DISABLED

1 = RARITY ENABLED

00 = ODD RARITY (IF PARITY

ENABLED)

01 = EVEN PARITY ( IF PABITY

ENABLED)

10 = MARK (1) (IF PARrn ENABLED)

11 = SPACE (0) (IF PARITY ENABLED)

=: BHEAK DISABLED (NORMAL

SERIAL OUTPUT)

1 = SERUU. OUTPUT FORCED LOW
(SPACE)

= NO LOOP BACK

1 » SERUL OUTPUT INTaiNALLY

LOOPED BACK TO SERIAL INPUT.

OUTPUT STILL ACTIVE.

= THANSMinER ENABLED

1 = TRANSMnTEn DISABlfO (DATA

IN TIIANSMIT BUFFER NOT

THANSFERnED TO inANSMinEH
OUTPUT REGISTER)

TL/DD/5526-37

•Bit 5 set to by RESET.

FIGURE 28. UART Control Register

2. 1 1 .2 Baud Clocic Generation

The basic BAUD clock is derived from the (aystal frequency

through a two-stage divider chain consisting of a 3.5-1

1

prescale and an 11 -bit binary counter. (Figure 29). The di-

vide factors are specified through 2 write only registers

shown In Figure 30. Note that the 1 1-bit Baud Rate Divislor

spills over into the Prescale Select Register. The correspon-

dences between the 4-bit Prescale Select and Prescale fac-

tors is shown In Table i. There are many ways to calculate

the two divisor factors but one particularly effective method
would be to try to achieve a 1.8432 MHz frequerrcy coming

out of the first stage then use the BAUD Rate Divisor factors

shown In Table II.

PRESCALE REGISTER

-

-BAUD REGISTER

|3|2|l|o|x|lo|9|i|7|6|5|4|3|2|l[n|

PRESCALE SELECT BAUD RATE DflflSDR

TL/DD/5526-:

FIGURE 30. UART BAUD Ciocic Divider Registers

TABLE I. Prescale Factors

Prescale Prescale

Select Factor

0000 3.5

0001 4

0010 4.5

0011 5
0100 5.5

0101 6

0110 6.5

0111 7

1000 7.5

1001 8
1010 8.5

1011 9
1100 9.5

1101 10

1110 10.5

1111 11

TABLE II. Baud Rate Divisors (1.8432 MHz input)

Baud Baud Rate
Rate Divisor (N- 1)

110 (110.03) 1046
134.5 (134.58) 855
150 767
300 383
600 191

1200 95

1800 63

2400 47

3600 31

4800 23

7200 15

9600 11

19200 5

UART TRANSMIT
CUKK

UART

MUUIPLEX
REGISTER

BAUD RATE

SELECT 11 BITS

110-19,200 BAUD

PRESCALER

4fl(IS

i-lSTO-i-ll*16
UART RECEIVE

CUKK
TL/DD/5526-38

FIGURE 29. UART BAUD CiocIc Generation
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2.0 Functional Description (continued)

The frequency coming out of the BAUD Rate Divisor is then

passed through the UART Multiplex Register. Through the

UART Multiplex Register one can specify that the Transmit-

ter or Receiver clock be the same or a power of two multiple

of the other.

UART Multiplex Register (UMX): Contains the bits which

determine the divisor which Is used to count down from the

primary baud rate when different rates are used for send

and receive (eight bits).

I'ltj |4|3|2|1|C|

-1 = nviDE HV

1

-1 - DIVIDE n 2

-1 = OIVIDC BY 4

-t s DIVIDE BY i

-1 = DIVIDE BY 16

-1 = DIVIDE BY K
-UNUSED (0)

-m DIVIOEO Mil IS USED FOfI SENO

DKLY DUE HCIOR
MAY BE SELECIID

HA TIME

(1) DIVIDED WIE IS USED FOR DECEIVE

TL/DD/5526-40

FIGURE 31. UART Multiplex Register

The actual baud rate may tie found from:

BR = Fc/(16*N'P*D)

Where:

BR is the Baud Rate

Fc Is the external crystal frequency

N is one plus the value of the Baud Rate Divisor contained

in the Baud Rate Select Register and the Prescale Select

Register.

P is the Prescale Divide Factor Selected by the value in the

Prescale Select Register.

D is the Multiplex Register Divide Factor

3.0 Slave Processing
The TMP may be used as a slave video controller by having

a host system perform Direct Memory Accesses into the

display RAM. To assist in implementing such a system the

chip features two DMA control pins—HOLD (Hold Request)

and HLDA (Hold Acknowledge). These two signals come
out on shared ROM Expand Bus pins RES and RE12. To
request a DMA access a host would activate HOLD (active

high and await the acknowledging HLDA from the TMP be-

fore proceeding with the DMA. The TMP only allows DMA
operations during the vertical blanking period and will acti-

vate HLDA in response to a HOLD shortly after vertical

blanking starts. In DMA mode all 16 TMP System Bus driv-

ers are tri-stated while the bus control signals RAM ALE,

RAM RD, RAM WR go to their inactive (high) states. A
HOLD request must arrive t^ CPU cycles before vertical

blanking starts; otherwise it will miss that retrace cycle and

will have to wait until the next one, one frame later. Once

DMA mode is entered, it is maintained for the duration of

vertical blanking regardless of the state of HOLD. Near the

end of vertical blanking the DMA mode will terminate in

preparation for the display of the next frame, but the HLDA
will NOT turn off. Specifically, this will occur one scan time

before the end of vertical blanking. It is up to the designer to

be sure that the host is off the BUS before this happens or

suffer bus contention with the video controller. He can do

this by either predetermining the length of time the host has

to remain on the bus, or by using the end of vertical sync (as

shown In Figure 32) to signal the end of a safe DMA period.

If during DMA the CPU attempts to do a display memory
access It would be put into a wait state until DMA is conclud-

ed and normal memory accessing is resumed.

*
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I
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2
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>
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j
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Vertical sync should be programmed to end as late as possible, but must

end at least one scan time before the end of vertical blanking.

FIGURE 32

4.0 Reset
The TMP will reset If the RESET (32) pin is held at a logic

low (< 0.8V) for at least five CPU cycle times. This pre-sup-

poses that the Vcc is up, stable and within operational limits

(+ 5V ±10%) and that the oscillator Is running. For a power

on reset, time must be allowed for the power supplies to

stabilize (typically 50 ms) and the oscillator to start up. If

power supply noise or ripple causes Vcc to exceed the

-t-5V +10% limits neither reset nor operation is guaran-

teed.

Internally, the RESET pin has a depletion load pullup that

typically acts as a 30 ju.A cun-ent source from Vcc in the

voltage range of interest. A typical reset circuit with a 0.5

second reset pulse is shown in Figure 33.

TL/DD/5526-41

FIGURE 33. Typical Reset Circuit
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4.0 Reset (CkmUnued)

During RESET a number of internal registers are initialized as follows:

4.1 CPU

CPU Clock divide = 1 .5 (SCR bit = 1

)

Test Mode Control = (SCR bit 7 = 0, Normal Operation)

Program Counter =
Stack Pointer =
Program Memory Bank =
RAM Register Bank =
Timer Stopped

Instruction Register cleared

FO and F1 cleared

4.2 INTERRUPTS

Internal and External Interrupts disabled

Internal Inten-upt Register set to 000011X0

4.3 UART

Receiver initialized to look for start bit

Status Register set to 1 1 1 10000

Transmitter initialized to wait for OUT XMTR instruction

4.4 VIDEO

Video generation shutdown (VCR bit 5 = 0)

FiFO Cleared Out

Timing Chain Character Counter =
Timing Chain Scan Counter =
Timing Chain Row Counter =
Timing Chain Blink Counter =

4.5 PIN STATES AT RESET

Pins 1 -8 (SBO-7)

to

ww
ro

o
en

IN TEST MODE ONLY

Pins9-16(SB8-15)

Pin17(VIDCLK/FICLK)

Pin18(RAMALE)

Pin 19 (RAM WR)

Pin 20 (RAM RD)

Pin 21 (ALE)

Pin 22 (XTAL 2)

Pin23(XTAL1)

Pin 24 (Gnd.)

Pin 25 (INTENS/FO CLK)

Pin 26 (VO)

Pin27(VS)

Pin 28 (HS)

Pin 29 (EA)

Tri-stated during reset and until either the CPU executes a MOVX instructton or bit 5 of the

VCR Is set.

If bit 4 of the SCR is set, SB8-1 5 will behave like SBO-7. If bit 4 of the SCR is cleared, SB8-
1 5 will act as outputs (any of which may be either high or low). Note that bit 4 of the SCR may
be one or zero at power-up.

High during reset and until bit 5 of the VCR is set.

High during reset and until the CPU executes a MOVX instruction or bit 5 of the VCR is set.

High during reset and until the CPU executes a MOVX (of the output to display RAM variety)

instruction.

High during reset and until either the CPU executes a MOVX instruction or bit 5 of the VCR is

set.

Pulses continuously.

Crystal input or master clock input.

Crystal input.

May be either high or low during reset.

Low (because of asserted blanking signals) from reset until bit 6 of the VCR is set.

Tri-stated by reset, enabled when bit 5 of the VCR is set.

Low from reset until bit 5 of the VCR is set.

Input only.
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4.0 Reset (continued)

Pin 30 (PSEN)

Pin 31 (RD)

Pin 32 (RESET)

Pin 33 (SO)

Pin 34 (SI)

Pin35(RE12/HLDA)

Pin36(RE11/SCCLR)

Pin37(RE1 0/INTR)

Pin 38 (RE9/LPEN)

Pin 39 (RE8/HLDR)

Pins 40-47 (RE0-7/1O0-7)

Active during reset if EA is high, always high if EA is low.

High during reset and until an IN PORT instnjction is executed.

Input only.

High during reset and until an OUT XMTR Instruction is executed.

Input only.

If EA is high or low and HOLD Is low: low during reset. If EA is low and HOLD is high: may be

either high or low during reset. If EA is high and HOLD is high: low at falling edge of ALE and

during PSEN, may be low or high at rising edge of ALE.

If EA is low: output follows internal Scan Count Clear signal and is active during reset. If EA is

high and reset asserted: low at falling edge of ALE and during PSEN, sampled value of

internal Scan Count Clear signal is output at rising edge of ALE.

If EA is low: inputs only. If EA is high and reset asserted: low at falling edge of ALE and during

PSEN. Always tri-stated at rising edge of ALE.

If EA is low: static port outputs (which may be high or low during reset). If EA is high and reset

asserted: low at falling edge of ALE, tri-stated during PSEN, and may be either high or low at

the rising edge of ALE.

Pin48(Vcc)

5.0 Extra Attributes
One may want to expand the external attribute field by add-

ing more bits so that functions such as color (Red

—

Green—Blue drive) or grey scale may be implemented. Lil^e

the eight attributes which the chip handles Internally these

extra attributes would operate on a character cell basis. To
add attribute bits one would have to duplicate the internal 4

level character/attribute FIFO externally using fast MSI

chips. To assist in handling the external FIFO circuitry the

TMP features two FIFO clocking signals on pins 17 and 25.

The FIFO IN Clock (Fl CLK) is used to strobe attribute data

into the external FIFO circuits in synchronism with the inter-

nal TMP FIFO. Its timing is identical to RAM RD but is only

active when the video does a display RAM read to load its

FIFO. The FIFO OUT Clock (FO CLK) pulses for 1-3 bit

times each time the video starts the display of a new char-

acter cell. The external FIFO would use the rising edge of

this signal to clock out or latch the attribute output.

In order for the TMP CPU to access the additional attribute

bits special bus gating arrangements would have to be

worked out on the System Bus (Video Data Bus is at most

16 bits wide). Unless one were to run with internal attributes

or only use a few of the extemal attributes in which case the

unused bits could be used with the extemal FIFO. Whenev-

er using the FO CLK the Intensity attribute is disabled since

they both share the same pin.

6.0 TMP BUS Interfacing
The two external buses on the TMP, ROM Expand and Sys-

tem are easily interfaced to as shown In Figures 34 and 35.

Important bus information output from the chip is latched

using the rising or falling edges of the various control sig-

nals. I/O port information is read in through a TRI-STATE*

buffer chip such as an 81 LS96.

vm no

HIDA, SC CLR, INTR. LP, HOLD

OUTPUT POUT

74LS374

PflOGRAM

ROM

TL/DD/5526-42

FIGURE 34. TMP ROM Expand BUS
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6.0 TMP BUS Interfacing (Continued)

1

^^^m^^n ^ 1

1
M-D15

'^
A8-A15 1

^ AQ-A7 1

00-D7

j_
NS405

RAMAU

RAM RAM

CHIP

SELECT

DECODING

VIDEO RAM
OR

I/O PORTS

74LS373 Ŵ
SB8-Sei5

-L

SB0-SB7

MLS373 4ii^P*^
t

J

^^^^H

_r s

(O

o
en

CO

TL/DD/5526-43

FIGURE 35. TMP System Bus

TMP Registers {Excluding Timing chain Registers)

TMP Registers Ass Delated Intructlons

CPU SECTION

A = Accumulator— 8 bits ADDA.Rr MOV A,Rr XCH A.Rr

#data = data Immediate ADD A, # data MOVA,@Rr XCH A,@Rr

Rr = Register ADDA,@Rr MOVA,#data XCHDA,@Rr
@Rr = Register pointed to by RO or R1 ADDCA, Rr MOV Rr,A XRLA,Rr

ADDCA,#data MOVRr,#data XRL A,@Rr

ADDCA,@Rr MOV@Rr,A XRLA,#data
ANLA,Rr MOV@Rr,#data JBn addr

ANLA,#data MOVP A,@A JNZaddr
ANLA,@Rr M0VP3 A,@A JZ addr

CLRA RLA DJNZ Rr,addr

CPLA RLCA
DAA RRA
DEC A RRCA
DECRr ORLA,Rr
INC A ORLA,@Rr
INCRr ORLA,#data
INC@Rr SWAP A

*HACC = High Accumulator— 8 bits •MOV A,HACC •MOV HACCA

C = Carry Bit CLR C CPL C JNCaddr JCaddr

•LONG RO = Register Pair, RO, RA •DECL RO •INCLRO •MOVLA,R0
•MOVLR0,A •MOVXA,@R0 •MOVX @RO,A

LONG R1 = Register Pair RI.RB •DECL R1 •INCLR1 •M0VLA,R1
•M0VLR1,A •MOVX A,@R1 •MOVX@R1,A

T =Timer— 8bits MOV A,T MOVT,A STOPT
STRTT •JNTF addr JTFaddr

FO = FlagO CLR FO CPL FO JFOaddr •JNFO addr

F1 = Flag1 CLR F1 CPL F1 JF1 addr •JNF1 addr

INTR = Inten-upt Register— 8 bits MOVA,INTR JNXI addr JXI addr

•DISH DISXI •EN II

EN XI
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CO

TMP Registers (Excluding Timing Chain Registers) (Continued)

TMP Registers

CPU SECTION (Continued)

MASK =lnternallntemjptMasK— Sbits MOVMASK.A
PSW = Program Status Word— Sbits IWOVA,PSW

PORT =8 bit I/O Port ANLPORT,#data
ORLPORT,#data

Miscellaneous Instructions CALL addr

NOP
SELMBO
•SEL MBS

VIDEO MANAGEMENT

Assocjated Instructions

MOV PSW,A

IN PORT
OUT PORT

JMP addr

RET
SEL MB1
SEL RBO

JMPP @A
RETR
•SELMB2
SEL RBI

SCR =System Control Register— Sbits

VCR = Video Control Register— 8 bits

HOME = Home Address Register— 1 6 bits

CURS = Cursor Address Register— 16 bits •DEC CURS
*MOVCURS,A

BEGD = Beginning of Display RAM Register— 1 6 bits

ENDD = End of Display RAM Register— 1 6 bits

SROW = Status Row Register— 1 6 bits

ALO =Attribute Latch — 8 bits

AL1 = Attribute Latch 1 — 8 bits

HPEN = Horizontal Light Pen Register— 7 bits

VPEN = Vertical Light Pen Register— 5 bits

VINT = Vertical Intenupt Register— 5 bits

UART CONTROL

PSR =Prescale Register (UART)— Sbits

BAUD = Baud Rate Select Register— 8 bits

UCR = UART Control Register— 8 bits

UMX = UART Multiplex Register— 8 bits

STAT = Status Latch (UART)— Sbits

RCVR = UART Receive Buffer— 8 bits

XMTR = UART Transmit Buffer— Sbits

TCP = Timing Chain Pointer

@TCP = Register Pointed to by TCP
*New instruction added to 6040 subset

Associated Instructions

•MOVSCR,A
•MOVVCR,A
*MOVA,HOME
'INC CURS
*MOVA,CURS

•MOV BEGD,A
•MOV ENDD,A
•MOV SROW,A
•MOVAL0,A
•M0VAL1,A
•MOVA,HPEN
•MOV A,VPEN
•MOVVINT,A

•MOV PSR,A
•MOVBAUD,A
•MOV UCR,A
•MOV UMX,A
•MOVA,STAT
•IN RCVR
•OUT XMTR
•MOVTCPpA
MOV @TCP,A

Symbol Definitions

Symbol Definition

AC Auxiliary Carry Flag

addr Program Memory Address

b BitDesignator(b = 0-7)
BS RAM Bank Switch

data Number or Expression (8 bits)

DBF Program Memory Bank Select Bits (2)

EXI Extemal Intenrupt Pin

F0,F1 Internal Flags

P I/O Port (8 bits)

•MOVHOME,A
•MOVXA,@CURS
•MOVX @CURS,A

Symbol Definition

PC Program Counter

SP Stack Pointer

TF Timer Flag

# Prefix for Immediate Data

@ Prefix for Indirect Address

( ) Contents of Register

(( )) Contents of Memory Location pointed to by

designated register

•«- Replaced by
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Instruction Set

Mnemonic Machine Code Function Description Cycles Bytes
Rags

C AC HACC FO F1

ADDA,Rr 1 1 1 r r r (A) «-(A) + (Rr)for

r=0-7
Add contents of

designated register

to the Accumulator

(8-bit operation)

1 1
* * •

ADDA, # data 11
d7 d6 d5 d4 d3 d2 d1 dO

(A) <- (A) + data Add immediate the

specified data to the

Accumulator (8-bit

operation)

2 2 * « *

ADD A, @ Rr 1 1 r (A) «-(A) + ((Rr))for

r = 0-1
Add indirect the

contents of data

memory pointed to

by Rr to the

Accumulator (8-bit

operation)

1 1
« *

ADDC A, Rr 1 1 1 1 r r r (A) <- (A) + (C) + (Rr)

for r = - 7

Add with carry the

contents of the

designated register

to the Accumulator

(8-bit operation)

1 1
* * *

ADDCA, #data 10 11
d7 d6 dS d4 d3 d2 d1 dO

(A) <- (A) + (C) + data Add Immediate with

canry the specified

data to the

Accumulator (8-bit

operation)

2 2 * * *

ADDCA,@Rr 1 1 1 r (A) <(- (A) + (C) +
((Rr))forr = 0-1

Add indirect with

cany the contents of

data memory pointed

to by Rr to the

Accumulator (8-bit

operation)

1 1
* * *

ANLA,Rr 1 1 1 r r r (A) «-(A)AND(Rr)for
r = 0-7

Logical AND
contents of

designated register

with Accumulator (8-

bit operation)

1 1

ANL A, # data 10 10 11
d7 d6 d5 d4 d3 d2 d1 dO

(A) <- (A) AND data Logical AND
specified Immediate

Data with

Accumulator (8-t)it

operation)

2 2

ANL A, @ Rr 1 1 r (A) <-(A)AND((Rr))
forr = 0-1

Logical AND indirect

the contents of data

memory pointed to

by Rr with

Accumulator (8-bit

operation)

1 1

ANL PORT, # data 1110 11
d7 d6 dS d4 d3 d2 d1 dO

(P) «-(P) AND data Logical AND
immediate specified

data with output port

(8-bit operation)

2 2

CALLaddr alOaSaS 1 1

a7 a6 a5 a4 a3 a2 al aO

((SP)) <(-(PC0-12)

((SP)) <(-(PSW3-7)

(SP) *- (SP) + 1

(PCS- 10) «- addr8-lO

(PCO-7) *- addrO-7

(PC11-12 <- DBF 0,1

Call designated

subroutine

2 2

z
tp

o

(AwM
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m̂ Instruction Set (continued)

w
Mnemonic Machine Code Function Description Cycles Bytes

Flags

V.
u> C AC HACC FO F1

^
CLRA 10 111 (A) <«-0 Clear the

Accumulator

1 1

CLRC 10 10 111 (C) *-0 Clear cany bit 1 1
*

CLRFO 10 10 1 (FO) *-0 Clear Flag 1 1
*

CLRF1 10 10 10 1 (F1) -e- Clear Flag 1 1 1
*

CPLA 110 111 (A) «-NOT(A) Complement the

contents of the

Accumulator (8-bit

operation)

1 1

CPLC 10 10 111 (C) «-NOT(C) Complement cany
bit

1 1
*

CPLFO 10 10 10 1 (FO) •<-NOT(F0) Complement Flag 1 1
«

CPLF1 10 110 10 1 (F1) •«-N0T(F1) Complement Flag 1 1 1
*

DA A 10 10 111 Decimal Adjust the

contents of the

Accumulator (8-bit

operation)

1 1
* *

DEC A 111 (HACC.A) -«-(HACC,

A)-1
Decrement by 1 the

contents of HACC/
ACC

1 1
* *

DEC CURS 10 10 (CURS) f- (CURS) - 1 Decrement by 1 the

contents of the

Cursor Address

Register

1 1

DECRr 1 1 1 r r r (Rr) <r- (Rr) - 1 Decrement by 1 the

contents of the

designated register

(8-bit operation)

1 1
*

DECLRr 1 r (Rr) «- (Rr) - 1 for

r = 0- 1

Decrement by 1 the

contents of the

designated 16-bit

register pair

1 1

DISH 110 10 1 Disable internal

intemipts

1 1

DISXI 10 10 1 Disable external

interrupts

1 1

DJNZ Rr, addr 1 1 1 1 r r r

a7 a6 a5 a4 a3 a2 a1 aO

(Rr) •<- (Rr) - 1 for

r = 0-7
If (Rr) 7^0 do (PCO-7)

<-addr
lf(Rr) = Odo(PC)
«-PC+ 2

Decrement the

specified register

and Jump if not zero

to designated

address within page
(8-bit decrement)

2 2

EN II 10 10 1 Enable internal

interrupts.

1 1

EN XI 10 1 Enable external

intemjpt.

1 1

INC A 10 111 (HACCA) «-(HACC,
A)-l- 1

Increment by 1 the

contents of

HACC/A.

1 1
« *

INC CURS 1110 10 (CURS) *- (CURS) + 1 Increment by 1 the

contents of the

Cursor Address

Register.

1 1
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Instruction Set (continued)

Mnemonic Machine Code Function Description Cycles
Flags 1

C AC HACC FO F1

INCRr 1 1 r r r (Rr) <- (Rr) + 1 for

r = 0-7
increment by 1 the

contents of the

designated register

(8-bit Increment)

1 1
*

INC @ Rr 1 r ((Rr)) <r- ((Rr))+1for

r = 0-1
Increment in direct

the contents of data

memory pointed to

byRr(8-btt

increment)

1 1
*

INCL Rr 1 1 1 r (Rr) <- (Rr) + 1 for

r=0-1
Increment by 1 the

contents of the

designated 16-bit

register pair

1 1

IN PORT 1 110 1 (A) <i- (P) Input data from port

into Accumulator

(8-bit transfer)

2 1

IN RCVR 1 110 (A) «— (RCVR) Input contents of

UART Receive

buffer into

Accumulator (8-bit

transfer). Also,

clears Receive

Buffer Full internipt.

1 1

JBb addr b2 b1 bO 1 1

a7 a6 aS a4 a3 a2 al aO

(PCO-7) <- addr if

(b)=1
(PC) •«- (PC) + 2 If

(b) = 0forb = 0-7

Jump to specified

address within page

if Accumulator bit is

set

2 2

JCaddr 1 1110 110
a7 a6 a5 a4 a3 a2 al aO

(PCO-7) «- addr if

C= 1

(PC) *- (PC) + 2 If

C =

Jump to specified

address within page

if Cany flag is set

2 2

JFO addr 1 10 110
a7 a6 a5 a4 a3 a2 al aO

(PCO-7) *- addr if

F0 = 1

(PC) <- (PC) + 2 if

F0 =

Jump to specified

address within page

If Flag FO is set

2 2

JF1 addr 1110 110
a7 a6 a5 a4 a3 a2 al aO

(PCO-7) <- addr if

F1 = 1

(PC) -«-(PC) + 2if

F1 =0

Jump to specified

address within page

if Flag F1 is set

2 2

JlWPaddr alO a9 a8 1

a7 a6 a5 a4 a3 a2 al aO

(PC8-10) •(-addr 8-10

(PCO-7) <- addr 0-7

(PC1 1-12) «- DBF 0,1

Direct Jump to

specified address

within 2k Bank

2 2

JMPP @ A 1 10 11 (PC0-7)^((A)) Jump indirect within

page to the address

specified in the

memory location

pointed to by the

Accumulator

2 1

JNCaddr 1 110 110
a7 a6 a5 a4 a3 a2 al aO

(PCO-7) *- addr

ifC =
(PC) «- (PC) + 2

ifC= 1

Jump within page to

specified address if

Carry flag Is

2 2

m
o

0>w
lO

01
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Instruction Set (continued)

CO
Mnemonic Machine Code Function Description Cycles Rvtps

Flags

lO

iz

C AC HACC FO F1

JNFO addr 10 1 10
a7 a6 a5 a4 a3 a2 a1 aO

(PCO-7) <- addr If

F0 =

(PC) *- (PC) + 2 if

F0= 1

Jump within page to

specified address if

FOisO

2 2

JNF1 addr 110 110
a7 a6 a5 a4 a3 a2 al aO

(PCO-7) -<-addrlf

F1 =0
(PC) <- (PC) -1- 2 if

F1 = 1

Jump within page to

specified address if

F1isO

2 2

JNTFaddr 110
a7 a6 a5 a4 a3 a2 al aO

(PCO-7) <- addr if

TF =
(PC) •«- (PC) + 2 if

TF= 1,(TF) «-0

Jump within page to

specified address if

Timer flag is reset. If

not, continue and

reset TF

2 2

JNXI addr 10 10 110
a7 a6 as a4 a3 a2 al aO

(PCO-7) <-addrlf

EXI = LOW
(PC) <- (PC) + 2 if

EXI = HIGH

Jump within page to

specified address If

External Inten'upt pin

is LOW

2 2

JNZ addr 110 10 110
a7 a6 a5 a4 a3 a2 al aO

(PCO-7) «- addr if

A^O
(PC) «- (PC) + 2 if

A =

Jump within page to

specified address if

Accumulator is not

2 2

JTF addr 10 110
a7 a6 a5 a4 a3 a2 a1 aO

(PCO-7) -^ addr if

TF= l.fTF) -<-0

(PC) •«- (PC) -1- 2 if

TF =

Jump within page to

specified address if

Timer flag Is set. If

jump taken Timer

flag reset

2 2

JXI addr 10 110 110
a7 a6 a5 a4 a3 a2 al aO

(PCO-7) <- addr if

EXI = HIGH

(PC) «- (PC) 4- 2 If

EXI = LOW

Jump within page to

specified address If

External Interrupt pin

is HIGH

2 2

JZ addr 110 110
a7 a6 aS a4 a3 a2 al aO

(PCO-7) -(-addr if

A =
(PC) <- (PC) + 2 if

At^O

Jump within page to

specified address if

Accumulator is

2 2

MOV A, CURS 10 110 11 (HACC/A) <- (CURS) Copy the contents of

the Cursor Address

Register into the

HACC/A (16-bit

transfer)

1 1
*

MOVA,HACC 1110 10 (A) <- (HACC) Copy contents of the

High Accumulator

Into the Low
Accumulator (8-bit

transfer)

1 1

MOV A, HOME 10 110 10 (HACC/A) *- (HOME) Copy the contents of

the Home Address

register into the

HACC/A (16-bit

transfer)

1 1
*

MOVA, HPEN 111111 (AO-6) -(-(HPEN)

(A7) <-
Copy the contents of

the Horizontal Light

Pen Register Into the

Accumulator (7-bit

transfer, A7 cleared)

1 1

--.
.

.

-
'"' -1
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Instruction Set (continued)

Mnemonic Machine Code Function Description Cycles Bytes
Flags

C AC HACC FO F1

MOVAJNTR 10 1 10 (A) <- (INTR) Copy the contents of

the Interrupt Register

into the Accumulator

(8-bit transfer)

1 1

MOV A, PSW 110 111 (A) ^ (PSW) Copy contents of the

Program Status word

into the Accumulator

(B-bit transfer)

1 1

MOVA,Rr 1 1 1 1 1 r r r (A) «- (Rr)

forr = 0-7
Copy the contents of

the designated

Register into the

Accumulator (8-bit

transfer)

MOV A, STAT 10 1110 (AO-5) <- (STAT)

(A6-7) -(-ll

Copy the contents of

the UART Status Utch
into the Accumulator

(6-bit transfer, A6 and

A7 set)

1 1

MOVA,T 10 10 (A) ^ (T) Copy the contents of

the Timer into the

Accumulator (8-bit

transfer)

1 1

MOV A, VPEN 111110 (AO-4) *- (VPEN)

(A5-7) *-
Copy contents of the

Vertical Light Pen

Register into the

Accumulator (5-bit

transfer, A5-A7
cleared)

1 1

IVIOVA, @Rr 1 1 1 1 r (A) <-((Rr))for

r = 0- 1

Copy Indirect the

contents of data

memory pointed to by

Rr into the

Accumulator (8-bit

transfer)

1 1

MOV A, # data 10 11
d7 d6 d5 d4 d3 d2 d1 dO

(A) <-data Load immediate the

specified data into the

Accumulator (8-bit

load)

2 2

MOVALO.A 11110 (ALO) «- (A) Copy the contents of

the Accumulator into

Attribute Latch (8-bit

transfer)

1 1

MOVALI.A 11110 1 (AL1) *-(A) Copy the contents of

the Accumulator into

Attribute Latch 1 (8-bit

transfer)

1 1

MOV BAUD, A 10 (BAUD) *- (A) Copy the contents of

the Accumulator into

the UART Baud Rate

Select Register (8-bit

transfer)

1 1

MOV BEGD, A 110 1 (BEGD) •«- (HACC/A) Copy the contents of

HACC/A into the

Beginning of Display

RAM Register (16-bit

transfer)

1 1

CO

o

Cj»

o
UI
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Instruction Set (continued)

(A
Mnemonic Machine Code i=unction Description Cycles Bytes

Flags

C AC HACC FO F1

o
MOV CURS, A 10 10 11 (CURS) *- (HACC/A) Copy the contents of

HACC/A into the

Cursor Address

Register (16-bit

transfer)

1 1

MOV ENDD, A 110 (ENDD) •«- (HACC/A) Copy the contents of

HACC/A into the End
of Display RAM
Register (16-bit

transfer)

1 1

MOV HACC, A 110 10 (HACC) *- (A) Copy the contents of

the Low Accumulator

into the High

Accumulator (8-bit

transfer)

1 1
«

MOV HOME, A 1 C 1 1 (HOME) <- (HACC/A) Copy the contents of

HACC/A into the

Home Address

Register (16-bit

transfer)

1 1

MOV MASK, A 10 10 (MASK) *- (A) Copy the contents of

the Accumulator into

the Interrupt Mask
Register (8-bit transfer)

1 1

MOV PSR, A 10 10 (PSR) f- (A) Copy the contents of

the Accumulator Into

the UART Prescale

Register (8-blt transfer)

1 1

MOV PSW, A 110 10 111 (PSW) -^ (A) Copy contents of the

Accumulator into the

Program Status Word
(8-bit transfer)

1 1
* •

MOV Rr, A 1 1 1 r r r (Rr) <-(A)for

r = 0-7
Copy contents of the

Accumulator into the

designated register (8-

bit transfer)

1 1

MOV SCR, A 10 10 10 1 (SCR) f- (A) Copy contents of the

Accumulator into the

System Control

Register (8-bit transfer)

1 1

MOV BROW. A 1110 (SROW) *- (HACC/A) Copy the contents of

HACC/A into the

Status Row Register

(16-bit transfer)

1 1

MOVT,A 110 10 (T) -«-(A) Copy the contents of

the Accumulator into

the Timer (8-bit

transfer)

1 1

MOV TCP, A 10 111 (TCP) ^(A) Copy the contents of

the Accumulator Into

the Timing Chain

Pointer

1 1
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Instruction Set (continued)

Mnemonic Machine Code Function Description Cycles Bytes
Flags

C AC HACC FO F1

MOW UCR, A 1 (UCR) *- (A) Copy the contents of

the Accumulator into

the UART Control

Register (8-bit transfer)

1 1

MOV VCR, A 10 10 1 (VCR) ^ (A) Copy the contents of

the Accumulator into

the Video Control

Register (8-bit transfer)

1 1

MOV VINT, A 10 10 10 (VINT) <- (A) Copy the contents of

the Accumulator into

the Vertical Inten-upt

Register

1 1

MOV Rr, # data 1 1 1 1 r r r

d7 d6 d5 d4 d3 d2 d1 dO

(Rr) <- data for

r = 0-7
Load immediate the

specified data into the

designated register (8-

bit load)

2 2

MOV @ Rr, A 1 1 r ((Rr))-(-(A)for

r = 0-1
Copy indirect the

contents of the

Accumulator into the

data memory location

pointed to by Rr (8-bit

transfer)

1 1

MOV @ Rr, # data 1 1 1 r

d7 d6 d5 d4 d3 d2 d1 dO

((Rr)) <- data for

r = 0- 1

Load indirect ttie

specified immediate

data into the data

memory location

pointed to by Rr (8-bit

load)

2 2

MOV @ TCP, A 10 110 111 ((TCP)) -^(A)
(TCP) <- (TCP) + 1

Copy indirect the

contents of the

Accumulator into the

Timing Chain Register

pointed to by TCP.

Contents of TCP
incremented by 1

1 1

MOVUMX,A 110 11 (UMX)<-(A) Copy the contents of

the Accumulator into

the UART Multiplex

Register (8-bit transfer)

1 1

MOVLA,R0 10 110 (HACC/A) <- (RA, RO) Copy the contents of

RA, RO into HACC/A
(16-bit transfer)

1 1
«

M0VLA,R1 10 110 1 (HACC/A) «- (RB, R1) Copy the contents of

RB, R1 into HACC/A
(16-bit transfer)

1 1
*

MOVL RO, A 10 10 (RA, RO) «- (HACC/A) Copy the contents of

HACC/A into RA,RO
(16-bit transfer)

1 1

M0VLR1,A 10 10 1 (RB,R1) •«- (HACC/A) Copy the contents of

HACC/A into RB, R1

(16-bit transfer)

1 1

(O

ai

w
o
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i Instruction Set (continued)

(0

Js
Mnemonic Machine Code Function Description Cycles Bytes

Flags 1

C AC HACC FO F1

i
MOVPA, @A 10 110 11 (PCO-7) «- (A)

(A) «-((PC))
(PCO-7) *- (old PCO-7)

+ 1

Replace low 8 bits of

PC with A. Load

Indirect within page the

contents of the

memory location

pointed to by new PC
into Accumulator.

Restore PC with old

value plus 1. Operates

in all memory banks.

2 1

M0VP3 A, @ A 11110 11 (PCO-7) -(- (A)

(PC8-10) •«- Oil

(A) <- ((PC))

(PC) •«- (old PC) + 1

Replace low 8 bits of

PC with A. Next 3 bits

replaced with 011.

Load indirect within

page 3 the contents of

the memory location

pointed to by new PC
into the Accumulator.

Restore PC with old

value plus 1 . Operates

in all memory banks.

2 1

MOVXA, @CURS 10 1110 1 (HACC/A) -<-((CURS)) Copy indirect the

contents of display

memory as pointed to

by CURS into HACC/A
(16-bit transfer)

Min.2 1
>»

MOVXA,@R0 10 10 (HACC/A) -«-((RA,RO)) Copy indirect the

contents of display

memory as pointed to

by RA, RO into HACC/
A (16-bit transfer)

Min.2 1
*

MOVX A, @ R1 10 10 1 (HACC/A) •«-((RB,R1)) Copy indirect the

contents of display

memory as pointed to

by RB,R1 into HACC/
A (16-blt transfer)

Min.2 1
«

MOVX ® CURS, A 10 110 1 ((CURS)) •«- (HACC/A) Copy indirect the

contents of HACC/A
into the display

memory location as

pointed to by CURS
(18-bit transfer)

Min.2 1

MOVX @ RO, A 10 ((RA,RO)) •«- (HACC/A) Copy indirect the

contents of HACC/A
into the display

memory location as

pointed to by RA, RO
(16-bit transfer)

Min.2 1
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Instruction Set (continued)

Mnemonic Machine Code Function Description Cycles Bytes
Flags

C AC HACC FO F1

MOVX@R1,A 10 1 ({RB,R1)) •«-(HACG/A) Copy indirect the

contents of HACC/A
into the display

memory location

pointed to by RB, R1

(16-bit transfer)

Min.2 1

NOP 00000000 No Operation 1 1

ORLA,Rr 1 1 r r r (A) «- (A) OR (Rr) for

r = 0-7
Logical OR contents of

designated register

with Accumulator (8-bit

transfer)

1 1

ORLA, @Rr 1 r (A) •«-(A)OR((Rr))

for r = - 1

Logical OR indirect the

contents of the data

memory location

pointed to by Rr with

Accumulator (8-bit

operation)

1 1

ORLA, #data 10 1 1

d7 d6 d5 d4 d3 d2 d1 dO

(A) «-(A)ORdata Logical OR the

specified immediate

data with the

Accumulator (8-bit

operation)

2 2

ORL PORT, # data 110 11
d7 d6 d5 d4 d3 d2 d1 dO

(P) *- (P) OR data Logical OR immediate

specified data with

output port

2 2

OUT PORT 110 1 (P) <- (A) Output the contents of

the Accumulator to the

I/O Port (8-bit transfer)

2 1

OUTXfi/ITR 110 P(MTR) <- (A) Copy the contents of

the Accumulator into

the UART Transmit

Buffer (8-bit transfer).

Also clears Transmit

Buffer empty interrupt

1 1

RET 10 11 (SP) «-(SP)-1
(PCO-12) >*- ((SP))

Return from subroutine

without restoring

Program Status Word
bits 5-7

2 1

RETR 10 10 11 (SP) <-(SP)-1
(PCO-12) «-((SP))

(PSW3-7) -(-((SP))

Return from

Subroutine restoring

Program Status Word
(use for all returns from

inten^pts)

2 1
* «

RLA 1110 111 (An + 1) «- (An)

for n = - 6

(AO) <*- (A7)

Rotate Accumulator

left by 1 bit without

carry

1 1

RLCA 11110 111 (An + 1) «-(An)for

n = 0-6
(AO) -s- (C)

(C) *-(A7)

Rotate Accumulator

left by 1 bit through

cany

1 1
*

(O

CO
CO
lO
ibo
«JI
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Instruction Set (continued)

Mnemonic Machine Code Function Description Cycles Bytes
Flags 1

C AC HACC FO F1

RRA 1110 111 (An) «- (An) + 1

for n = - 6

Rotate Accumulator

rigiit by 1 bit without

carry

1 1

RRCA 110 111 (An) «- (An) + 1

forn = -6
(A7) -«- (C)

(C) .*- (AO)

Rotate Accumulator

right by 1 bit through

carry

1 1

SEL MBO 110 10 1 (DBF) <- 00 Select Bani<

(0-2047) of Program

H^emory

1 1

SEL MB1 110 10 10 1 (DBF) *- 01 Select Bank 1

(2048-4095) of

Program Memory

1 1

SEL 1^82 1110 10 1 (DBF) -«- 10 Select Bank 2

(4096-6143) of

Program Memory

1 1

SEL I^B3 11110 10 1 (DBF) ^-ll Select Bank 3

(6144-8191) of

Program Memory

1 1

SEL RBn 1 1 n 1 1 (BS) 0- n

for n = - 1

Select Data RAM Bank

(0-7) on (24-31)

1 1

STOPT 110 10 1 Stop Timer 1 1

STRTT 1110 10 1 Start Timer 1 1

SWAP A 10 111 (A4-A7) <-> (A0-A3) SWAP 4 bit nibbles in

Accumulator

1 1

XCH A, Rr 10 1 r r r (A) <-> (Rr)

for r = - 7

Exchange the

Accumulator and

contents of designated

register (8-bit transfer)

1 1

XCH A, @ Rr 1 r (A) <-> ((Rr))

forr = 0-1
Exchange indirect the

contents of the

Accumulator and the

data memory location

pointed to by Rr (8-bit

transfer)

1 1

XCHD A, @ Rr 1 1 r (A0-3)<->((Rr))0-3
for r = - 1

Exchange indirect the

low 4 bits of the

Accumulator and the

data memory iocation

pointed to by Rr (4-bit

transfer)

1 1

XRLA,Rr 1 1 1 1 r r r (A) «- (A) XOR (Rr)

for r = - 7

Logical XOR contents

of designated register

with Accumulator (8-bit

transfer)

1 1

XRLA, @Rr 1 1 1 r (A) "(-(A)XOR((Rr))

forr = 0- 1

Logical XOR indirect

the contents of the

data memory location

pointed to by Rr with

the Accumulator

1 1

XRL A, # data 110 10 11
d7 d6 d5 d4 d3 d2 d1 dO

(A) •«- (A) XOR data Logical XOR the

immediate specified

data with the

Accumulator

2 2
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TMP Opcode Chart
LSN012 34S6789ABC D EF

1

2

3

4

S

6

M

NOP
MOV
UCR,
A

MOV
BAUD,
A

ADD
A,

#clata

JMP
(page

0)

EN
XI

JNTF DEC A
DECL
RO

DECL
R1

DEC
CURS

MOV
ENDD,
A

MOV
BECD,
A

MOV
SROW,
A

INC

@R0
INC

@R1
JBO

ADDC
A,

#data

CALL
(page

0)

DIS

XI
JTF INC A

INC

RO
INC

R1

INC

R2
INC

R3
INC

R4
INC

R5
INC

R6
INC

R7

XCH
A,

@R0

XCH
A,

@R1

MOV
PSR,

A

MOV
A,

#data

JMP
(page

1)

EN
II

CLR A
XCH
A,

RO

XCH
A,

R1

XCH
A,

R2

XCH
A,

R3

XCH
A,

R4

XCH
A,

R5

XCH
A,

R6

XCH
A,

R7

XCHD
A,

@R0

XCHD
A,

@R1
JB1

MOV
UMX,
A

CALL
(page

1)

DIS

II

CPL A
INCL

RO
INCL

R1

INC

CURS

MOV
ALO,

A

MOV
AL1,

A

MOV
A,

VPEN

MOV
A,

HFEN

ORL
A,

SRO

ORL
A,

@R1

MOV
A,T

ORL
A,

#data

JMP
(page

2)

MOV
VCR,

A

SWAP
A

ORL
A,

RO

ORL
A,

R1

ORL
A,

R2

ORL
A,

R3

ORL
A,

R4

ORL
A,

R5

ORL
A.

R6

ORL
A,

R7

ANL
A

@R0

ANL
A,

@R1
JB2

ANL
A,

#data

CALL
(page

2)

MOV
SCR,

A
DA A

ANL
A,

RO

ANL
A,

R1

ANL
A,

R2

ANL
A,

R3

ANL
A,

R4

ANL
A,

R5

ANL
A,

R6

ANL
A,

R7

ADD
A,

@R0

ADD
A,

@R1

MOV
T,A

ORL
PORT,

#data

JMP
(page

3)

STOP
T

JNF1 RRCA
ADD
A,

RO

ADD
A,

R1

ADD
A,

R2

ADD
A,

R3

ADD
A,

R4

ADD
A,

R5

ADD
A,

R6

ADD
A,

R7

S
N

7

S

9

A

B

C

D

E

F

ADDC ADDC
A, A,

©RO @R1
JB3

ANL
PORT,
#data

CALL
(page

3)

STRT
T

JF1 RRA
ADDC

A,

RO

ADDC
A,

R1

ADDC
A,

R2

ADDC
A,

R3

ADDC
A,

R4

ADDC
A,

R5

ADDC
A,

R6

ADDC
A,

R7

MOVX
@R0,

A

MOVX
@R1,

A

MOV
MASK,
A

RET
JMP
(page

4)

CLR
FO

JNFO
MOV
TCP,

A

MOVL
RO,

A

MOVL
R1,

A

MOV
HOME.
A

MOV
CURS,
A

MOV
A,

INTR

MOVX
@CURS,

A

MOVX
A,

@R0

MOVX
A,

@R1
JB4 RETR

CALL
(page

4)

GPL
FO

JFO CLRC
MOVL

A,

R2

MOVL
A,

R1

MOV
A,

HOME

MOV
A,

CURS

MOV
A,

STAT

MOVX
A,

@CURS

MOV
@R0,

A

MOV
@R1,

A

MOV
VINT,

A

JMPP
@A

JMP
(page

5)

CLR
F1

JNXI CPLC
MOV
RO,

A

MOV
R1,

A

MOV
R2,

A

MOV
R3,

A

MOV
R4,

A

MOV
R5,

A

MOV
R6,

A

MOV
R7,

A

MOV
@R0,

#data

MOV
@R1,

#data

JB5

MOVP
A.

@A

CALL
(page

5)

CPL
F1

JXI

MOV
©TCP,
A

MOV
RO,

#data

MOV
R1,

#data

MOV
R2,

#data

MOV
R3,

#data

MOV
R4,

#data

MOV
R5,

#data

MOV
R6,

#data

MOV
R7,

#data

OUT
XMTR

OUT
PORT

MOV
HACC,
A

SEL
RBO

JMP
(page

6)

SEL
MBO

JZ

MOV
A,

PSW

DEC
RO

DEC
R1

DEC
R2

DEC
R3

DEC
R4

DEC
R5

DEC
R6

DEC
R7

XRL
A,

@R0

XRL
A,

@R1
JB6

XRL
A,

#data

CALL
(page

6)

SEL
MB1

JNZ
MOV
PSW,
A

XRL
A,

RO

XRL
A,

R1

XRL
A,

R2

XRL
A,

R3

XRL
A,

R4

XRL
A,

R5

XRL
A,

R6

XRL
A,

R7

IN

RCVR
IN

PORT

MOV
A,

HACC

SEL
RBI

JMP
(page

7)

SEL
MB2

JNC RLA
DJNZ
RO

DJNZ
R1

DJNZ
R2

DJNZ
R3

DJNZ
R4

DJNZ
R5

DJNZ
R6

DJNZ
R7

MOV
A,

@R0

MOV
A,

®R1
JB7

M0VP3
A,

@A

CALL
(page

7)

SEL
MBS

JC RLCA
MOV
A,

RO

MOV
A,

R1

MOV
A,

R2

MOV
A,

R3

MOV
A,

R4

MOV
A,

R5

MOV
A.

R6

MOV
A,

R7

(n

CO
o>

o
en
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Ordering Information

ORDER PART NUMBERS

ROMIess NS405-A12N

NS405-B12N

NS405-C12N

NS405-B18N
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General Description
The DP8390/NS32490 Network Interface Controller (NIC) is

a microCMOS VLSI device designed to ease Interfacing with

CSMA/CD type local area networks including Ethernet,

Cheapernet and STARUiN®. The NIC Implements all Media

Access Control (MAC) layer functions for transmission and

reception of packets in accordance with the IEEE 802.3

Standard. Unique dual DMA channels and an Internal FIFO

provide a simple yet efficient packet management design.

To minimize system parts count and cost, all bus arbitration

and memory support logic are integrated into the NIC.

The NIC is the heart of a three chip set that implements the

complete IEEE 802.3 protocol and node electronics as

shown below. The other two chips bxb the DP8391 Serial

Network Interface (SNI) and the DP8392 Coaxial Transceiv-

er Interface (CTI).

Features
Compatible with IEEE 802.3/Ethernet ll/Cheapernet/

STARLAN
Interfaces with 8-, 16- and 32-bit microprocessor sys-

tems

Implements simple, versatile buffer management

Forms integral part of DP8390, 91, 92 Ethemet/Cheap-

ernet solution

Requires single 5V supply

Utilizes low power microCMOS process

Includes

— Two 16-bit DMA channels

— 16-byte internal FIFO with programmable threshold

— Network statistics storage

Supports physical, multicast, and broadcast address fil-

tering

Provides 3 levels of loopback

Utilizes independent system and network clocks

Table of Contents

1.0 SYSTEM DIAGRAM

2.0 BLOCK DIAGRAM

3.0 FUNCTIONAL DESCRIPTION

4.0 TRANSMIT/RECEIVE PACKET ENCAPSULATION/
DECAPSULATION

5.0 PIN DESCRIPTIONS

6.0 DIRECT MEMORY ACCESS CONTROL (DMA)

7.0 PACKET RECEPTION

8.0 PACKET TRANSMISSION

9.0 REMOTE DMA

10.0 INTERNAL REGISTERS

11.0 INITIALIZATION PROCEDURES

12.0 LOOPBACK DIAGNOSTICS

13.0 BUS ARBITRATION AND TIMING

14.0 PRELIMINARY ELECTRICAL CHARACTERISTICS

15.0 SWITCHING CHARACTERISTICS

16.0 PHYSICAL DIMENSIONS

1.0 System Diagram a
IEEE 802.3 Compatible Ethernet/Cheapernet Local Area Network Chip Set

COAX

CABLE

TAP
OR
BNC [}

TRANSCEIVER OR MAU

DP8392

COAX

TRANSCEIVER

INTEJ^FACE
TRANSCEIVER

CABLE

OR
AUI

(OPTIONAL)

STATION OR DTE

DP8391

SERIAL

NETWORK

INTERFACE
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2.0 Block Diagram

COL COLLISION

RECOVERY,

IFG TIMING
CRS

PROTOCOL
PU

1_I

ADDRESS
REGISTER ARRAY
(PHYS & MULTI)

ADDRESS
RECOGNITiON

LOGIC

t-

COMMAND
STATUS

REGISTER ARRAY

1

ii
BUS ARBITRATION/

HANDSHAKE BREQ. BACK
ACK. RUDY
MRD, MWR

DMA,

BUFFER
CONTROL
LOGIC

DMA
ADDRESS
REGISTERS

AND
COUNTERS

RECEIVE

DESERIALIZER

LOGIC

RECEIVE BYTE

COUNT/ALIGNMENT
LOGIC

TRANSMIT
SERIAUZER

LOGIC

±
16 BYTE

RECEIVE/
TRANSMIT

FIFO

PREAMBLE/ SYNCH

JAM PATTERN GEN.

CRC
GENERATOR
CHECKER

rO

FIFO

CONTROL
LOGIC

MULTIPLEXED

ADDRESS/DATA BUS

FIGURE 1

3.0 Functional Description
(Refer to Figure 1)

RECEIVE DESERIALIZER

The Receive Deserializer is activated when the input signal

Carrier Sense is asserted to allow incoming bits to be shift-

ed into the shift register by the receive clock. The serial

receive data Is also routed to the CRC generator/checker.

The Receive Deserializer includes a synch detector which
detects the SFD (Start of Frame Delimiter) to establish

where byte boundaries within the serial bit stream are locat-

ed. After every eight receive clocks, the byte wide data is

transferred to the 16-byte FIFO and the Receive Byte Count
is incremented. The first six bytes after the SFD are

checked for valid comparison by the Address Recognition

Logic. If the Address Recognition Logic does not recognize

the packet, the FIFO is cleared.

CRC GENERATOR/CHECKER
During transmission, the CRC logic generates a local CRC
field for the transmitted bit sequence. The CRC encodes all

fields after the synch byte. The CRC is shifted out MSB first

following the last transmit byte. During reception the CRC
logic generates a CRC field from the Incoming packet. This

local CRC Is serially compared to the incoming CRC ap-

pended to the end of the packet by the transmitting node. If

the local and received CRC match, a specific pattern will be
generated and decoded to indicate no data errors. Trans-
mission errors result in a different pattern and are detected,

resulting in rejection of a packet.

TRANSMIT SERIALIZER

The Transmit Serializer reads parallel data from the FIFO
and serializes it for transmission. The serializer is clocked by

the transmit clock generated by the Serial Network Interface

(DP8391). The serial data is also shifted into the CRC gen-

erator/checker. At the beginning of each transmission, the

Preamble and Synch Generator append 62 bits of 1,0 pre-

amble and a 1,1 synch pattern. After the last data byte of

the packet has been serialized the 32-brt FCS field is shifted

directly out of the CRC generator. In the event of a collision

the Preamble and Synch generator is used to generate a
32-bit JAM pattern of all 1's

ADDRESS RECOGNITION LOGIC

The address recognition logic compares the Destination Ad-

dress Field (first 6 bytes of the received packet) to the Phys-

ical address registers stored in the Address Register Array.

If any one of the six bytes does not match the pre-pro-

grammed physical address, the Protocol Control Logic re-

jects the packet. All multicast destination addresses are fil-

tered using a hashing technique. (See register description) If

the multicast address Indexes a bit that has been set in the

filter bit an'ay of the Multicast Address Register An-ay the

packet is accepted, otherwise it Is rejected by the Protocol

Control Logic. Each destination address is also checked for

all 1 's which is the reserved broadcast address.

FIFO AND FIFO CONTROL LOGIC

The NIC features a 16-byte FIFO. During transmission the

DMA writes data into the FIFO and the Transmit Serializer

reads data from the FIFO and transmits it. During reception

the Receive Deserializer writes data into the FIFO and the

DMA reads data from the FIFO. The FIFO control logic is

used to count the number of bytes in the FIFO so that after

a preset level, the DMA can begin a bus access and write/

read data to/from the FIFO before a FIFO underflow/Zover-

flow occurs.
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3.0 Functional Description (continued)

PROTOCOL PLA

The protocol PLA is responsible for Implementing the Ether-

net protocol, including collision recovery with random back-

off. The Protocol PLA also formats packets during transmis-

sion and strips preamble and synch during reception.

DMA AND BUFFER CONTROL LOGIC

The DMA and Buffer Control Logic is used to control two

16-blt DMA channels. During reception, the Local DMA
stores packets In a receive buffer ring, located in buffer

memory. During transmission the Local DMA uses pro-

grammed pointer and length registers to transfer a packet

from local buffer memory to the FIFO. A second DMA chan-

nel is used as a slave DMA to transfer data between the

local buffer memory and the host system. The Local DMA
and Remote DMA are internally arbitrated, with the Local

DMA channel having highest priority. Both DMA channels

use a common external bus clock to generate all required

bus timing. External arbitration is performed with a standard

bus request, bus acknowledge handshake protocol.

4.0 Transmit/Receive Packet

Encapsulation/Decapsulation
A standard IEEE 802.3 packet consists of the following

fields: preamble, Start of Frame Delimiter (SFD), destination

address, source address, length, data, and Frame Check

Sequence (FCS). The typical format Is shown In Figure 2.

The packets are Manchester encoded and decoded by the

DP8391 SNI and transferred serially to the NIC using NRZ
data with a clock. All fields are of fixed length except for the

data field. The NIC generates and appends the preamble,

SFD and FCS field during transmission. The Preamble and

SFD fields are stripped during reception. (The CRC is

passed through to buffer memory during reception.)

PREAMBLE AND START OF FRAME DELIMITER (SFD)

The Manchester encoded alternating 1 ,0 preamble field is

used by the SNI (DP8391) to acquire bit synchronization

with an Incoming packet. When transmitted each packet

contains 62 bits of alternating 1,0 preamble. Some of this

preamble will be lost as the packet travels through the net-

work. The preamble field is stripped by the NIC. Byte align-

ment Is performed with the Start of Frame Delimiter (SFD)

pattern which consists of two consecutive 1's. The NIC

does not treat the SFD pattern as a byte, it detects only the

two bit pattern. This allows any preceding preamble within

the SFD to be used for phase locking.

DESTINATION ADDRESS

The destination address indicates the destination of the

packet on the network and is used to filter unwanted pack-

ets from reaching a node. There are three types of address

formats supported by the NIC; physical, multicast, and

broadcast. The physical address Is a unique address that

corresponds only to a single node. All physical addresses

have an MSB of "0". These addresses are compared to the

Internally stored physical address registers. Each bit In the

destination address must match in order for the NIC to ac-

cept the packet. Multicast addresses begin with an MSB of

"1". The DP8390 filters multicast addresses using a stan-

dard hashing algorithm that maps all multicast addresses

into a six bit value. This six bit value indexes a 64 bit array

that filters the value. If the address consists of all 1 's it is a

broadcast address, indicating that the packet Is Intended for

all nodes. A promiscuous mode allows reception of all pack-

ets: the destination address is not required to match any

filters. Physical, broadcast, multicast, and promiscuous ad-

dress modes can be selected.

SOURCE ADDRESS

The source address is the physical address of the node that

sent the packet Source addresses cannot be multicast or

broadcast addresses. This field Is simply passed to buffer

memory.

LENGTH FIELD

The 2-byie length field indicates the number of bytes that

are contained in the data field of the packet. This field Is not

interpreted by the NIC.

DATA FIELD

The data field consists of anywhere from 46 to 1500 bytes.

Messages longer than 1 500 bytes need to be broken into

multiple packets. Messages shorter than 46 bytes will re-

quire appending a pad to bring the data field to the minimum

length of 46 bytes. If the data field is padded, the number of

valid data bytes is indicated In the length field. The NIC

does not strip or append pad bytes for short packets,

or check for oversize packets.

FCS FIELD

The Frame Check Sequence (FCS) Is a 32-blt CRC field

calculated and appended to a packet during transmission to

allow detection of errors when a packet is received. During

reception, error free packets result in a specific pattern in

the CRC generator. Packets with Improper CRC will be re-

jected. The AUTODIN II (X32 + X26 4- X23 + X22 -f X16 +

X12 -1- X11 -I- X10 -t- X8 -I- X^ + X5 -1- Xt -I- X2 -I- X1 + 1)

polynomial Is used for the CRC calculations.

PREAMBLE SFD DESTINATION SOURCE LENCTH DATA FCS

I
"b

I

TRANSFERRED VIA W«

APPENDED

BY NIC

TRANSFERRED VIA DUA CALCULATED*
B = BYTES APPENDED
b = BnS BY NIC

a
-o
00w

z
(A
CO
lO
*^
<oo

FIGURE 2
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Connection Diagram

ADOC 1 48 J RAO

AD1C 2 47 DRA1

AD2C 3 46 3RA2

AD3C: 4 45 DRA3

AD4C 5 44 DPRD

AD5C 6 43 nWACK

AD6C 7 42 DINT

AD7C 8 41 D RESET

AD8C 9 40 DCOL

AD9C 10 39 DRXD

AD10C 11 38 3CRS

AD11C 12 37 3RXC

GNDC 13 36 :]vcc

AD12C 14 35 3LBK

AD13C 15 34 DTXD

ADUC 16 33 DTXC

AD15C 17 32 3TXE

ADSOC 18 31 DBREQ

CSC 19 30 DSACK

MWRC 20 29 DPRQ/ADS1

MROC 21 28 D READY

SWRC 22 27 DPWR

SRDC 23 26 DRACK

ACKC 24 25 3BSCK

TL/F/8582-4

Order Number DP8390D or DP8390N
See NS Package Number D48A or N48A

5.0 Pin Descriptions

BUS INTERFACE PINS

Symbol

AD0-AD15

DIP Pin No

1-12

14-17

Function

l/0,Z

Description

MULTIPLEXED ADORESS/OATABUS^
• Register Access, with DMA inactive, CS low and ACK returned from NIC, pins

AD0-AD7 are used to read/write register data. ADS-AD1 5 float during I/O

transfers. SRD, SWR pins are used to select direction of transfer.

• Bus Master with BACK input asserted

During t1 of memory cycle AD0-AD15 contain address

During t2, t3, t4 AD0-AD1 5 contain data (word transfer mode).

During t2, t3, t4 AD0-AD7 contain data, AD8-AD1 5 contain address

(byte transfer mode).

Direction of transfer is indicated by NIC on MWR, MRD lines.

ADSO 18 l/0,Z ADDRESS STROBED
• Input with DMA inactive and CS low, latches RA0-RA3 inputs on falling edge.

If high, data present on RA0-RA3 will flow through latch.

• Output when Bus Master, latches address bits (A0-A1 5) to external memory
during DMA transfers.

5-68



5.0 Pin Descriptions (continued)

BUS INTERFACE PINS (Continued)

Symbol DIP Pin No Function Description

cs 19 1 CHIP SELECT: Ctiip Select places controller in slave mode for jiP access to

internal registers. Must be valid through data portion of bus cycle. RA0-RA3 are

used to select the internal register. SWR and SRD select direction of data

transfer.

MWR 20 0.Z MASTER WRITE STROBE: Strobe for DMA transfers, active low during write

cycles (t2, t3, tw) to buffer memory. Rising edge coincides with the presence of

valid output data. TRI-STATE® until BACK asserted.

MRD 21 o,z MASTER READ STROBE: Strobe for DMA transfers, active during read cycles

(t2, t3, tw) to buffer memory. Input data must be valid on rising edge of MRD.
TRI-STATE until BACK asserted.

SWR 22 1 SLAVE WRITE STROBE: Strobe from CPU to write an internal register selected

by RA0-RA3.

SRD 23 1 SLAVE READ STROBE: Strobe from CPU to read an internal register selected

by RA0-RA3.

AGK 24 ACKNOWLEDGE: Active low when NIC grants access to CPU. Used to Insert

WAIT states to CPU until NIC Is synchronized for a register read or write

operation.

RA0-RA3 45-48 1 REGISTER ADDRESS: These four pins are used to select a register to be read

or written. The state of these inputs is ignored when the NIC is not In slave mode
(CS high).

PRD 44 o PORT READ: Enables data from external latch onto local bus during a memory
write cycle to local memory (remote write operation). This allows asynchronous

transfer of data from the system memory to local memory.

WACK 43 1 WRITE ACKNOWLEDGE: Issued from system to NIC to indicate that data has

been written to the external latch. The NIC will begin a write cycle to place the

data in local memory.

INT 42 INTERRUPT: Indicates that the NIC requires CPU attention after reception

transmission or completion of DMA transfers. The interrupt is cleared by writing

to the ISR. All inten-upts are masltable.

RESET 41 1 RESET: Reset is active low and places the NIC in a reset mode immediately, no
packets are transmitted or received by the NIC until STA bit is set. Affects

Command Register, Intermpt Mask Register, Data Configuration Register and

Transmit Configuration Register. The NIC will execute reset within 10 BUSK
cycles.

BREQ 31 BUS REQUEST: Bus Request Is an active high signal used to request the bus for

DMA transfers. This signal is automatically generated when the FIFO needs

servicing.

BACK 30 1 BUS ACKNOWLEDGE: Bus Acknowledge is an active high signal indicating that

the CPU has granted the bus to the DP8390. If immediate bus access is desired,

BREQ should be tied to BACK. Tying BACK to Vcc w"" result in a deadlock.

PRQ.ADSI 29 o,z PORT REQUEST/ADDRESS STROBE 1

• 32 BIT MODE: If LAS is set in the Data Configuratron Register, this line is

programmed as ADSI. It is used to strobe addresses A16-A31 into external

latches. (A16-A31 are the fixed addresses stored in RSARO, RSAR1.) ADSI

will remain at TRI-STATE until BACK is received.

• 1 6 BIT MODE: If LAS is not set in the Data Configuration Register, this line is

programmed as PRQ and is used for Remote DMA Transfers. In this mode
PRO will be a standard logic output.

NOTE: This line will power up as TRI-STATE until the DaU Configuration

Register is programmed.

READY 28 1 READY: This pin Is set high to insert wait states during a DMA transfer. The NIC

will sample this signal at t3 during DMA transfers.

oo
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u
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5.0 Pin Descriptions (continued)

BUS INTERFACE PINS (Continued)

Symbol DIP Pin No Fiinction Description

PWR 27 PORT WRITE: Strobe used to latch data from the NIC into external latch for

transfer to host memory during Remote Read transfers. The rising edge of PWR
coincides with the presence of valid data on the local bus.

26 1 READ ACKNOWLEDGE: Indicates that the system DMA or host CPU has read

the data placed in the external latch by the NIC. The NIC will begin a read cycle

to update the latch.

RACK

BSGK 25 1 This clock is used to establish the period of the DMA memory cycle. Four clock

cycles (t1 , 12, 13, 14) are used per DMA cycle. DMA transfers can be extended by

one BSCK Increments using the READY input.

NETWORK INTERFACE PINS

COL 40 1 COLLISION DETECT: This line becomes active when a collision has been

delected on the coaxial cable. During transmission this line is monitored after

preamble and synch have been transmitted. At the end of each transmission this

line is monitored for CD heartbeat.

RXD 39 1 RECEIVE DATA: Serial NRZ data received from the DP8391 SNI, clocked into

the NIC on the rising edge of RXC.

CRS 38 ' CARRIER SENSE: This signal is provided by the DP8391 SNI and indicates that

carrier is present on the coax. This signal is active high.

RXC 37 1 RECEIVE CLOCK: Re-synchronized clock from the DP8391 SNI used to clock

data from the SNI into the DP8390 NIC.

LBK 35 LOOPBACK: This output is set high when the NIC is programmed to perform a
loopback through the SNI. This output is connected directly to the loopback

control pin (LBK) on the DP8391 SNI.

TXD 34 TRANSMIT DATA: Serial NRZ Data output to the DP8391 SNI. The data is valid

on the rising edge of TXC.

TXC 33 1 TRANSMIT CLOCK: This clock is used to provide timing for internal operation

and to shift bits out of the transmit serializer. TXC is nominally a 10 MHz clock

provided by the SNI.

TXE 32 TRANSMIT ENABLE: This output becomes active when the first bit of the

packet is valid on TxD and goes low after the last bit of the packet is clocked out

of TxD. This signal connects directly to the DP8391 SNI. This signal is active

high.

POWER

Vcc 36 + 5V DC Is required. It is suggested that a decoupling capacitor be connected

between these pins. It is essential to provide a path to ground for the GND pin

with the lowest possible impedance.
GND 13

6.0 Direct Memory Access Control (DMA)
The DMA capabilities of the NIC greatly simplify use of the on a local bus, where the NIC's local DMA channel per-

DP8390 in typical configurations. The local DMA channel forms burst transfers between the buffer memory and the

transfers data between the FIFO and memory. On transmis- NIC's FIFO. The Remote DMA transfers data between the

slon, the packet is DMA'd from memory to the FIFO in buffer memory and the host memory via a bidirectional I/O

bursts. Should a collision occur (up to 1 5 times), the packet port. The Remote DMA provides local addressing capability

is retransmitted with no processor intervention. On recep- and is used as a slave DMA by the host. Host side address-

tion, packets are DMAed from the FIFO to the receive buffer ing must be provided by a host DMA or the CPU. The NIC

ring (as explained below). allows Local and Remote DMA operations to be interleaved.

A remote DMA channel is also provided on the NIC to ac- SINGLE CHANNEL DMA OPERATION
complish transfers between a buffer memory and system

^^^-..^hi^ .h„ ^„ hma -i,o„„„i» ^,„ k= ^mhin=^ t„
memory. The two DMA channels can alternatively be com- " ^^f^'":?:

!^f
Jy^° ™* '^'^^""^'^ ^"

, c k? ,^ i
bined to form a single 32-brt address wrth 8- or 16-bit data. ^"""^^ « 32-b,t DMA address. The upper 16 bits of the 32-

" bit address are static and are used to point to a 64K page of

DUAL DMA CONFIGURATION memory where packets are to be received and transmitted.

An example configuration using both the local and remote

DMA channels is shown below. Network activity is Isolated
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6.0 Direct Memory Access Control (DMA) (continued)

Dual Bus System

NETWORK

DATA

CONTROLLER

,

^ 64 K BUFFER

MEMORY
^

MAIN CPU
FIFO DATA
TRANSFERS

^ ^
t 16-BYIE FIFO

w///////m
' '

LOCAL
ADDRESS

r-

—

»

LOCAL DMA

W//////////M
REMOTE ADD

t

SIGNALS

^ LOCAL
MICROPROCESSOR

SYSTEM

DMA
CONTROLLER

^ -r

SYSTEM

ADDRESS

SYSTEM DATA
BLOCK DATA

TRANSFERS »
W//////////////i

^ SYSTEM

I/O PORT ^ ..

MAIN

MEMORY

LOML B

f

SYSTEM B

-r

)S JS

TL/F/8582-55
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32-Bit DMA Operation

DP8390

I
FIFO \

*-

REMOTE DMA

LOCAL DMA

DATA

A0DRESS(32-BIT)

HOST

MEMORY

7.0 Packet Reception
The Local DMA receive channel uses a Buffer Ring Struc-

ture comprised of a series of contiguous fixed length 256
byte (128 word) buffers for storage of received packets. The
location of the Receive Buffer Ring is programmed in two

registers, a Page Start and a Page Stop register. Ethernet

packets consist of a distribution of shorter link control pack-

ets and longer data packets, the 256 byte buffer length pro-

vides a good compromise between short packets and long-

er packets to most efficiently use memory. In addition these

buffers provide memory resources for storage of back-to-

back packets in loaded networks. The assignment of buffers

NIC Receive Buffer Ring

KIFFEERHI
jHP TV 64 KBYTES)

1 PUESTAKT

1
UDIIESS

niFFBIItl

BUFFER >2

BUFFEIH

:

1
PMESTOP

1
UHIBESS

BWFEBII

TL/F/8682-7
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7.0 Packet Reception (Ck>ntinueci)

for storing packets is controlled by Buffer Management logic

in the NIC. The Buffer Management logic provides three

basic functions: linking receive buffers for long packets, re-

covery of buffers when a packet is rejected, and recircula-

tion of buffer pages that have been read by the host.

At initialization, a portion of the 64k address space Is re-

served for the receive buffer ring. Two eight bit registers, the

Page Start Address Register (PSTART) and the Page Stop

Address Register (PSTOP) define the physical boundaries

of where the buffers reside. The NIC treats the list of buffers

as a logical ring; whenever the DMA address reaches the

Page Stop Address, the DMA is reset to the Page Start

Address.

INITIALIZATION OF THE BUFFER RING

Two static registers and two working registers control the

operation of the Buffer Ring. These are the Page Start Reg-

ister, Page Stop Register (both described previously), the

Current Page Register and the Boundary Pointer Register.

The Current Page Register points to the first buffer used to

store a packet and is used to restore the DMA for writing

status to the Buffer Ring or for restoring the DMA address in

the event of a Runt packet, a CRC, or Frame Alignment

error. The Boundary Register points to the first packet in the

Ring not yet read by the host. If the local DMA address ever

reaches the Boundary, reception is aborted. The Boundary

Pointer is also used to initialize the Remote DMA for remov-

ing a packet and is advanced when a packet is removed. A
simple analogy to remember the function of these registers

is that the Current Page Register acts as a Write Pointer and

the Boundary Pointer acts as a Read Pointer.

NOTE: At initialization, the Page Start Register value should be loaded into

bottl the Cun-ent Page Register and the Boundary Pointer Register.

Receive Buffer Ring At Initialization

TL/F/8582-30

Register. An offset of 4 bytes is saved in this first buffer to

allow room for storing receive status corresponding to this

packet.

Received Packet Enters Buffer Pages

BEGINNING OF RECEPTION

When the first packet begins arriving the NIC tieglns storing

the packet at the location pointed to by the Cun-ent Page

Linidng Receive Buffer Pages

TL/F/8582-31

LINKING RECEIVE BUFFER PAGES

If the length of the packet exhausts the first 256 byte buffer,

the DMA performs a forward link to the next buffer to store

the remainder of the packet. For a maximal length packet

the buffer logic will link six buffers to store the entire packet.

Buffers cannot be skipped when linking, a packet will always

be stored in contiguous buffers. Before the next buffer can

be linked, the Buffer Management Logic performs two com-

parisons. The first comparison tests for equality between

the DMA address of the next buffer and the contents of the

Page Stop Register. If the buffer address equals the Page

Stop register, the buffer management logic will restore the

DMA to the first buffer in the Receive Buffer Ring value

programmed in the Page Start Address register. The second

comparison tests for equality between the DMA address of

the next buffer address and the contents of the Boundary

Pointer register. If the two values are equal the reception is

aborted. The Boundary Pointer register can be used to pro-

tect against overwriting any area in the receive buffer ring

that has not yet been read. When linking buffers, buffer

management will never cross this pointer, effectively avoid-

ing any overwrites. If the buffer address does not match

either the Boundary Pointer or Page Stop address, the link

to the next buffer is performed.

Unking Buffers

Before the DMA can enter the next contiguous 256 byte

buffer, the address is checked for equality to PSTOP and to

the Boundary Pointer. If neither are reached, the DMA is

allowed to use the next buffer.

1) Check for = to PSTOP

2) Check for == to Boundary

TL/F/a562-32
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7.0 Packet Reception (Continued)

Received Packet Aborted If It Hits Boundary Pointer

2IID PICKET

TL/F/86a2-33

Buffer Ring Overflow

If me Buffer Ring has been filled and tiie DI^A reaciies the

nuuiooo, I c;o^utit./i I

nflAn Af «Ka
ouuiiuaiy ru

et will be aborted by the NIC. Thus, the paci^ets previously

received and still contained in the Ring will not be de-

stroyed.

END OF PACKET OPERATIONS

At the end of the pacl^et the NIC determines whether the

received packet is to be accepted or rejected. It either

branches to a routine to store the Buffer Header or to anoth-

er routine that recovers the buffers used to store the packet.

SUCCESSFUL RECEPTION

If the packet is successfully received as shown, the DMA is

restored to the first buffer used to store the packet (pointed

to by the Current Page Register). The DMA then stores the

Receive Status, a Pointer to where the next packet will be

stored (Buffer 4) and the number of received bytes. Note

that the remaining bytes In the last buffer are discarded and

reception of the next packet begins on the next empty 256-

byte buffer boundary. The Current Page Register is then

initialized to the next available buffer in the Buffer Ring. (The

location of the next buffer had been previously calculated

and temporarily stored in an Internal scratchpad register.)

Termination of Received Packet—Packet Accepted

^1—»l PUHETSIimil

TL/F/a582-34

BUFFER RECOVERY FOR REJECTED PACKETS

If the packet is a runt packet or contains CRC or Frame
Alignment errors, it is rejected. The buffer management log-

ic resets the DMA back to the first buffer page used to store

the packet (pointed to by CURR), recovering all buffers that

had been used to store the rejected packet. This operation

will not be performed if the NIC is programmed to accept

either runt packets or packets with CRC or Frame Alignment

errors. The received CRC is always stored in buffer memory
after the last byte of received data for the packet

Termination of Received Packets-Packet Rejected

4

oirr

PUICET.

EMFSEcmnEiiT

PUE
REBJSTEB \ ^^

W:W:i::¥:

TL/F/e582-35

Error Recovery

If the packet is rejected as shown, the DMA Is restored by

the NIC by reprogramming the DMA starting address point-

ed to by the Current Page Register.

REMOVING PACKETS FROM THE RING

Packets are removed from the ring using the Remote DMA
or an external device. When using the Remote DMA the

Send Packet command can be used. This programs the Re-

mote DMA to automatically remove the received packet

pointed to by the Boundary Pointer. At the end of the trans-

fer, the NIC moves the Boundary Pointer, freeing additional

buffers for reception. The Boundary Pointer can also be

moved manually by programming the Boundary Register.

Care should be taken to keep the Boundary Pointer at least

one buffer behind the Current Page Pointer. This is dis-

cussed in the User Guide.

1st Received Packet Removed By Remote DMA

zmnuxET

o
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7.0 Packet Reception (continued)

STORAGE FORMAT FOR RECEIVED PACKETS

Tile following diagrams describe the format for how re-

ceived paol<ets are placed into memory by the local DMA
channel. These modes are selected in the Data Configura-

tion Register.

Storage Format

AD15 ADS AD7 ADO

Next Packet

Pointer

Receive

Status

Receive

Byte Count 1

Receive

Byte Count

Byte 2 Bytel

BOS = 0, WTS = 1 in Data Configuration Register.

This format used with NSC32000 808X type processors.

AD15 ADS AD7 ADO

Next Packet

Pointer

Receive

Status

Receive

Byte Count

Receive

Byte Count 1

Bytel Byte 2

BOS = 1, WTS = 1 in Data Configuration Register.

This format used with 68000 type processors.

AD7 ADO

Receive Status

Next Packet

Pointer

Receive Byte

Count

Receive Byte

Count 1

ByteO

Bytel

BOS - 0, WTS = in Data Configuration Register.

This format used with general 8-bit CPUs.

8.0 Packet Transmission
The Local DMA is also used during transmission of a pack-

et. Three registers control the DMA transfer during trans-

mission, a Transmit Page Start Address Register (TPSR)

and the Transmit Byte Count Registers (TBCRO.I). When
the NIC receives a command to transmit the packet pointed

to by these registers, buffer memory data will be moved into

the FIFO as required during transmission. The NIC will gen-

erate and append the preamble, synch and ORG fields,

TRANSMIT PACKET ASSEMBLY
The NIC requires a contiguous assembled packet with the

format shown. The transmit byte count includes the Destina-

tion Address, Source Address, Length Field and Data. It

does not include preamble and CRC. When transmitting

data smaller than 46 bytes, the packet must be padded to a
minimum size of 64 bytes. The programmer Is responsible

for adding and stripping pad bytes.

General Transmit Packet Format

. L

DESTINATION ADDRESS 6 BYTES

SOURCE ADDRESS 6 BYTES

BYTE COJNT

(TBCR0,1) TYPE LENGTH 2 BYTES

DATA >« BYTES

PAD (IF DATA < 46 BYTES)

TL/F/8682-9

TRANSMISSION

Prior to transmission, the TPSR (Transmit Page Start Regis-

ter) and TBCRO, TBCR1 (Transmit Byte Count Registers)

must be initialized. To initiate transmission of the packet the

TXP bit in the Command Register is set. The Transmit

Status Register (TSR) is cleared and the NIC begins to pre-

fetch transmit data from memory (unless the NIC is cun-ently

receiving). If the interframe gap has timed out the NIC will

begin transmission.

CONDITIONS REQUIRED TO BEGIN TRANSMISSION

In order to transmit a packet, the following three conditions

must be met:

1. The Interframe Gap Timer has timed out the first 6.4 p,s

of the Interframe Gap (See appendix for Interframe Gap
Flowchart)

2. At least one byte has entered the FIFO. (This indlcatos

that the burst transfer has been started)

3. If the NIC had collided, the backoff timer has expired.

In typical systems the NIC has already prefetched the first

burst of bytes before the 6.4 (is timer expires. The time

during which NIC transmits preamble can also be used to

load the FIFO.

Note: II carrier sense is asserted before a tiyte has been loaded into 9\e

FIFO, ttie NIC will become a receiver.

COLLISION RECOVERY
During transmission, the Buffer Management logic monitors

the transmit circuitry to determine if a collision has occurred.

If a collision is detected, the Buffer Management logic will

reset the FIFO and restore the Transmit DMA pointers for

retransmission of the packet. The COL bit will be set in the

TSR and the NCR (Number of Collisions Register) will be
incremented. If 15 retransmissions each result in a collision

the transmission will be aborted and the ABT bit in the TSR
will be set

Note: NCR reads as zeroes if excessive collisions are encountered.

TRANSMIT PACKET ASSEMBLY FORMAT
The following diagrams describe the format for how packets

must be assembled prior to transmission for different byte

ordering schemes. The various formats are selected in the

Data Configuration Register.

5-74



8.0 Packet Transmission (continued)

D15 D8D7 DO

DAI DAO

DA3 DA2

DAS DA4

SA1 DAO

SA3 DA2

SA5 DA4

T/L1 T/LO

DATA1 DATAO

BOS ^ 0, WTS = 1 in Data Configuration Register.

This format is used with NSC32000, 808X type processors.

D15 D8 D7 DO

DAO DA1

DA2 DAS

DA4 DAS

SAO SA1

SA2 SA3

SA4 SA5

T/LO T/L1

DATAO DATA1

BOS - 1, WTS = 1 in Data Configuration Register.

This format is used with 68000 type processors.

D7 DO

DAO

DA1

DA2

DAS

DA4

DAS

SAO

SA1

SA2

SA3

BOS = 0, WTS = in Data Configuration Register.

This format is used with general 8-bit CPUs.

Note: Ail exampies above wili resutt in a transmission of a paci<et in order of

DAO, DA1, DA2. DA3 . . . bitswittiin eacll byte wiil be transmitted ieast

significant bit first.

DA = Destination Address

SA = Source Address

T/L = Type/Lengtii Field

9.0 Remote DMA
The Remote DMA channel is used to both assemble pack-

ets for transmission, and to remove received packets from

the Receive Buffer Ring. It may also be used as a general

purpose slave DMA channel for moving blocks of data or

commands between host memory and local buffer memory.

There are three modes of operation, Remote Write, Remote
Read, or Send Packet.

Two register pairs are used to control the Remote DMA, a

Remote Start Address (RSARO, RSAR1) and a Remote
Byte Count (RBCRO, RBCR1) register pair. The Start Ad-

dress register pair point to the beginning of the block to be

moved while the Byte Count register pair are used to indi-

cate the number of bytes to be transferred. Full handshake

logic is provided to move data between local buffer memory
and a bidirectional I/O port.

REMOTE WRITE

A Remote Write transfer is used to move a block of data

from the host into local buffer memory. The Remote DMA
will read data from the I/O port and sequentially write it to

local buffer memory beginning at the Remote Start Address.

The DMA address will be incremented and the Byte Counter

will be decremented after each transfer. The DMA is termi-

nated when the Remote Byte Count register reaches a

count of zero.

REMOTE READ

A Remote Read transfer Is used to move a block of data

from local buffer memory to the host. The Remote DMA will

sequentially read data from the local buffer memory, begin-

ning at the Remote Start Address, and write data to the I/O

port. The DMA address will be incremented and the Byte

Counter will be decremented after each transfer. The DMA
is terminated when the Remote Byte Count register reaches

zero.

SEND PACKET COMMAND
The Remote DMA channel can be automatically initialized

to transfer a single packet from the Receive Buffer Ring.

The CPU begins this transfer by issuing a "Send Packet"

Command. The DMA will be initialized to the value of the

Boundary Pointer register and the Remote Byte Count regis-

ter pair (RBCRO, RBCR1) will be initialized to the value of

the Receive Byte Count fields found in the Buffer Header of

each packet. After the data is transferred, the Boundary

Pointer is advanced to allow the buffers to be used for new
receive packets. The Remote Read will terminate when the

Byte Count equals zero. The Remote DMA is then prepared

to read the next packet from the Receive Buffer Ring. If the

DMA pointer crosses the Page Stop register, it is reset to

the Page Start Address. This allows the Remote DMA to

remove packets that have wrapped around to the top of the

Receive Buffer Ring.

Note: In order for the NIC to correctly execute the Autosand Command, the

upper Remote Byte Count Register (RBCR1 ) must first be loaded with

01 H.
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9.0 Remote DMA (continued)

Remote DMA Autoinitialization from Buffer Ring

DMA ENDS HERE

10.0 Internal Registers
All registers are 8-bit wide and mapped into two pages

which are selected In the Command register (PSO, PS1).

Pins RA0-RA3 are used to address registers within each

page. Page registers are those registers which are com-

10.1 REGISTER ADDRESS MAPPING

monly accessed during NIC operation while page 1 registers

are used primarily for initialization. The registers are parti-

tioned to avoid having to perform two write/read cycles to

access commonly used registers.

COMMAND RCGtStER

ADDRESS

DECODE

/SWR
/SRD

/CS
RA0-RA3

PAGED
(READ)

PAGE <

(READ)

PAGE 2

(READ)

PAGED
(WRITE)

PAGE 1

(WRITE)

PAGE 2

(WRnE)

COMMAND "* COMMAND

TEST

PAGE

TEST

PAGE

TL/F/8582-11
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10.0 Internal Registers (continued)

10.2 REGISTER ADDRESS ASSIGNMENTS
Page Address Assignments (PS1 = 0, PSO = 0) Page 1 Address Assignments (PS1 = 0, PSO = 1)

RA0-RA3 RD WB

OOH Command (CR) Command (CR)

01

H

Current Local DMA
Address O(CLDAO)

Page Start Register

(PSTART)

02H Current Local DMA
Address 1 (CLDA1)

Page Stop Register

(PSTOP)

03H Boundary Pointer

(BNRY)

Boundary Pointer

(BNRY)

04H Transmit Status

Register (TSR)

Transmit Page Start

Address (TPSR)

05H Number of Collisions

Register (NCR)

Transmit Byte Count

Register OCTBCRO)

06H FIFO (FIFO) Transmit Byte Count

Rsglsterl (TBCR1)

07H Interrupt Status

Register (ISR)

Interrupt Status

Register (ISR)

08H Current Remote DMA
Address 0(CRDAO)

Remote Start Address

Register O(RSARO)

OSH Current Remote DMA
Address 1 (CRDA1)

Remote Start Address

Register 1(RSAR1)

OAH Reserved Remote Byte Count

Register O(RBCRO)

OBH Reserved Remote Byte Count

Register l(RBCRI)

OCH Receive Status

Register (RSR)

Receive Configuration

Register (RCR)

ODH Tally Counter

(Frame Alignment

En-ors) (CNTRO)

Transmit Configuration

Register CTCR)

OEH Tally Counter 1

(CRC Enx)rs)

(CNTR1)

Data Configuration

Register (DCR)

OFH Tally Counter 2

(Missed Packet

En-ors) (CNTR2)

Interrupt Mask

Register (IMR)

RA0-RA3 RD WR

OOH Command (CR) Command (CR)

01

H

Physical Address

Register (PARO)

Physical Address

Register (PARO)

02H Physical Address

Register 1 (PARI)

Physical Address

Register 1 (PARI)

03H Physical Address

Register 2 (PAR2)

Physical Address

Register 2 (PAR2)

04H Physical Address

Register 3 (PAR3)

Physical Address

Register 3 (PARS)

05H Physical Address

Register 4 (PAR4)

Physical Address

Register 4 (PAR4)

06H Physical Address

Register 5 (PARS)

Physical Address

07H Current Page

Register (CURR)

Current Page

Register (CURR)

08H Multicast Address

Register O(MARO)

Multicast Address

Register O(MARO)

09H Multicast Address

Register 1 (MAR1)

Multicast Address

Register 1 (MAR1)

OAH Multicast Address

Register 2 (MAR2)

Multicast Address

Register 2 (MAR2)

OBH Multicast Address

Register 3 (MAR3)

Multicast Address

Register 3 (MAR3)

OCH Multicast Address

Register 4 (MAR4)

Multicast Address

Register 4 (MAR4)

ODH Multicast Address

Register 5 (MARS)

Multicast Address

Register S (MARS)

OEH Multicast Address

Register 6 (MAR6)

Multicast Address

Register 6 (MAR6)

OFH Multicast Address

Register 7 (MAR7)

Multicast Address

Register 7 (MAR7)

o
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10.0 Internal Registers (continued)

Page 2 Address Assignments (PS1 1, PSO = 0)

RA0-RA3 RD WR

OOH Command (CR) Command (CR)

01

H

Page Start Register

(PSTART)

Current Local DMA
Address (CLDAO)

02H Page Stop Register

(PSTOP)

Current Local DMA
Address 1 (CLDA1)

03H Remote Next Packet

Pointer

Remote Next Packiet

Pointer

04H Transmit Page Start

Address (TPSR)

Reserved

05H Local Next Paclcet

Pointer

Local Next Packet

Pointer

06H Address Counter

(Upper)

Address Counter

(Upper)

07H Address Counter

(Lower)

Address Counter

(Lower)

RA0-RA3 RD WR

08H Resen/ed Reserved

09H Reserved Reserved

OAH Reserved Reserved

OBH Resen/ed Reserved

OCH Receive Configuration

Register (RCR)

Reserved

ODH Transmit Configuration

Register (TCR)

Reserved

OEH Data Configuration

Register (DCR)

Reserved

OFH Interrupt Mask Register

(IMR)

Reserved

Note: Page 2 registers sliould only be accessed for diagnostic purposes.

They should not t)e modified during normal operation.

Page 3 should never be modified.
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10.3 Register Descriptions

COMMAND REGISTER (CR) OOH (READ/WRITE)

The Command Register is used to initiate transmissions, enable or disable Remote DMA operations and to select register

pages. To issue a command the microprocessor sets the corresponding blt(s) (RD2, RD1 , RDO, TXP). Further commands should

not be issued to those bits until the initiated command is completed and the NIC has reset these bits. The remaining four bits,

PS1 , PSO, RD2, and STP, may be set at any time.

7 6 5 4 3 2 10
PS1 PSO RD2 RD1 RDO TXP STA STP

Bit Symbol Description

DO STP STOP: Software reset command, takes the controller offline, no packets will be received or

transmitted. Any reception or transmission in progress will continue to completion before

entering the reset state. To exit this state, the STP bit must be reset and the STA bit must be

set high. To perform a software reset, this bit should be set high. The software reset has

executed only when indicated by the RST bit in the ISR being set to a 1 . STP powers up
high.

D1 STA START: This bit is used to activate the NIC after either power up, or when the NIC has been

placed in a reset mode by software command or error. STA powers up low.

D2 TXP TRANSMIT PACKET: This bit must be set to initiate transmission of a packet. TXP is

internally reset either after the transmission is completed or aborted. This bit should be set

only after the Transmit Byte Count and Transmit Page Start registers have been

programmed.

D3, D4, D5 RD0,RD1,RD2 REMOTE DMA COMMAND: These three encoded bits control operation of the Remote DMA
channel. RD2 can tie set to abort any Remote DMA command in progress, RD2 is reset by

NIC when a Remote DMA has been completed. The Remote Byte Count Registers should be

cleared when a Remote DMA has been aborted. The Remote Start Addresses are not

restored to the starting address if the Remote DMA is aborted.

RD2 RD1 RDO
Not Allowed

1 Remote Read

1 Remote Write

1 1 Send Packet

1 X X Abort/Complete Remote DMA

D6, D7 PSO, PS1 PAGE SELECT: These two encoded bits select which register page is to be accessed with

addresses RAO-3.

PS1 PSO

Register Page

1 Register Page 1

1 Register Page 2

1 1 Reserved

oo
OS

o
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10.3 Register Descriptions (continued)

INTERRUPT STATUS REGISTER (ISR) 07H (READ/WRITE)

This register is accessed by the host processor to determine the cause of an inten-upt. Any inten^pt can be masl«ed in the

Intemjpt Mask Register (IMR). Individual intemjpt bits are cleared by writing a "1
" into the corresponding bit of the ISR. The INT

signal is active as long as any unmasked signal is set, and will not go low until all unmasked bits in this register have been

cleared. The ISR must be cleared after power up by writing it with all 1 's.

7 6 5 4 3 2 10
RST RDC CNT OVW TXE RXE PTX PRX

Bit Symbol Description

DO PRX PACKET RECEIVED: Indicates packet received with no errors.

D1 PTX PACKET TRANSMITTED: Indicates packet transmitted with no errors.

D2 RXE RECEIVE ERROR: Indicates that a packet was received with one or more of the

following errors:

—CRC Error

—Frame Alignment Error

—FIFO Overrun

—Missed Packet

D3 TXE TRANSMIT ERROR: Set when packet transmitted with one or more of the

following errors:

—Excessive Collisions

—FIFO Underrun

D4 OVW OVERWRITE WARNING: Set when receive buffer ring storage resources have

been exhausted. (Local DMA has reached Boundary Pointer).

D5 CNT COUNTER OVERFLOW: Set when MSB of one or more of the Network Tally

Counters has been set.

D6 RDC REMOTE DMA COMPLETE: Set when Remote DMA operation has been

completed.

D7 RST RESET STATUS: Set when NIC enters reset state, reset when a Start Command
is issued to the CR. Writing to this bit has no effect.

NOTE: This bit does not generate an interrupt, it is merely a status indicator.
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10.3 Register Descriptions (continued)

INTERRUPT MASK REGISTER (IMR) OFH (WRITE)

The Interrupt Mask Register is used to mask interrupts. Each Inten^ipt mask bit corresponds to a bit in the Interrupt Status

Register (ISR). If an interrupt mask bit is set an interrupt will be issued whenever the corresponding bit in the ISR is set. If any bit

in the IMR is set low, an interrupt will not occur when the bit in the ISR is set. The IMR powers up all zero.

7 6 5 4 3 2 10
— RDCE CNTE OVWE TXEE RXEE PTXE PRXE

Bit Symbol Description

DO PRXE PACKET RECEIVED INTERRUPT ENABLE
0: Interrupt Disabled

1 : Enables Interrupt when packet received.

D1 PTXE PACKET TRANSMITTED INTERRUPT ENABLE
0: Interrupt Disabled

1 : Enables Interrupt when packet is transmitted.

D2 RXEE RECEIVE ERROR INTERRUPT ENABLE
0: Interru'^t Disabled

1 : Enables Interrupt when packet received with error.

D3 TXEE TRANSMIT ERROR INTERRUPT ENABLE
0: Interrupt Disabled

1 : Enables Interrupt when packet transmission results in error.

D4 OVWE OVERWRITE WARNING INTERRUPT ENABLE
0: Interrupt Disabled

1 : Enables Inten-upt when Buffer Management Logic lacks sufficient buffers to

store incoming packet

D5 CNTE COUNTER OVERFLOW INTERRUPT ENABLE
0: Interrupt Disabled

1 : Enables Interrupt when MSB of one or more of the Network Statistics

counters has been set.

D6 RDCE DMA COMPLETE INTERRUPT ENABLE
0: Interrupt Disabled

1 : Enables Interrupt when Remote DMA transfer has been completed.

D7 reserved reserved

aa
CO
CO
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10.3 Register Descriptions (continued)

DATA CONFIGURATION REGISTER (DCR) OEH (WRITE)

This Register is used to program the NIC for 8- or 16-bit memory interface, select byte ordering in 16-bit applications and

establish FIFO threshholds. The DCR must be initialized prior to loading the Remote Byte Count Registers. LAS is set on
power up.

— FT1 FTO ARIVI BI\/1S LAS BOS WTS

Bit Symbol Description

DO WTS WORD TRANSFER SELECT
0: Selects byte-wide DMA transfers

1 : Selects word-wide DMA transfers

; WTS establishes byte or word transfers

for both Remote and Local DMA transfers

D1 BOS BYTE ORDER SELECT
0: MS byte placed on AD15-AD8 and LS byte on AD7-AD0. (32000, 8086)

1 : MS byte placed on AD7-AD0 and LS byte on AD1 5-AD8. (68000)

: ignored when WTS is low

D2 LAS LONG ADDRESS SELECT
0: Dual 16-bit DMA mode.

1 : Single 32-bit DMA mode.

; When LAS is high, the contents of the Remote DMA registers RSAR0,1 are issued as A16-A31

Power up high.

D3 BMS BURST MODE SELECT
0: All Local DMA transfers continue until FIFO Is emptied or filled

1 : All Local DMA transfers continue until the number of bytes programmed in bits FTO, FT1 have

been transferred.

D4 AR AUTOINITIALIZE REMOTE
0: Send Command not executed, all paclcets removed from Buffer Ring under program control.

1 : Send Command executed, Remote DMA autoinitialized to remove pacltets from Buffer ring.

D5, D6 FT0,FT1 FIFO THRESHHOLD SELECT: Encoded FIFO threshhold. Establishes point at which bus is

requested when filling or emptying the FIFO.

Note: FIFO threshold setting determines the DMA burst length.

RECEIVE THRESHOLDS
Byte Wide

2 Bytes

4 Bytes

8 Bytes

12 Bytes

NOTE: TRANSMIT THRESHOLDS = 16 bytes less receive threshold.

FT1 FTO Word Wide

1 Word

1 2 Words

1 4 Words

1 1 6 Words
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10.3 Register Descriptions (continued)

TRANSMIT CONFIGURATION REGISTER (TCR) ODH (WRITE)

The transmit configuration establishes the actions of the transmitter section of the NIC during transmission of a packet on the

network. LB1 and LBO which select loopback mode power up as 0.

7 6 5 4 3 2 10
— — OFST ATD LB1 LBO CRC

oo
to

(A
da

<oo

Bit Symbol Description

DO CRC INHIBIT CRC
0: CRC appended by transmitter

1 : CRC inhibited by transmitter

; In loopback mode CRC can be enabled or disabled to test the CRC logic.

D1,D2 LBO, LB1 ENCODED LOOPBACK CONTROL: These encoded configuration bits set the type of loopback

that is to be performed. Note that loopback in mode 2 sets the LPBK pin high, this places the SNI

in loopback mode.

LB1 LB2

ModeO Normal Operation (LPBK = 0)

Model 1 Internal Loopback (LPBK = 0)

iVlode2 1 External Loopback (LPBK = 1)

Modes 1 1 External Loopback (LPBK = 0)

D3 ATD AUTO TRANSMIT DISABLE: This bit allows another station to disable the NIC's transmitter by

transmission of a particular multicast packet The transmitter can be re-enabled by resetting this

bit or by reception of a second particular multicast packet.

0: Normal Operation

1: Reception of multicast address hashing to bit 62 disables transmitter, reception of multicast

address hashing to bit 63 enables transmitter.

D4 OFST COLLISION OFFSET ENABLE: This bit modifies the backoff algorithm to allow prioritization of

nodes.

0: Backoff Logic Implements normal algorithm.

1 : Forces Backoff algorithm modification to to 2™n(3 + n,l 0) slot times for first three collisions,

then follows standard backoff. (For first three collisions station has higher average backoff delay

making a low priority mode.) ^
05 reserved reserved

06

07

reserved

reserved

reserved

resen/ed
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10.3 Register Descriptions (continued)

TRANSMIT STATUS REGISTER CTSR) 04H (READ)

This register records events that occur on the media during transmission of a pacl^et. It is cleared when the next transmission is

initiated by the hosL All bits remain low unless the event that corresponds to a particular bit occurs during transmission. Each
transmission should be followed by a read of this register. The contents of this register are not specified until after the first

transmission.

7 6 5 4 3 2 10
owe CDH FU CRS ABT COL DFR PTX

Bit Symbol Description

DO PTX PACKET TRANSMITTED: Indicates transmission without enror. (No excessive

collisions or FIFO undermn) (ABT = "0", FU = "0").

D1 DFR NON DEFERRED TRANSMISSION: Indicates that transmission proceeded

without defemng. This bit Is set only for the first transmission and may not

accurately reflect deferral for retransmission during collisions.

D2 COL TRANSMIT COLLIDED: indicates that the transmission collided at least once
with another station on the network. The number of collisions is recorded in the

Number of Collisions Registers (NCR).

D3 ABT TRANSMIT ABORTED: Indicates the NIC aborted transmission because of

excessive collisions. (Total number of transmissions including original

transmission attempt equals 16).

D4 CRS CARRIER SENSE LOST: This bit is set when carrier is lost during transmission

of the packet. Carrier Sense is monitored from the end of Preamble/Synch until

TXEN is dropped. Transmission is not aborted on loss of earner.

D5 FU FIFO UNDERRUN: If the NIC cannot gain access of the bus before the FIFO
empties, this bit is set. Transmission of the packet will be aborted.

D6 CDH CD HEARTBEAT: Failure of the transceiver to transmit a collision signal after

transmission of a packet will set this bit. The Collision Detect (CD) heartbeat

signal must commence during the first 6.4 fis of the Interframe Gap following a

transmission. In certain collisions, the CD Heartbeat bit will be set even though

the transceiver is not performing the CD heartbeat test.

D7 owe OUT OF WINDOW COLLISION: Indicates that a collision occurred after a slot

time (51 .2 jis). Transmission will not be aborted.
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10.3 Register Descriptions (continued)

RECErVE CONFIGURATION REGISTER (RCR) OCH (WRITE)

This register determines operation of tlie NIC during reception of a pacl<et and is used to program what types of pacltets to

accept

7 6 5 4 3 2 10
— — WON PRO AM AB AR SEP

Bit Symbol Description

DO SEP SAVE ERRORED PACKETS
0: Pacl<ets with receive errors are rejected.

1 : Pacl^ets with receive errors are accepted. Receive errors are CRC and Frame

Alignment errors.

D1 AR ACCEPT RUNT PACKETS: This bit allows the receiver to accept packets that

are smaller than 64 bytes. The packet must be at least 8 bytes long to be

accepted as a runt.

0: Packets with fewer than 64 bytes rejected.

1: Packets with fewer than 64 bytes accepted.

D2 AB ACCEPT BROADCAST: Enables the raceiver to accept a packet with an all 1 's

destination address.

0: Packets with broadcast destination address rejected.

1: Packets with broadcast destination address accepted.

D3 AM ACCEPT MULTICAST: Enables the receiver to accept a packet with a multicast

address, all multicast addresses must pass the hashing array.

0: Packets with multicast destination address not checked.

1: Packets with multicast destination address checked.

D4 PRO PROMISCUOUS PHYSICAL: Enables the receiver to accept all packets with a

physical address.

0: Physical address of node must match the station address programmed in

PAR0-PAR5.

1 : All packets with physical addresses accepted.

D5 MON MONITOR MODE: Enables the receiver to check addresses and CRC on

incoming packets without buffering to memory. The Missed Packet Tally counter

will be incremented for each recognized packet

0: Packets buffered to memory.

1 : Packets checked for address match, good CRC and Frame Alignment but not

buffered to memory.

D6 reseroed reserved

D7 reserved reserved

Note: D2 and D3 are "OR'd" togeOier, i.e., H D2 and D3 are set the NIC will accept broadcast and multicast addresses as well as its own physical address. To

establish full promiscuous mode, bits D2, D3, and 04 should be set In addition the multicast hashing array must be set to all 1's in oidui to accept all multicast

addresses.

ao
00w

w
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10.3 Register Descriptions (continued)

RECEIVE STATUS REGISTER (RSR) OCH (READ)

This register records status of the received packet, including Information on errors and the type of address match, either

physical or multicast. The contents of this register are written to buffer memory by the DMA after reception of a good packet. If

packets with errors are to be saved the receive status is written to memory at the head of the erroneous packet If an erroneous
packet is received. If packets with errors are to be rejected the RSR will not be written to memory. The contents will be cleared

when the next packet an-ives. CRC errors, Frame Alignment errors and missed packets are counted internally by the NIC which
relinquishes the Host from reading the RSR in real time to record errors for Network Management Functions. The contents of

this register are not specified until after the first reception.

7 6 5 4 3 2 10
DFR DIS PHY MPA FO FAE CRC PRX

Bit Symbol Description

DO PRX PACKET RECEIVED INTACT: Indicates packet received without error. (Bits

CRC, FAE, FO, and MPA are zero for the received packet)

D1 CRC CRC ERROR: Indicates packet received with CRC error. Increments Tally

Counter (CNTR1). This bit will also be set for Frame Alignment errors.

D2 FAE FRAME ALIGNMENT ERROR: Indicates that the Incoming packet did not end
on a byte boundary and the CRC did not match at last byte boundary. Increments

Tally Counter (CNTRO).

D3 FO FIFO OVERRUN: This bit is set when the FIFO is not serviced causing overflow

during reception. Receptton of the packet will be aborted.

D4 MPA MISSED PACKET: Set when packet Intended for node cannot be accepted by

NIC because of a lack of receive buffers or if the controller Is in monitor mode
and did not buffer the packet to memory. Increments Tally Counter (CNTR2).

D5 PHY PHYSICAL/MULTICAST ADDRESS: Indicates whether received packet had a

physical or multicast address type.

0: Physical Address Match

1: Multicast/Broadcast Address Match

D6 DIS RECEIVER DISABLED: Set when receiver disabled by entering Monitor mode.

Reset when receiver is re-enabled when exiting Monitor mode.

D7 DFR DEFERRING: Set when the Interframe Gap state machine Is deferring, if the

tranceiver has asserted the CD line as a result of the jabber, this bit will stay set

Indicating the jabber condition.

Note: Following coding applies to CRC and FAE bits

FAECRC Type of Error

No Enor (Good CRC and <6 Dnbble Bits)

1 CHCEn-or

1 Illegal, wiH not occur

1 1 Frame Alignment Enor and CRC Error
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10.0 Internal Registers (continued)

10.4 DMA REGISTERS
DMA Registers

LOCAL DMA TRANSMIT REGISTERS

15 8|7

LOCAL

DMA
CHANNEL

(TPSR) PAGE START

(TBCRO.l) TRANSMIT BYTE COUNT | ^

LOCAL DMA RECEIVE REGISTERS

15 8|7

(PSTART) PAGE START

(psrop) PAGE STOP

(CURR) CURRENT

(BRNY) BOUNDARY

NOT
READABLE

RECEIVE BYTE COUNT |

(CLDAO.t) CURRENT LOCAL DMA ADDRESS j'l-

REMOTE DMA REGISTERS

15 8|7

(RSARO.I)

(RBCRO.I)

START ADDRESS

BYTE COUNT

(CRADO.I) I CURRENT REMOTE DMA ADDRESS]J"

REMOTE

DMA

CHANNEL

TL/F/8582-12

The DMA Registers are partitioned into three groups; Trans-

mit, Receive and Remote DMA Registers. The Transmit reg-

isters are used to initialize the Local DMA Channel for trans-

mission of pacl<ets while the Receive registers are used to

initialize the Local DMA Channel for packet Reception. The

Page Stop, Page Start, Current and Boundary registers are

used by the Buffer Management Logic to supervise the Re-

ceive Buffer Ring. The Remote DMA Registers are used to

initialize the Remote DMA.

Note: In the figure above, registers are shown as 8 or 1 6 bits wide. Although

some registers are 16-bit internal registers, ail registers are accessed

as 8-bit registers. Thus the 16-bit Transmit Byte Count Register is

broken into two 8-brt registers, TBCRO and TBCR1. Also TPSR,

PSTART, PSTOP, CURR and BNRY only check or control the upper 8

bits of address information on the bus. Thus they are shifted to posi-

tions 1 5-8 in the diagram atHDve.

10.5 TRANSMIT DMA REGISTERS

TRANSMIT PAGE START REGISTER CTPSR)

This register points to the assembled pacltet to be transmit-

ted. Only the eight higher order addresses are specified

since all transmit pacltets are assembled on 256 byte page

boundaries. The bit assignment is shown below. The values

placed in bits D7-D0 will be used to initialize the higher

order address (A8-A1 5) of the Local DMA for transmission.

The lower order bits (A7-A0) are initialized to zero.

Bit Assignment

7 6 5 4 3 2 10

bytes in the source, destination, length and data fields. The

maximum number of transmit bytes allowed is 64l< bytes.

The NIC will not truncate transmissions longer than 1500

bytes. The bit assignment is shown below:

7 6 5 4 3 2 10
TBCR1 LI 5 LI 4 LIS L12 L11 L10 L9 L8

7 6 5 4 3 2 1

TBCRO L7 L6 L5 L4 L3 L2 L1 LO

TPSR A15 A14 A13 A12 A11 A10 A9 A8

(A7-A0 Initialized to zero)

TRANSMIT BYTE COUNT REGISTER 0,1 (TBCRO, TBCR1)

These two registers indicate the length of the packet to be

transmitted In bytes. The count must include the number of

10.6 LOCAL DMA RECEIVE REGISTERS

PAGE START STOP REGISTERS (PSTART, PSTOP)

The Page Start and Page Stop Registers program the start-

ing and stopping address of the Receive Buffer Ring. Since

the NIC uses fixed 256 byte buffers aligned on page bound-

aries only the upper eight tjits of the start and stop address

are specified.

PSTART,PSTOP bit assignment

7 6 5 4 3 2 10
PSTART,

PSTOP
BOUNDARY (BNRY) REGISTER

This register is used to prevent overflow of the Receive

Buffer Ring. Buffer management compares the contents of

this register to the next buffer address when linking buffers

together. If the contents of this register match the next buff-

er address the Local DMA operation is aborted.

7 6 5 4 3 2 10

A15 A14 A13 A12 A11 A10 A9 A8

BNRY A15 A14 A13 A12 A11 AID A9 A8

OD
09
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10.0 Internal Registers (continued)

CURRENT PAGE REGISTER (CURR)

This register Is used Internally by the Buffer Management

Logic as a backup register for reception. CURR contains the

address of the first buffer to be used for a pacl<et reception

and Is used to restore DMA pointers in the event of receive

errors. This register is initialized to the same value as

PSTART and should not be written to again unless the con-

troller Is Reset.

7 6 5 4 3 2 10
CURR A15 A14 A13 A12 All AID A9 A8

A15 A14 A13 A12 A11 A10 A9 A8

7 6 5 4 3 2 1

A7 A6 A5 A4 A3 A2 A1 AG

CURRENT LOCAL DMA REGISTER 0,1 {CLDAO.I)

These two registers can be accessed to determine the cur-

rent Local DMA Address.

7 6 5 4 3 2 10
CLDA1

GLDAO

10.7 REMOTE DMA REGISTERS

REMOTE START ADDRESS REGISTERS (RSAR0,1)

Remote DMA operations are programmed via the Remote
Start Address (RSAR0,1) and Remote Byte Count

(RBCR0,1) registers. The Remote Start Address is used to

point to the start of the block of data to be transfen-ed and

the Remote Byte Count is used to indicate the length of the

block (in bytes).

7 6 5 4 3 2 10
RSAR1 A15 A14 A13 A12 A11 A10 A9 A8

7 6 5 4 3 2 10
RSARO A7 A6 A5 A4 A3 A2 A1 AG

6.4.3.2 REMOTE BYTE COUNT REGISTERS (RBGR0,1)

7 6 5 4 3 2 10
RBCR1 BC15 BC14 BC13 BC12 BC11 BCIO BC9 BC8

7 6 5 4 3 2 10
RBCRO BC7 BC6 BC5 BC4 BC3 BC2 BC1 BOO

Note:

RSARO pfogranns the start address bits A0-A7.
RSAR1 programs the start address bits Ae-A15.
Address incremented by two for word transfers, and by one for byte trans-

fers.

Byte Count decremented by two for word transfers and by one for byte

transfers.

RBCRO programs LSB byte count.

RBCR1 programs lulSB byte count.

CURRENT REMOTE DMA ADDRESS (CRDAO, CRDA1)

The Current Remote DMA Registers contain the current ad-

dress of the Remote DMA. The bit assignment is shown
below:

7 6 5 4 3 2 10
CRDA1 A15 A14 A13 A12 A11 A10 A9 AS

7 6 5 4 3 2 1

CRDAO A7 A6 A5 A4 A3 A2 A1 AO

10.8 PHYSICAL ADDRESS REGISTERS (PAR0-PAR5)

The physical address registers are used to compare the

destination address of incoming packets for rejecting or ac-

cepting packets. Comparisons are performed on a byte-

wide basis. The bit assignment shown below relates the se-

quence in PAR0-PAR5 to the bit sequence of the received

packet.

D7 D6 D5 D4 D3 D2 D1 DO

PARC

PARI

PAR2

PAR3

PAR4

PARS

DA7 DAS DA5 DA4 DA3 DA2 DAI DAG

DAI 5 DAI 4 DAI 3 DAI 2 DA11 DA10 DA9 DA8

DA23 DA22 DA21 DA20 DAI 9 DA18 DA17 DAIS

DA31 DA3G DA29 DA28 DA27 DA26 DA25 DA24

DA39 DA38 DA37 DA36 DA35 DA34 DA33 DA32

DA47 DA46 DA45 DA44 DA43 DA42 DA41 DA40

Destination Address Source

P/S DAO DAI DA2 DA3 DA46 DA47 SAO

Note:

P/S = Preamble, Synch

DAO - Physical/Multicast Bit

10.9 MULTICAST ADDRESS REGISTERS (MAR0-MAR7)

The multicast address registers provide filtering of multicast

addresses hashed by the CRC logic. All destination ad-

dresses are fed through the CRC logic and as the last bit of

the destination address enters the CRC, the 6 most signifi-

cant bits of the CRC generator are latched. These 6 bits are

then decoded by a 1 of 64 decode to index a unique filter bit

(FBG-63) in the multicast address registers. If the filter bit

selected is set, the multicast packet is accepted. The sys-

tem designer would use a program to determine which filter

bits to set in the multicast registers. All multicast filter bits

that correspond to multicast address accepted by the node

are then set to one. To accept all multicast packets all of

the registers are set to all ones. Note: Although the hash-

ing algorithm does not guarantee perfect filtering of

multicast address, It will perfectly filter up to 64 multi-

cast addresses if these addresses are chosen to map
into unique locations in the multicast filter.

CRC GENEI^ATOR

(X-31 TO X-26)

ICLK

I
UiTCH

I

OF 64 decode]

FILTER BIT ARRAY I— SELECTED BIT
' "0" ='0" = REJECT "1" = ACCEPT

TL/F/85e2-14
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FB7 FB6 FB5 FB4 FB3 FB2 FB1 FBO

FB15 FB14 FBI 3 FB12 FB11 FB10 FB9 FB8

FB23 FB22 FB21 FB20 FB19 FB18 FB17 FBI 6

FB31 FB30 FB29 FB28 FB27 FB26 FB25 FB24

FB39 FB38 FB37 FB36 FB35 FB34 FB33 FB32

FB47 FB46 FB45 FB44 FB43 FB42 FB41 FB40

FB55 FB54 FB53 FB52 FB51 FB50 FB49 FB48

FB63 FB62 FB61 FB60 FB59 FB58 FB57 FB56

10.0 Internal Registers (continued)

D7 D6 D5 D4 D3 D2 D1 DO

MARO

MAR1

MAR2

MAR3

MAR4

MARS

MAR6

MAR7

If address Y Is found to hash to the value 32 (20H), then

FB32 in MAR4 should be Initialized to "1". This will cause

the NIC to accept any multicast packet with the address Y.

NETWORK TALLY COUNTERS
Three.8-blt counters are provided for monitoring the number
of CRC errors, Frame Alignment Errors and Missed Pack-

ets. The maximum count reached by any counter is 192

(GOH). These registers will be cleared when read by the

CPU. The count Is recorded in binary In CT0-CT7 of each

Tally Register.

Frame Alignment Error Tally (CNTRO)

This counter is incremented every time a packet Is received

with a Frame Alignment Error. The packet must have been
recognized by the address recognition logic. The counter is

cleared after it is read by the processor.

7 6 5 4 3 2 10
CNTRO CT7 CT6 CT5 CT4 CT3 CT2 CT1 GTO

CRC Error Tally (CNTR1)

This counter Is incremented every time a packet is received

with a CRC error. The packet must first be recognized by

the address recognition logic. The counter is cleared after it

is read by the processor.

7 6 5 4 3 2 10
GNTR1 CT7 CT6 CT5 CT4 CT3 CT2 CT1 CTO

CT7 CT6 CT5 CT4 CT3 CT2 CT1 CTO

Frames Lost Tally Register (CNTR2)

This counter Is incremented if a packet cannot be received

due to lack of buffer resources. In monitor mode, this coun-

ter will count the number of packets that pass the address

recognition logic.

7 6 5 4 3 2 10
CNTR2

FIFO

This Is an eight bit register that allows the CPU to examine
the contents of the FIFO after loopback. The FIFO will con-

tain the last 8 data bytes transmitted in the loopback packet.

Sequential reads from the FIFO will advance a pointer in the

FIFO and allow reading of all 8 bytes.765432 1

FIFO DB7 DB6 DBS DB4
|
DB3 DB2 DB1 DBO

Note: The FIFO shoUd only be read when the NIC has been programmed in

loopback mode.

NUMBER OF COLLISIONS (NCR)

This register contains the number of collisions a node expe-
riences when attempting to transmit a packet. If no colli-

sions are experienced during a transmission attempt, the

COL bit of the TSR will not be set and the contents of NCR
will be zero. If there are excessive collisions, the ABT bit In

the TSR will be set and the contents of NCR will be zero.

The NCR is cleared after the TXP bit in the CR is set.76543 2 1

NCR

11.0 Initialization Procedures
The NIC must be initialized prior to transmission or recep-

tion of packets from the network. Power on reset is applied

to the NIC's reset pin. This clears/sets the following bits:

- — — — NC3 NC2 NCI NCO

Register Reset Bits Set Bits

Command Register (CR) TXP, STA RD2, STP

Interrupt Status (ISR) RST

Interrupt Mask (IMR) All Bits

Data Control (DCR) LAS

Transmit Config, (TCR) LB1,LB0

The NIC remains in its reset state until a Start Command is

issued. This guarantees that no packets are transmitted or

received and that the NIC remains a bus slave until all ap-

propriate internal registers have been programmed. After

initialization the STP bit of the command register is reset

and packets may be received and transmitted.

Initialization Sequence

The following initialization procedure is mandatory.

1

)

Program Command Register for Page

2) Initialize DCR with proper configuration

3) Clear Remote Byte Count Registers (RBCRO.I) (Write

with O's)

4) Initialize RCR to monitor mode

5) Initialize TCR

6) Initialization of Receive Buffer Ring; PAGE START =
BNRY (initialize Cun-ent Page Register to same value.)

Page Stop initialized to point to end of Buffer Ring.

7) Write all 1's to ISR to clear

8) Initialize IMR

9) Program Command Register for Page 1

Initialize Physical Address and Multicast Filter

1) The physical address registers (PAR0-PAR5) are

initialized to the value of the node's assigned phys-

ical address.

ii) The multicast filter (MAR0-MAR7) is programmed
according to the specific multicast addresses that

are to be recognized by the node.

ill) Program Current Page Register = PAGE START

10) Program Command Register for Page

Reset STP, STA to place NIC online.

11) Program RCR

O
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11.0 Initialization Procedures

(Continued)

Before receiving pacl<ets, the user must specify the location

of the Receive Buffer Ring . This is programmed in the Page

Start and Page Stop Registers. In addition, the Boundary

and Current Page Registers must be initialized to the value

of the Page Start Register. These registers will be modified

during reception of packets.

12.0 Loopback Diagnostics
Three forms of local loopback are provided on the NIC. The

user has the ability to loopback through the deserializer on

the DP8390 NIC, through the DP8391 SNI, and to the coax

to check the link through the tranceiver circuitry. Because

of the half duplex architecture of the NIC, loopback

testing is a special mode of operation with the follow-

ing restrictions:

Restrictions During Loopback

The FIFO is split into two halves, one used for transmission

the other for reception. Only 8 bit fields can be fetched from

memory so two tests are required for 1 6 bit systems to verify

integrity of the entire data path. In 8 bit systems only emp-

ty/fill is recommended (see DCR descriptions). During loop-

back the maximum latency from the assertion of BREQ to

BACK is 5.6 jis. Systems that wish to use the loopback test

yet do not meet this latency can limit the loopback packet to

7 bytes without experiencing underflow. Only the last 8

bytes of the loopback packet are retained in the FIFO. The

last 8 bytes can be read through the FIFO register which will

advance through the FIFO to altow reading the receive

packet sequentially.

DESTINATION ADDRESS

SOURCE ADDRESS

= (6 bytes) Station Physical Address

i

2 bytes

-46 to 1500 bytes

Appended by NIC ifCRC - "0" in TCP

When in word-wide mode with Byte Order Select set, the

loopback packet must be assembled in the even byte loca-

tions as Shown bielow. (The loopback only operates with

byte wide transfers.)

LS BYTE (ADS- 15) MS BYTE (ADO-7)

DESTINATION

SOURCE

LENGTH

DATA

CRC

WTS = "1" B0S = "1" (DCR BITS)

When in word-wide mode with Byte Order Select low, the

following format must be used for the loopback packet.

MS BYTE (ADS- 15)

DESTINATION

SOURCE

LENGTH

DATA

CRC

LS BYTE (ADO-7)

BOS = "0" (DCR BITS)

TL/F/e582-16

Note: When using loopbaclt in word mode 2n bytes must be programmed in

TBCRO, 1 . Wtiere n = actual number of bytes assembled in even or

odd location.

To initiate a loopback the user first assembles the loopback

packet then selects the type of loopback using the Transmit

Configuration register bits LBO, LB1. The transmit configura-

tion register must also be set to enable or disable CRC gen-

eration during transmission. The user then issues a normal

transmit command to send the packet. During loopback the

receiver checks for an address match and if CRC bit in the

TCR is set, the receiver will also check the CRC. The last 8

bytes of the loopback packet are buffered and can be read

out of the FIFO using the FIFO read port.

Loopback Modes

MODE 1: Loopback Through the Controller (LB1 = 0, LBO

= 1).

If the loopback is through the NIC then the serializer is sim-

ply linked to the deserializer and the receive clock is derived

from the transmit clock.

K^ODE 2: Loopback Through the SNI (LB1 = 1, LBO = 0).

If the loopback is to be performed through the SNI, the NIC

provides a control (LPBK) that forces the SNI to loopback

all signals.

MODE 3: Loopback to Coax (LB1 = 1, LBO = 1).

Packets can be transmitted to the coax in loopback mode to

check all of the transmit and receive paths and the coax

itself.

Note: In MODE 1, CRS and COL lines are masked. In MODE 2, COL is

masked and in MODE 3 CRS and COL are not masked. It is not

possible to go directly between the locpfctack modes, it is necessary to

return to normal c|>eration (OOH) when changing modes.

Reading the Loopback Packet

The last eight bytes of a received packet can be examined

by 8 consecutive reads of the FIFO register. The FIFO

pointer is incremented after the rising edge of the CPU's

read strobe by internally synchronizing and advancing the

pointer. This may take up to four bus clock cycles, if the

pointer has not been incremented by the time the CPU
reads the FIFO register again, the NIC will insert wait states

TL/F/8582-15
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12.0 Loopback Diagnostics (continued)

Alignment of the Received Pacl(et in tiie FIFO

Reception of the packet in the FIFO begins at location zero,

after the FIFO pointer reaches the last location in the FIFO,

the pointer wraps to the top of the FIFO overwriting the

previously received data. This process continues until the

last byte is received. The NIC then appends the received

byte count in the next two locations of the FIFO. The con-

tents of the Upper Byte Count are also copied to the next

FIFO location. The number of bytes used in the loopback

packet determines the alignment of the packet in the FIFO.

The alignment for a 64 byte packet is shown below.
HFO FIFO

LOCATION CONTENTS

LOWER BYTE COUNT Rrst Byte Read

1 UPPER BYTE COUNT Second Byte Read

2 UPPER BYTE COUNT

3 LAST BYTE

4 CRC1

5 CRC2

6 cnc3

7 CHC4 Last Byte Read

For the following alignment in the FIFO the packet length

should be (N X 8) + 5 Bytes. Note that if the CRC bit in the

TCR is set, CRC will not be appended by the transmitter. If

the CRC Is appended by the transmitter, the last four bytes,

bytes N-3 to N, correspond to the CRC.
FIFO FIFO

LOCATION CONTENTS

BYTEN-4

AH

First Byte Read

1 BYTE N-3 (CRCI) Second Byte Read

2 BYTE N-2 (CRC2) •

3 BYTE N.1 (CRC3) •

4 BYTEN(0RC4) •

5 LOWER BYTE COUNT

6 UPPER BYTE COUNT Ust Byte Read

7 UPPER BYTE COUNT

LOOPBACK TESTS

Testing CRC
If CRC = in the TCR, the NIC computes and appends a 4
byte FCS field to the packet as in normal operation. The
CRC will not be verified during reception in loopback mode.
The CRC must be read from the FIFO and verified by com-
parison to a previously computed value.

If CRC = 1 , the NIC will not append a 4 byte FCS field. The
user must supply a pre-calculated CRC value and append it

to the transmitted packet.

NETWORK MANAGEMENT FUNCTIONS

Network management capabilities are required for mainte-

nance and planning of a local area network. The NIC sup-

ports the minimum requirement for network management in

hardware, the remaining requirements can be met with soft-

ware counts. There are three events that software alone

could not track during reception of packets: CRC errors,

Frame Alignment errors, and missed packets.

Since errored packets can be rejected, the status associat-

ed with these packets is lost unless the CPU can access the

Receive Status Register before the next packet an-ives. In

situations where another packet arrives very quickly, the

CPU may have no opportunity to do this. The NIC counts

the number of packets with CRC en-ors and Frame Align-

ment errors. 8-bit counters have tieen selected to reduce

overhead. The counters will generate interrupts whenever
their MSBs are set so that a software routine can accumu-
late the network statistics and reset the counters before

overflow occurs. The counters are sticky so that when they

reach a count of 192 (COH) counting is halted. An additional

counter is provided to count the number of packets DP8390
NIC misses due to buffer overflow or being offline.

The structure of the counters is shown below:

oa

(D

0)w

o

CNTRO

CNTR1

CNTR2

FRAME ALIGNMENT ERRORS COUNTER

CRC ERRORS COUNTER

MISSED PACKETS COUNTER

>MSB

-MSB

-MSB^ INTERRUPT

TL/F/8582-17

Additional information required for network management is available in the Receive and Transmit Status registers. Transmit

status is available after each transmission for information regarding events during transmission.

Typically, the following statistics might be gathered in software:

Traffic: Frames Sent OK
Frames Received OK
Multicast Frames Received

Packets Lost Due to Lack of Resources

Retries/Packet

Errors: CRC Erors

Alignment Errors

Excessive Collisions

Packet with Length En-ors

Heartbeat Failure

3
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13.0 Bus Arbitration and Timing
The NIC operates in three possible modes:

BUS MASTER (WHILE PERFORMING DMA)

BUS SUVE (WHLE BEING ACCESSED BY CPU)

IDLE

POR

BUS SUVE STOP

(ACCESSED AS INT ERROR

PERIPHERAL)

BUS MASTER

(PERFORMS DMA)

The NIC powers up as a bus slave in the Reset State, the

receiver and transmitter are both disabled in this state. The

reset state can be reentered under three conditions, soft

reset (Stop Command), hard reset (RESET input) or an error

that shuts down the receiver or transmitter (FIFO underflow

or oveflow, receive buffer ring overflow). After initialization

of registers, tfie NIC is issued a Start command and the NIC

enters Idle state. Until the DMA is required the NIC remains

In an idle state. The idle state is exited by a request from the

FIFO In the case of receive or transmit, or from the Remote/

DMA in the case of Remote DMA operation. After

TL/F/8S82-18

acquiring the bus in a 6REQ/BACK handshal^e the Remote

or Local DMA transfer Is completed and the NIC reenters

the idle state.

DMA TRANSFERS TIMING

The DMA can be programmed for the following types of

transfers:

16 Bit Address, 8 bit Data Transfer

16 Bit Address, 16 bit Data Transfer

32 Bit Address, 8 bit Data Transfer

32 Bit Address, 16 bit Data Transfer

All DMA transfers use BSCK for timing. 16 Bit Address

modes require 4 BSCK cycles as shown below:

16 Bit Address, 8 Bit Data

T2 T3

BSCK

ADO-7

ADS-IS

ADSO

DATA

A8-15

MWR.MRD \ f

5-92



13.0 Bus Arbitration and Timing (continueci)

BSCK

ADO-7

AD8-15

AOSO

MWR, MRD

BSCK

ADO-7

ADS1

ADSO

MWR, MRD

16 Bit Address, 16 Bit Data

T1
I

T2
I

T3

AO-7 X DATA

A8-15 X DATA

oo
oa
OS

o

w
lO

\ f
TL/F/8582-20

32 Bit Address, 8 Bit Data

T1-T+
i

T1
i

12

32 Bit Address, 16 Bit Data

T1-T+
I

T1
I

T2

A24-31 X *^~'^ X" DATA

r^
\ f

TL/F/8582-21
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13.0 Bus Arbitration and Timing (continued)

When in 32 bit mode four additional BSCK cycles are re-

quired per burst. The first bus cycle (T1 '-T4') of each burst

is used to output the upper 16 bit addresses. This 16 bit

address is programmed in RSARO and RSAR1 and points to

a 64k page of system memory. All transmitted or received

pacl<ets are constrained to reside within this 64k page.

FIFO BURST CONTROL
All Local DMA transfers are burst transfers, once the DMA
requests the bus and the bus Is acknowledged, the DMA will

transfer an exact burst of bytes programmed in the Data

Configuration Register (DCR) then relinquish the bus. If

there are remaining bytes In the FIFO the next burst will not

be initiated until the FIFO threshold is exceeded. If desired

the DMA can empty/fill the FIFO when it acquires the bus. If

BACK is removed during the transfer, the burst transfer will

be aborted. (DROPPING BACK DURING A DMA CYCLE IS

NOT RECOMMENDED.)

BREQ "V

f
W0RD2 )^. X^°'^P'^ )

where N - 1 , 2, 4, or 6 Words or N = 2, 4, 8, or 1 2 Bytes when in byte mode

INTERLEAVED LOCAL OPERATION

If a remote DMA transfer Is initiated or In progress when a

packet is being received or transmitted, the Remote DMA
transfer will be interrupted for higher priority Local DMA

\.

TL/F/8582-23

transfers. When the Local DMA transfer is completed the

Remote DMA will rearbitrate for the bus and continue its

transfers. This is illustrated below:

BREQ \. f \
BACK

ADO- 15 ^REMOTE )^

\

-BUS MASTER

Note that if the FIFO requires service while a remote DMA is

In progress, BREQ is not dropped and the Local DMA burst

Is appended to the Remote Transfer. When switching from

a local transfer to a remote transfer, however, BREQ is

dropped and raised again. This allows the CPU or other

devices to fairly contend for the bus.

REMOTE DMA-BIDIRECTIONAL PORT CONTROL
The Remote DMA transfers data between the local buffer

memory and a bidirectional port (memory to I/O transfer).

LOCAL BURST -(remote )-

TL/F/B582-24

This transfer is arbited on a byte by byte basis versus the

burst transfer used for Local DMA transfers. This bidirec-

tional port is also read/written by the host. All transfers

through this port are asynchronous. At any one time trans-

fers are limited to one direction, either from the port to local

buffer memory (Remote Write) or from local buffer memory

to the port (Remote Read).

Bus Handshake Signals for Remote DMA Transfers

BIOIRECnOAL PORT
NIC SIGNALS DMA SIGNALS

WACK-*

RACK-*

PRO^-

DATA

-^lORD

-DRQ
TL/F/8582-25
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13.0 Bus Arbitration and Timing (continued)

REMOTE READ TIMING

1) The DMA reads byte/word from local buffer memory and

writes byte/word into latch. Increments the DMA address

and decrements the byte count (RBCRO.I).

2) A Request Line (PRQ) Is asserted to Inform the system

that a byte Is available.

3) The system reads the port, the read strobe (RACK) Is

used as an acknowledge by the Remote DMA and rt goes

back to step 1

.

Steps 1-3 are repeated until the remote DMA is com-

plete.

Note that In order for the Remote DMA to transfer a byte

from memory to the latch, It must arbitrate access to the

local bus via a BREQ, BACK handshake. After each byte or

word Is transferred to the latch, BREQ Is dropped. If a Local

DMA is In progress, the Remote DMA Is held off until the

local DMA is complete.

"V

f "V

-^ 1 BYTE/WORD )-

X-y
\.

^ r
BYTE WRITTEN

TOUTCH
_WAIT FOR

HOST

em READ

BY HOST
TL/F/8582-26

REMOTE WRITE TIMING

A Remote Write operation transfers data from the I/O port

to the local buffer RAM. The NIC Initiates a transfer by re-

questing a byte/word via the PRQ. The system transfers a

byte/word to the latch via lOW, this write strobe Is detected

by the NIC and PRQ Is removed. By removing the PRQ, the

Remote DMA holds off further transfers Into the latch until

the cun-ent byte/word has been transferred from the latch,

PRQ Is reasserted and the next transfer can begin.

1) NIC asserts PRQ. System writes byte/word Into latch.

NIC removes PRQ.

2) Remote DMA reads contents of port and writes

byte/word to local buffer memory. Increments address

and decrements byte count (RBCR0,1).

3) Go back to step 1

.

Steps 1 -3 are repeated until the remote DMA is com-

plete.

BREQ

BACK

ADSO

MWR

PRD

"V

r "V

-( 1 BYTE/WORD )-

oo
00
CO

w

o

"V-/"

- BYTE WRITTEN TO

UTCH BY SYSTEM

-BYTE READ FROU UTCH
BY REMOTE DMA AND
WRFTIEN TO LOCAL

BUFFER MEMORY
TL/F/85a2-27
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13.0 Bus Arbitration and Timing (continued)

SLAVE MODE TIMING

When CS is low, the DP8390 NIC becomes a bus slave. The

CPU can then read or write any internal registers. All regis-

ter access is byte wide. The timing for register access is

shown below. The host CPU accesses internal registers

with four address lines, RA0-RA3, SRD and SWR strobes.

ADSO Is used to latch the address when interfacing to a

multiplexed, address data bus. Since the DP8390 may be a

local bus master when the host CPU attempts to read or

write to the controller, an ACK line is used to hold off the

CPU until the DP8390 leaves master mode. Some number
of BUSCK cycles are also required to allow the NIC to syn-

chronize to the read or write cycle.

RA0-RA3

Write to Register

REGISTER ADDRESS

ADSO y \.

AD0-AD7 DATA

SWR \ y
ACK

CS v
\

TL/F/B582-28

RA0-RA3

Read from Register

REGISTER ADDRESS

ADSO y \
AD0-AD7

SRD v y
\

CS \
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14.0 Preliminary Electrical Characteristics

Absolute IMaximum Ratings
SppRifications for Military/Aerospace products are not

contained in this dataslieet. Refer to the associated

reliability electrical test specifications document.

Supply Voltage (Vcc) -0.5V to 7.0V

DC Input Voltage (V|n) - 0.5V to Vcc + 0.5V

DC Output Voltage (Vqut) " 0-5V to Vcc + 0.5V

Storage Temperature Range (Tstq) -65°C to + 1 50°C

Power Dissipation (PD) 500 mW
Lead Temp. fTL) (Soldering, 1 sec.) 260°C

ESD rating is to be determined.

Preliminary DC Specifications ta = o°c to 7o°c vcc = sv ± 10%, unless otnenwise specified.

Symbol Parameter Conditions Min Typ Max Units

VOH Minimum High Level Output Voltage l0H= -20jLiA

1-,. . = —on m&un '-—

Vcc - 0.1

3.5

V

V

Vol Minimum Low Level Output Voltage

(Note 1,4)

lOL = 20 liA

lOL = 2.0 mA
0.1

0.4

V
V

V|H Minimum High Level Input Voltage

(Note 2, 5)

2.0 V

V|H2 Minimum High Level Input Voltage

for RACK, WACK (Note 2, 5)

V

V|L Minimum Low Level Input Voltage

(Note 2, 5)

0.8 V

l|N Input Current V| = VccorGND -1.0 + 1.0 mA

loz Maximum TRI-STATE

Output Leakage Current

VoUT = Vcc or GND -10 + 10 y.fi.

Ice Average Supply Cun^nt

(Note 3)

TXCK = 10 MHz
RXCK= 10 MHz
BSCK = 20 MHz

IOUT = 0)LIA

V|N = VccorGND

40 mA

•At this time a characterization of the NIC has not tieen completed and the alwve specifications are provided as a guideline.

Note 1: All outputs are CMOS compatible outputs with TTL driving capability except LBK, TXE and TXD.

Note 2: All inputs are TTL compatible inputs.

Note 3: This is measured v»lth a 0.1 nF bypass capacitor between Vcc a"'' GND.

Note 4: Refer to AC Test Load

Note S: Limited funotiona! test patterns are performed at these input levels. The majority of functional tests are performed at levels of and 3 volts.
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15.0 Switching Characteristics AC specs DPSSQO Note: ah Timing is preliminary

Register Read (Latched Using ADSO)

RAO-3

ADSO /^^
rsh

CS ^^i
SRD

JW
^s- JT

ACK

rackl

^.

-ackdv -

-4- rackh

DO-7 >
TL/F/e582-37

Symbol Parameter MIn* Max* Units

rss Register Select Setup to ADSO Low

rsh Register Select Hold from ADSO Low

aswi Address Strobe Width In

ackdv Acknowledge Low to Data Valid

rdz Read Strobe to Data TRI-STATE

rackl Read Strobe to ACK Low (Notes 1 , 3)

rackh Read Strobe to ACK High

rsrsi Register Select to Slave Read Low,

Latched RSO-3 (Note 2) BAG as set

Note 1: ACK is not generated until CS and SRD are low and ths NIC has synchronized to the register access. The NIC will insert an internal number of Bus Dock
cycles until it is synchronized. In Dual Bus systems additional cycles will be used for a local or remote DMA to complete. Wait states must be issued to the CPU until

ACK is asserted low.

Note 2: CS should be asserted concurrenHy with SRD or before SRD is asserted. 55 can be deasserted oonourrentty with SRD or after SRD is deasserted.

Note 3: These limits include the RC delay inherent in our test method. These signals typically tum off within 16 ns, enabling other devices to drive these lines with

no contention.

'Data not available at press time for min and max values. Please call your local National Sales engineer for more
complete information.
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15.0 Switching Characteristics (continued)

Register Read (Non Latched, ADSO = 1)

RAO-3-

CS ^;^L

-rsrh

mr
SRD ^^ f
ACK

rackl

^^
- ackdv

-

ADO-7 '

/

DO-7

TL/F/85e2-38

Symbol Parameter Min* Max' Units

rsrs Register Select to Read Setup

(Notes 1,3)

rsrh Register Select Hold from Read

ackdv ACK Low to Valid Data

rdz Read Strobe to Data TRI-STATE

(Note 2)

rackl Read Strobe to ACK Low

rackh Read Strobe to ACK High

Note 1; rsrs includes (low through time of latch.

Note 2: These limits inlcude the RC delay inherent in our test method. These signals typically turn off within 1 5 ns enabling other devices to drive these lines with

no contention.

Note 3: RAO-3, CS and SRD can be asserted concurrently since address decode begins wlien ACK is asserted.

'Data not available at press time for min and max values. Please call your local National Sales engineer for more

complete information.
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15.0 Switching Characteristics (continued)

Register Write (Latched Using ADSO)

RAO-3

ADSO J^\

cs

rsh

^^k
-rswsl

—

*

SWR ^^

*- wackl -»

^^
• ™ds

mr
^^

wackh

r
AD0-7< DO-7

rwdh

Symbol Parameter MIn* Max* Units

rss Register Select Setup to ADSO Low

rsh Register Select Hold from ADSO Low

aswi Address Strobe Width In

nAfds Register Write Data Setup

nwdh RegisterWrite Data Hold

WW Write Strobe Width from ACK

wackh Write Strobe High to ACK High

wackl Write Low to ACK Low (Note 1)

rswsl Register Select to Write Strobe Low

Note 1-. ACK is not generated until CS and SWR are low and the NIC has synchronized to the register access. In Dual Bus Systems additional cycles will be used
for a local DMA or Remote DMA to complete.

Note 2: 5§ should be asserted concurrently with SWR or before SWR is asserted. CS can be deasserted concurrently with gWR or after SWR is deasserted.

'Data not avaiiabie at press time for min and max values. Please call your local National Sales engineer for more
complete information.
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15.0 Switching Characteristics (continued)

Register Write (Non Latched, ADSO = 1)

RAO-3 •

CS "V r
SWR ^^

ACK

wackl

1.

AD0-7>

» rwds *•

-rswli-»

JT
<- wackh

/
rwdh

Symbol Parameter Min* Max* Units

rsws Register Select to Write Setup

(Note 1)

rswh Register Select Hold from Write

rwds Register Write Data Setup

n*dh Register Write Data Hold

wackl Write Low to ACK Low

(Note 2)

wackh Write High to ACK High

WW Write Width from ACK

Note 1: Assumes ADSO is high when RAO-3 changing.

Note 2: ACK is not generated untii CS and SWR are low and the NiC has synchronized to the register access, in [>jai Bus systems additionai cycles will be used for

a local DMA or remote DMA to complete.

'Data not available at press time for min and max values. Please call your local National Sales engineer for more
complete information.
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15.0 Switching Characteristics (continued)

DMA Control, Bus Arbitration

T4 T1 T2 T3 T4 Tl T2 T3 T4 T1 T2 T3 T4 T1 T2 T3 T4 Tl T2 T3

r
~r-f—V-

-5i-

^
FIRST TRANSFER

- IF SACK SEEN ON -

FIRST T1.

vv
<^iX xjS^k:

FIRST TRANSFER

IF BACK NOT OIVEN

ON nRST Tt.

/ ^^ f

-A

V

>

UST TRANSFER

TL/F/85e2-41

Symboi Parameter Min* Max* Units

brqii Bus Cloci< to Bus Request High)

brql Bus Request Low from Bus Cloci<

bacl<s Acknowledge Setup to Bus Clock

(Note 1)

bccte Bus Clock to Control Enable

bcctr Bus Clock to Control Release

(Notes 2, 3)

Note 1: BACK must be setup before T1 after BREQ is asserted. Missed setup will slip the beginning of the DMA by four bus clocks. The Bus Latency will influence

the allowable FIFO threshold and franslCT mode (empty fill vs exact burst XFER).

Plole 2: During remote DMA transfere only, a single bus transfer is performed. During local DMA operations burst mode transfers are perfomed.

Note 3: These limits include the RC delay Inherent in our test me^d. These signals typically turn off within 15 ns enabling other devices to drive these lines with

no contention.

"Data not available at press time for min and max values. Please call your local National Sales engineer for more
complete information.
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15.0 Switching Characteristics (continued)

DMA Address Generation

Tr(NOTEI) T2' T3' U'

TL/F/e582-«

Symbol Parameter Mtn* Max* Units

bcyc Bus Clock Cycle Time

(Note 2)

bch Bus Clock High Time

bcl Bus Clock Low Time

bcash Bus Clock to Address Strobe High

bcasi Bus Clock to Address Strobe Low

aswo Address Strobe Width Out

bcadv Bus Clock to Address Valid

bcadz Bus Clock to Address TRI-STATE

(Note 3)

ads Address Setup to ADSO/1 Low

adh Address Hold from ADSO/1 Low

Note 1: Cycles T1 ', T2'. T3', T4' are only issued for the first transfer in a burst when 32-bit mode has been selected.

Note 2: the rate of bus dock must be high enough to support transfers to/from the RFO at a rate greater than the serial network transfers fnjm/to the FIFO.

Note 3; These limits include the RC delay inherent in our test method. These signals typically turn off within 1 5 ns, enabling other devices to drive these lines with

no contention.

'Data not available at press time for min and max values. Please call your local National Sales engineer for more
complete Information.

Oo
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15.0 Switching Cliaracteristics (continued)

DMA Memory Read

I T1 I T2 I T5 I T4 I Tl

BSCK^

ADSO

MRD

ADO-7

(8,16 BIT MODE)
< Ao-7 yy/yy/TTZJ-^fTi—

i

: ^^x///

AD8-15
,

(8 BIT MODE) < A8-15

AD8-15
.

(16 BIT MODE) < A8-A1S yy//////7n^—( AO-ISX///

)—
^:

A8-15

TL/F/8582-43

Symbol Parameter Min' Max* Units

bcrl Bus Clock to Read Strot>e Low

bcrh Bus Clock to Read Strot>e High

ds Data Setup to Read Strobe High

dh Data Hold from Read Strobe High

dnw DMA Read Strobe Width Out

raz Memory Read High to Address TRI-STATE

(Notes 1,2)

asdS Address Strobe to Data Strobe

dsada Data Strobe to Address Valid

Note 1: Owing a burst A8-A15 are not TRI-STATE if byte \inde transfers are selected. On the last transfer A8-A15 are TRt-STATE as shown above.

Note 2: These limits include the RC delay inherent in our test method. These signals typically turn off vyithin 1 6 ns, enabling other devices to drive these lines with

no contention.

'Data not available at press time for min and max values. Please call your local National Sales engineer for more
complete information.
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15.0 Switching Chiaracteristics (continued)

DMA Memory Write

I Tl I T2 I T3 I T4 I T1 I

8SCK

ADSO .A
-̂ asds

MWR \.
- aswd - - wds *

ADO-7,

(8.16 BIT MODE)

j''

wdh

-( A0-A7 X///X D*TA(D0-D7)

AD8-15,
(8 BIT MODE) < A8-A15

wds -

(16 BIT MODE)

<\l I } ) 1

__i2±£ hLLLA DATA(D0-D15)

*°-"X///

)—C^ 15

A0-A15:WR
TL/F/S5S2-44

Symbol Parameter Min* Max* Units

bcwl Bus Clock to Write Strobe Low

bcwh Bus Clock to Write Strobe High

wds Data Setup to WR High

wdh Data Hold from WR Low

waz Write Strobe to Address TRI-STATE

(Notes 1,2)

asds Address Strobe to Data Strobe

aswd Address Strobe to Write Data Valid

Note 1: When using byte mode transfers A8-A15 are only TRI-STATE on ttie last transfer, waz timing is only vaiid for last transfer in a burst

Note 2: Ttlese limits include the RC delay inherent in our test method. These signals typically turn off wttflin 1 5 ns, enabling other devices to drive these lines with

no contention.

'Data not available at press time for min and max values. Please call your local National Sales engineer for more
complete information.
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15.0 Switching Cliaracteristlcs (continued)

Wait State Insertion

T2 I T3

BSCK

ADSO ^^A.

MRD/MWR \
READY jr

y
X

TL/F/B582-45

Symliol Parameter Min* IMax* Units

ews External Wait Setup to T3 i Clock

(Note1)

ewr External Wait Release Time

(Notel)

Note 1: The addition of wait states affects the count of deserialized bytes and is limrfed to a number of bus clod( cycles depending on the bus clock and network

rates. The allowable wait states ^e found in the table below. (Assumes 10 Mbit/sec data rate.)

'^Data not available at press time for min and max values. Please call your local National Sales engineer for more
complete information.

The nurr^r of allowable wait states in byte mode can be calculated using:

8tnwBUSCK (MHz)
# Of Wait States

Byte Transfer Word Transfer

8 1

10 1

12 1 2

14 1 2

16 1 3

18 2 3

20 2 4

_ / atnw \

' U.Stbsok J
iV(bytennoda) = i^j^^

#W = Number of WaK States

tnw = Network Clock Period

tbsok = BSGK Period

The numtier of allowable wait states in word mode can be catculated using;

*W(woid mode)
_ / 5 tnw \

"
\2tbsck j

Table assumes 10 MHz network clock.
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15.0 Switching Cliaracteristics (continued)

Remote DMA (Read, Send Command)

I T1 I T2 I T3 I T4 I,

BSCK

ADSO jT^

MRD

PWR

\.
*—bpwri

V

/ -J s-

bpwrh

/
<-prqh

PRO /
*"

RACK

rak*

prql

ADO-15 ' A0-A15 D0-D15 y-^

Symbol Parameter Min* Max* Units

bpwri Bus Clock to Port Write Low

bpwrh Bus Clock to Port Write High

prqh Port Write High to Port

Request High (Note 1)

prql Port Request Low from

Read Acknowledge High

rakw Remote Acknowledge

Read Strobe Pulse Width

Note 1: Start of next transfer is dependent on where RACK is generated relative to BSCK and whether a local DMA is pending.

'Data not available at press time for min and max values. Please call your local National Sales engineer for more

complete information.

Oo
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15.0 Switching Cliaracteristics (continued)

Remote DMA (Write Cycle)

I T1 I T2 L , I T1 I T2 I T3 I T4

BSCK

ADSO

MWR

PRD

PRQ

-5 S-

-6 S-

y"A

s s-

•-bprqh

^. y
\

- bprdi bprdh—"

t
I V

WACK ^^'
—* weckw

--wprql

-5 S-

AD0-t5 ' X D0-D15

TL/F/e582-47

Symbol Parameter Min* Max* Unite

bprqh Bus Clock to Port Request High

(Notel)

wprql WACK to Port Request Low

wackw WACK Pulse Width

bprdI Bus Clock to Port Read Low

(Note 2)

bprdh Bus Clock to Port Read High

Note 1: The first port request is issued in response to the remote write command, tt is subsequently issued on T1 clock cycles tollowing completion of remote DMA
cycles.

Note 2: The start of tt^ remote DMA write following WACK is dependent chi where WACK is issued relative to BUSCK and whether a local DMA is pending.

*Data not available at press time for min and max values. Please call your local National Sales engineer for more
complete information.
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15.0 Switching Characteristics (continued)

Serial Uming—Receive (Beginning of Frame)

fRXC

CRS

TL/F/8Se2-48

o

o

COM

Symbol Parameter Min* Max* Units

rch Receive Clocl< High Time

rcl Receive Clocl< Low Time

rcyc Receive Clocl< Cycle Time

rds Receive Data Setup Time to

Receive Clocl< High (Note 1)

rdh Receive Data Hold Time from

Receive Clocl^ High

pts Rrst Preamble Bit to Synch

(Note 2)

Note 1: All bits entering NIC must be properly decoded, If ttie PLL Is still locking, the clock to the NIC sliould be disabled or CRS delayed. Any two sequential 1 data

bits will be interpreted as Synch.

Note 2: This is a minimum requirement which alk}ws reception of a packet.

Serial Timing—Receive (End of Frame)

CRS

RXDzx BITN-1 X BIT

h— tdrb —'\

^J-

Symbol Parameter MIn* Max* Units

rxrci< Minimum Number of Receive Clocks

after CRS Low (Note 1)

tdrb Maximum of Allowed Dribble Bits/Clocks

(Note 2)

tifg Receive Recovery Time

(Note 4)

tcrsi Receive Clock to Carrier Sense Low

(Notes 3, 5)

Note 1: The NIC requires a minimum ruimber of receive clocks following the deassertion of carrier sense (CRS). These additional clacks are provided by the

DP8391 SNI. If othw decoder/PLLs are being used additional clocks should be [M^vided. Short clocks or glitches are not allowed.

Note 2: Up to 5 bits of dribble brts can be tol^ated without resulting in a receive error.

Note 3: Guarantees to only toad bit N, addftk^nal bits up to tdrb can be tolerated.

Note 4: This is the time required for the receive state machine to complete end of receive processing. This includes a minimum of 8 RXCK cycles for CRS to be
low. This is not a measured pa'ameter but is a design requiremenL

Note & CRS must remain deasserted for a minimwn of 2 RXC cycles to be recognized as end of carrier.

*Data not available at press time for min and max values. Please call your local National Sales engineer for more
complete information.
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15.0 Switching Cliaracteristics (continued)

Serial Timing—Transmit (Beginning of Frame)

)c:SS=
TUF/8562-50

Symbol Parameter Min* Max* Units

txch Transmit Cioci^ High Time

txcl Transmit Clocl^ Low Time

txcyc Transmit Clock Cycle Time

txcenh Transmit Clock to Transmit Enable High

(Note 1)

txcksdv Transmit Clock to Serial Data Valid

txoltsdii Serial Data Hold Time from

Transmit Clock High

Note 1: The NIC issues TXEN coincident with the first bit of preamble. Vv first brt of preamble is always a 1

.

Serial Timing—Transmit (End of Frame, CO Heartbeat)

TXE

•

—

»4~ tceni

TXD BIT N-2 X BIT N-1 \ BIT N

-J$-
k-- tcdl

-SJ-

tdcdh

COL

cdhw •^

r
Symbol Parameter Min* Max* Units

tcdl Transmit Clock to Data Low

tcenI Transmit Clock to TXEN Low

tdcdh TXEN Low to Start of Collision

Detect Heartbeat (Note 1)

cdhw Collision Detect Width

Note 1: If COL Is not seen during the first 64 TX dock cycles following deassertion of TXEN, the CDH bit in the TSR is set.

*Data not available at press time for min and max values. Please call your local National Sales engineer for more
complete information.
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15.0 Switching Cliaracteristics (continued)

Serial Timing—^Transmit (Collision)

COL

^icolw -*j -Jh -JJ-

TXD

• tcdj «•

( )c X—
yjS
—

^

^^^^
t

TXE

1 JAM32

tceni

a
OS
oa
too
'^.

Z
COw

- tjam :l

Symbol Parameter MIn* Max* Units

tcolw Collision Detect Width

tcdj Deiay from Collision to First

Bit of Jam (Note 1)

tjam Jam Period (Note 2)

Note 1: The NIC must synchronize to collision detect, fi the NIC is in the middle of serializing a byte of data the remainder of the byte will be serialized. Thus the jam
pattern will start anywhere from 1 to 8 TXC cycles after COL is asserted.

Note 2: The NIC alwa^ issues 32 bits of jam. The jam is all 1 's data.

Reset Timing

BSCK

TXC TinjinjifiniuiMiniinnniuinnjuiJuin^

RESET

rstw

1. jr

Symbol Parameter Min* Max* Units

rstw Reset Pulse Width (Note!) 8 BSCK Cycles or TXC Cycles

(Note 2)

Note 1: The RESET pulse requires that BSCK and TXC be stable. On power up, RESET should not be raised until BSCK and TXC have become stable. Several

registers are affected by RESET. Consult the register descriptions for details.

Note 2: The slower of BSCK or TXC clocks will determine the minimum time for the RESET signa) to be low.

If BSCK < TXC then RESET - 8 X BSCK

If TXC < BSCK then RESET - 8 X TXC

'Data not available at press time for min and max values. Please call your local l>lational Sales engineer for more
complete information.
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AC Timing Test Conditions Capacitance ta = 25»c, t = i mhz

Input Pulse Levels GNDto3.0V

Input Rise and Fall Times 5 ns

Input and Output Reference Levels 1.3V

TRI-STATE Reference Levels Float (AV)± 0.5V

Output Load (See Figure below)

Parameter Description Typ Max Unit

CiN Input

Capacitance
7 15 pF

COUT Output

Capacitance
7 15 PF

"TclCnote 1)

Note: This parameter is sampled and not 100% tested.

DERATING FACTOR

Output timings are measured with a purely capacitave load

for 50 pF. The following correction factor can be used for

other loads:

Cl i 50 pf: +0.3 ns/pF (for all outputs except TXE, TXD,

and LBK)

TL/F/8582-54

Note 1: Gl = 50 pF, includes scope and jig capacitance.

Note 2: SI = Open for timing tests for push pull outputs.

SI = Vcc fo' Vol test

81 - GND for VoH test

81 = Vcc fof High Impedance to active low and active low to High

Impedance nieasurements.

81 = GND for High Impedance to active high and active high to

High Impedance measurements.
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DP8391/NS32491 Serial Network Interface

General Description
The DP8391 Serial Network Interface (SNI) provides the

Manchester data encoding and decoding functions for

IEEE 802.3 Ethernet/Cheapernet type local area networks.

The SNI interfaces the DP8390 Network Interface Controller

(NIC) to the Ethernet transceiver cable. When transmitting,

the SNI converts non-return-to-zero (NRZ) data from the

controller and dock pulses into Mancliester encoding and

sends the converted data differentially to the transceiver.

The opposite process occurs on the receive path, where a

digital phase-locked loop decodes 10 Mbit/s signals with as

much as +20 ns of jitter.

The DP8391 SNI is a functionally complete Manchester en-

ceivers, on board crystal oscillator, collision signal transla-

tor, and a diagnostic loopback circuit.

The SNI is part of a three chip set that implements the com-

plete IEEE compatible network node electronics as shown

below. The other two chips are the DP8392 Coax Transceiv-

er Interface (CTI) and the DP8390 Network Interface Con-

troller (NIC).

Incorporated into the CTI are the transceiver, collision and

jabber functions. The Media Access Protocol and the buffer

management tasks are performed by the NIC. There is an

isolation requirement on signal and power lines between the

CTI and the SNI. This is usually accomplished by using a set

of miniature pulse transformers that come in a 16-pin plastic

DIP for signal lines. Power isolation, however, is done by

using a DC to DC converter.

Features
Compatible with Ethernet II, IEEE 802.3 lObaseS and

10base2 (Cheapemet)

10 Mb/s Manchester encoding/decoding with receive

clock recovery

Patented digital phase locked loop (DPLL) decoder re-

quires no precision external components

Decodes Manchester data with up to ±20 ns of jitter

Loopback capability for diagnostics

Externally selectable half or full step modes of opera-

tion at transmit output

Squelch circuits at the receive and collision inputs re-

ject noise

High voltage protection at transceiver interface {16V)

TTL/MOS compatible controller interface

Connects directly to the transceiver (AUI) cable

Table of Contents
1.0 System Diagram

2.0 Block Diagram

3.0 Functional Description

3.1 Oscillator

3.2 Encoder

3.3 Decoder

3.4 Collision Translator

3.5 Loopback
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5.0 Pin Description

6.0 Absolute Maximum Ratings

7.0 Electrical Characteristics
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1.0 System Diagram

IEEE 802.3 Compatible Ethernet/Cheapernet Local Area Network Chip Set

COAX
CABLE

TAP
OR

BNC{}

TRANSCEIVER OR MAU

DP8392
COAX

TRANSCEIVER
INTERFACE

TRANSCEIVER
CABLE
OR
AUI

(OPTIONAL)

STATION OR DTE

DP8390
NETWORK
INTERFACE

CONTROLLER
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2.0 Block Diagram

TRANSCEIVER
CABLE

RECEIVE
PAIR

(RX + ,RX-)

TRANSMIT •<-

PAIR

(TX+,TX-) -

COLLISION

PAIR

(CD+.CD-)

RECEIVER

DRIVER^

?
c

'-io

DPLL
DECODER

LOOP
BACK

COLLISION
RECEIVER__ rSs, RECEIVER—i^

XTAL
CSC

COLLISION

DECODER

CONTROLLER
INTERFACE

_^ RECEIVE DATA(RXD)

_ RECEIVE CLOCK (RXC)

_^ CARRIER SENSE (CRS)

LOOP BACK(LBK)

J=, 20 MHz XTAL

T (X1,X2)

_^ TRANSMIT CLOCK (TXC)

TRANSMIT DATA(TXO)

TRANSMIT ENABLE (TXE)

MODE SaECT(SEL)

_^ COLLISION DETECT (COL)

FIGURE 1

3.0 Functional Description
The SNI consists of five main logical bloclts:

a) the oscillator—generates the 10 MHz transmit clock sig-

nal for system timing.

b) the Manchester encoder and differential output driver

—

accepts NRZ data from the controller, performs Man-
chester encoding, and transmits it differentially to the

transceiver.

c) the Manchester decoder—receives Manchester data

from the transceiver, converts it to NRZ data and clock

pulses, and sends them to the controller.

d)the collision translator—indicates to the controller the

presence of a valid 10 MHz signal at Its input.

e) the loopback circuitry—«?hen asserted, sw^itches encod-
ed data instead of receive input signals to the digital

phase-locked loop.

3.1 OSCILLATOR

The oscillator is controlled by a 20 MHz parallel resonant

crystal connected between X1 and X2 or by an external

clock on XI. The 20 MHz output of the oscillator is divided

by 2 to generate the 10 MHz transmit clock for the control-

ler. The oscillator also provides internal clock signals to the

encoding and decoding circuits.

Crystal Specification

Resonant frequency 20 MHz
Tolerance ± 0.001 % at 25°C

Stability ±0.005% 0-70°C

Type AT-Cut

Circuit Parallel Resonance

The 20 MHz crystal connection to the SNI requires special

care. The IEEE 802.3 standard requires a 0.01 % absolute

accuracy on the transmitted signal frequency. Stray capaci-

tance can shift the crystal's frequency out of range, causing

the transmitted frequency to exceed its 0.01% tolerance.

The frequency marked on the crystal is usually measured
with a fixed shunt capacitance (CJ that is specified in the

crystal's data sheet. This capacitance for 20 MHz crystals is

typically 20 pF. The capacitance between the XI and X2
pins of the SNI, of the PC board traces and the plated

through holes plus any stray capacitance such as the sock-

et capacitance, if one is used, should be estimated or mea-
sured. Once the total sum of these capacitances is deter-

mined, the value of additional external shunt capacitance

required can be calculated. This capacitor can be a fixed

5% tolerance component. The frequency accuracy should

be measured during the design phase at the transmit clock

pin (TXC) for a given pc layout. Figure 2 shows the crystal

connection.

X2-

1=1 i a-cp

T
I

(NOTE 1)

TL/F/6758-3

CL = Load capacitance specified by the crystal's manufacturer

CP = Total parasitic capacitance including:

a) SNI input capacitance tietween X1 and X2 (typically 5 pF)

b] PC board traces, plated through holes, socket capacitances

Note 1: When using a Viking (San Jose) VXB49N5 crystal, the external ca-

pacitor is not required, as the Cl of the crystal matches the input

capacitance of the DP8391

.

FIGURE 2. Crystal Connection

3.2 MANCHESTER ENCODER AND DIFFERENTIAL
DRIVER

The encoder combines clock and data information for the

transceiver. Data encoding and transmission begins with the

transmit enable input (TXE) going high. As long as TXE re-
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3.0 Functional Description (continued)

mains high, transmit data (TXD) is encoded out to the trans-

mit-driver pair (TX ± ). The transmit enable and transmit data

inputs must meet the setup and hold time requirements with

respect to the rising edge of transmit clock. Transmission

ends with the transmit enable input going low. The last tran-

sition is always positive at the transmit output pair. It will

occur at the center of the bit cell if the last bit Is one, or at

the boundary of the bit cell if the last bit is zero.

The differential line driver provides ECL like signals to the

transceiver with typically 5 ns rise and fall times. It can drive

up to 50 meters of twisted pair AUI Ethernet transceiver

cable. These outputs are source followers which need ex-

ternal 270n pulldown resistors to ground. Two different

modes, full-step or half-step, can be selected with SEL in-

put. With SEL low, transmit -I- is positive with respect to

transmit - in the idle state. With SEL high, transmit + and

transmit - are equal in the idle state, providing zero differ-

ential voltage to operate with transformer coupled loads.

Figures 4, 5 and 6 illustrate the transmit timing.

3.3 MANCHESTER DECODER

The decoder consists of a differential input circuitry and a

digital phase-locked kxjp to separate Manchester encoded

data stream into clock signals and NRZ data. The differen-

tial input should be externally terminated if the standard

78fl transceiver drop cable is used. Two 39fl resistors con-

nected in series and one optional common mode bypass

capacitor would accomplish this. A squelch circuit at the

input rejects signals with pulse widths less than 8 ns (nega-

tive going), or with levels less than -175 mV. Signals more

negative than -300 mV and with a duration greater ttian

30 ns are always decoded. This prevents noise at the input

from falsely triggering the decoder in the absence of a valid

signal. Once the input exceeds the squelch requirements,

carrier sense (CRS) is asserted. Receive data (RXD) and

receive clock (RXC) become available typically within 6 bit

times. At this point the digital phase-locked loop has locked

to the incoming signal. The DP8391 decodes a data frame

with up to ±20 ns of jitter correctly.

The decoder detects the end of a frame when the normal

mid-bit transition on the differential input ceases. Within one

and a half bit times after the last bit, can'ier sense is de-as-

serted. Receive clock stays active for five more bit times

before it goes low and remains low until the next frame.

Figures 7, 8 and 9 illustrate the receive timing.

3.4 COLLISION TRANSLATOR

The Ethernet transceiver detects collisions on the coax ca-

ble and generates a 10 MHz signal on the transceiver cable.

The SNI's collision translator asserts the collision detect

output (COL) to the DPB390 controller when a 10 MHz sig-

nal is present at the collision inputs. The controller uses this

signal to back off transmission and recycle itself. The colli-

sion detect output is de-asserted within 350 ns after the 10

MHz input signal disappears.

-ri ty-~', -^44 +:— I : «— / i ^ — i.i i- :me uuiifSlOll umeiciiliai iiipuis ^~r oiiu — / aiiuuiu uc iciiiif-

nated in exactly the same way as the receive inputs. The

collision input also has a squelch circuit that rejects signals

with pulse widths less than 8 ns (negative going), or with

levels less than -175 mV. Figure 10 illustrates the collision

timing.

3.5 LOOPBACK FUNCTIONS

Logic high at loopback input (LBK) causes the SNI to route

serial data from the transmit data Input, through its encoder,

returning it through the phase-locked-loop decoder to re-

ceive data output In loopback mode, the transmit driver is in

idle state and the receive input circuitry is disabled.

Oo
09w
so

COw
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4.0 Connection Diagram

'Hefer to the Oscillator section TL/F/e758-4

Top View

FIGURE 3

Order Number DP8391N
See NS Package Number N24C
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5.0 Pin Descriptions

Pin No. Nsnie 1/0 Description

1 COL o Coilision Detect Output. A TTL/MOS level active high output. A 10 MHz
(+ 25% - 15%) signal at the collision input will produce a logic high at COL
output. When no signal is present at the collision input, COL output will go low.

2 RXD Receive Data Output. A TTL/MOS level signal. This is the NRZ data output

from the digital phase-locked loop. This signal should be sampled by the

controller at the rising edge of receive clock.

3 CRS Carrier Sense. A TTL/MOS level active high signal. It Is asserted when valid

data from the transceiver is present at the receive input. It is de-asserted one
and a half bit times after the last bit at receive input.

4 RXC o Receive Clock. A TTL/MOS level recovered clock. When the phase-locked loop

locks to a valid incoming signal a 1 MHz clock signal is activated on this output.

This output remains low during idle (5 bit times after activity ceases at receive

input).

5 SEL 1 Mode Select. A TTL level input. When high, transmit -1- and transmit - outputs

are at the same voltage in idle state providing a "zero" differential. When low,

transmit + is positive with respect to transmit - in idle state.

6 GND Negative Supply Pin.

7 LBK 1 Loopback. A TTL level active high on this input enables the loopback mode.

8 XI 1 Crystal or External Frequency Source Input (1 1 L).

9 X2 o Crystal Feedback Output. This output is used in the crystal connection only. It

must be left open when driving XI with an external frequency source.

10 TXD 1 Transmit Data. A TTL level input. This signal Is sampled by the SNI at the rising

edge of transmit clock when transmit enable input is high. The SNI combines
transmit data and transmit clock signals into a Manchester encoded bit stream

and sends it differentially to the transceiver.

11 TXC o Transmit Clock. A TTL/MOS level 1 MHz clock signal derived from the 20

MHz oscillator. This clock signal is always active.

12 TXE 1 Transmit Enable. A TTL level active high data encoder enable input. This signal

is also sampled by the SNI at the rising edge of transmit clock.

13

14

TX-
TX+

Transmit Output. Differential line driver which sends the encoded data to the

transceiver. These outputs are source followers and require 270n pulldown

resistors to GND.

15

16

NC No Connection.

17 CAP Bypass Capacitor. A ceramic capacitor (greater than 0.001 ^F) must be

connected from this pin to GND.

18

19

VCC Positive Supply Pins. A 0.1 jnF ceramic decoupling capacitor must be
connected across VCC and GND as close to the device as possible.

20 NC No Connection.

21

22

RX-
RX+

1 Receive Input. Differential receive input pair from the transceiver.

23

24

CD-
CD+

1 Collision Input. Differential collision input pair from the transceiver.
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6.0 Absolute Maximum Ratings Recommended Operating
Supply Voltage (Vcc) ^V CondltlOnS
Input Voltage (TTL) to 5.5V Supply Voltage (Vcc) 6V ± 5%
Input Voltage (differential) - 5.5 to + 16V Ambient Temperature 0°to70°C

Output Voltage (differential) to 1 6V Note: Absolute maximum ratings are those values beyond

Output Current (differential) -40 mA which the safety of the device cannot be guaranteed. They

Storage Temperature -65° to 150°C are not meant to imply that the device shouldbe operatedat

Lead Temperature (soldering, 10 sec) 300°C

Pacl<age Power Rating at 25°C 2.95W

(PC Board Mounted)

Derate Linearly at tfie rate of 23.8 mW/°C

For artiial power dissipation of the device please refer to Socliuii 7.0.

ESD rating is to be determined.

7.0 Electrical Characteristics vcc = sv ± 5%, ta = o° to 7o°c (Notes 1 & 2)

Symbol Parameter Test Conditions Min Max Units

V|H Input Higti Voltage (TTL and XI) 2.0 V

V|L Input Low Voltage (TTL and XI) 0.8 V

l|H Input High Cun-ent (TTL)

Input High Cun-ent (RX± CD±)
V|N = Vcc
V|N = Vcc

50

500
I.A

^tA

III Input Low Current (TTL)

Input Low Current (RX ± CD +

)

V|N = 0.5V

V|N = 0.5V

-300
-700

^A
^A

VCL Input Clamp Voltage (TTL) l|N = -12 mA -1.2 V

VOH Ouptut High Voltage (TTL/MOS) l0H= -100 ^lA 3.5 V

Vol Output Low Voltage (TTL/MOS) Iql = 8 mA 0.5 V

los Output Short Circuit Current (TTL/MOS) -40 -200 mA

VOD Differential Output Voltage (JX.±) 78n termination, and

270fl from each to GND
±500 ±1200 mV

VOB Diff. Output Voltage Imbalance CTX±) same as above ±40 mV

Vds Diff. Squelch Threshold (RX+ CD±) -175 -300 mV

VCM Diff. Input Common Mode Voltage (RX± CD+) 5.25 5.25 V

Ice Power Supply Current lOMbit/s 270 mA

8.0 Switching Characteristics vcc = sv +5%,ta = o»to7o°c(Note2)

Symbol Parameter Figure | Min
i

Typ
|

Max |
Units

OSCILLATOR SPECIFICATION
|

•xth XI to Transmit Clock High 12 8 20 ns

tXTL X1 to Transmit Clock Low 12 8 20 ns

TRANSMIT SPECIFICATION
|

tjCd Transmit Clock Duty Cycle at 50% (1 MHz) 12 42 50 58 %

tier Transmit Clock Rise Time (20% to 80%) 12 8 ns

tjCf Transmit Clock Fall Time (80% to 20%) 12 8 ns

tlDs Transmit Data Setup Time to Transmit Clock Rising Edge 4&12 20 ns

'iDh Transmit Data Hold Time from Transmit Clock Rising Edge 4&12 ns

iTEs Transmit Enable Setup Time to Trans. Clock Rising Edge 4&12 20 ns

tjEh Transmit Enable Hold Time from Trans. Clock Rising Edge 5&12 ns

iTOd Transmit Output Delay from Transmit Clock Rising Edge 4&12 40 ns

<TOr Transmit Output Rise Time (20% to 80%) 12 7 ns

tjOf Transmit Output Fall Time (80% to 20%) 12 7 ns

tjOi Transmit Output Jitter 12 ±0.25 ns

'lOh Transmit Output High Before Idle in Half Step Mode 5&12 200 ns

troi Transmit Output Idle Time in Half Step Mode 5&12 800 ns

Note 1: All currents into device pins are positive, all currents out of device pins are negative. Ail voltages are referenced to ground unless otheranse specified.

Note 2: All typioals are given for Vcc = 6V and Ta = 25'C.

COw
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i 8.0 Switching Cliaracteristics vcc = sv ±5%, ta = o« to 7o°c (Note 2) (continued)

w Symbol Parameter Figure Min Typ iUax Units

">> RECEIVE SPECIFICATION
|

m tRCd Receive Clock Duty Cycle at 50% (10 MHz) 12 40 50 60 %
CL tRCr Receive Clock Rise Time (20% to 80%) 12 8 ns°

tRCf Receive Clock Fall Time (80% to 20%) 12 8 ns

tRDr Receive Data Rise Time (20% to 80%) 12 8 ns

tRDf Receive Data Fall Time (80% to 20%) 12 8 ns

tHDs Receive Data Stable from Receive Clock Rising Edge 7&12 ±40 ns

teSon Carrier Sense Turn On Delay 7&12 50 ns

ICSoff Carrier Sense Turn Off Delay 8,9&12 160 ns

tDAT Decoder Acquisition Time 7 700 ns

tOrei Differential Inputs Rejection Pulse Widtti (Squelch) 7 8 30 ns

tRd Receive Throughput Delay 8&12 150 ns

COLLISION SPECIFICATION
|

tcOLon Collision Turn On Delay 10&12 50 ns

teOLoff Collision Turn Off Delay 10&12 350 ns

LOOPBACK SPECIFICATION

'lBs Loopback Setup Time 11 20 ns

'LBh Loopback Hold Time 11 ns

Note 2: All typioals are given for Vcc = SV and T* = ZS^C.

9.0 Timing and Load Diagrams

7F/67S8-5

TX

TXC - - 1.5V

^—
»TC,

TXE - 1.5V

«TDs

|- 'TDh

TXD - - 1.5V — - 1.5V

-H l-^-'TOd

/-
1

1

FIGUiRE 4. Transmit TimIn J- Start of Transmission
n
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9.0 Timing and Load Diagrams (continued)

o
09W

TXE

TXD

• 1.5V

t 1

(a
to

CO

TXV- n n I—I n
1

I

1

I I I

FIGURE 5. Transmit Timing - End of Transmission (last bit = 0)

TXE

TXD

1 1

7. Wl
TX+/'-_n_n_r

FIGURE 6. Transmit Timing - End of Transmission (last bit = 1)
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9.0 Timing and Load Diagrams (continued)

CRS

RXC

RXD

[«— nRST BIT DECODED

|i|o|i|o|i|o|i|o|i|o|i{ojt{o|i{o|i|
-•'-—Lri_n_ri_rLrLri_rLri_r

1.5v

nnnnnnimmir
A —

»j
-" * RDs

" y *RDs

_n_n_n_n_rL0101010101
FIGURE 7. Receive Timing - Start of Paclcet

10 10
RX*/- JTJin;

'CSoff

CRS t.5v

RXC "LnmuuuinnjuiR
-5 EXTRA CLOCKS

RXD TJTLJl
10 10

FIGURE 8. Receive Timing - End of Packet (last bit = 0)
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9.0 Timing and Load Diagrams (Continued)

I

1
I

{ 1
I I

1

^^*/- -TLTLT

RXC

RXD

uimuinnnjuLnji
-5 EXTRA CLOCKS

n n n r

1
I I

1
I I

1
{

FIGURE 9. Receive Timing End of Pacicet (last bit = 1)

CD*/-

COL

-J.
l^^J^"

u. -1

1.5V --1.5V

FIGURE 10. Collision Timing

LBK

TXE

--1.5V

-ti

1.5V

1.5V

1.5V

FIGURE 11. Loopback Timing

TTL/MOS OUTPUTS TX+

:i;50pF oa>
78 fl^ 27;jH»

TX-

270n>

oo
00

(AM

TL/F/6758-11

TL/F/6758-13

•27 ;iH transformer is used for tesSng purposes, 100 (iH transformers (Valor, LT1101, or Pulse Engineering 64103) are recommended for application use.

FIGURE 12. Test Loads
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PRELIIUIINARY

DP8392/NS32492 Coaxial Transceiver Interface

General Description
The DP8392 Coaxial Transceiver Interface (CTI) is used as

a coaxial cable line driver/receiver for Ethernet/Cheapernet

type local area networks. Tfie CTI is connected between the

coaxial cable and the Data Terminal Equipment (DTE). In

Ethernet applications the transceiver is usually mounted

within a dedicated enclosure and is connected to the DTE
via a transceiver cable. In Cheapernet applications, the CTI

is typically located within the DTE and connects to the DTE
through isolation transformers only. The CTI consists of a

Receiver, Transmitter, Collision Detector, and a Jabber Tim-

er. The Transmitter connects directly to a 50 ohm coaxial

cable where it is used to drive the coax when transmitting.

During transmission, a jabber timer is initiated to disable the

CTI transmitter in the event of a longer than legal length

data packet. Collision Detection circuitry monitors the sig-

nals on the coax to determine the presence of colliding

packets and signals the DTE in the event of a collision.

The CTI is part of a three chip set that implements tfie com-

plete IEEE 802.3 compatible network node electronics as

shown below. The other two chips are the DP8391 Serial

Network Interface (SNI) and the DP8390 Network Interface

Controller (NIC).

The SNI provides the Manchester encoding and decoding

functions; whereas the NIC handles the Media Access Pro-

tocol and the buffer management tasks. Isolation between

the CTI and the SNI is an IEEE 802.3 requirement that can

be easily satisfied on signal lines using a set of pulse trans-

formers that come in a standard DIP. However, the power

isolation for the CTI is done by DC-to-DC conversion

through a power transformer.

Features
Compatible with Ethernet II, IEEE 802.3 10Base5 and

10Base2 (Cheapernet)

Integrates all transceiver electronics except signal &
power isolation

Innovative design minimizes external component count

Jabber timer function integrated on chip

Externally selectable CD Heartbeat allows operation

with IEEE 802.3 compatible repeaters

Preciskjn circuitry implements receive mode collision

detection

Squelch circuitry at all inputs rejects noise

Designed for rigorous reliability requirements of

IEEE 802.3

Standard 16-pin DIP uses a special leadframe that

significantly reduces the operating die temperature

Table of Contents
1.0 System Diagram

2.0 Block Diagram

3.0 Functional Description

3.1 Receiver and Squelch

3.2 Transmitter and Squelch

3.3 Collision and Heartbeat

3.4 Jabber Timer

4.0 Connection Diagram

5.0 Pin Description

6.0 Absolute Maximum Ratings

7.0 Electrical Characteristics

8.0 Switching Characteristics

9.0 Timing and Load Diagram

1.0 System Diagram

COAX
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INTERFACE

DP8390
NETWORK
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IEEE 802.3 Compatible Ethernet/Cheapernet Local Area Networic Chip Set
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2.0 Block Diagram

COAX
CABLE

DTE
INTERFACE

o
w

CO

lO

FIGURE 1. DP8392 Block Diagram

3.0 Functional Description
The CTI consists of four main logical blocks:

a) the Receiver - receives data from the coax and sends it

to the DTE

b) the Transmitter - accepts data from the DTE and trans-

mits it onto the coax

c) the Collision Detect circuitry - indicates to the DTE any

collision on the coax

d) the Jabber Timer - disables the Transmitter in case of

longer than legal length pacl(ets

3.1 RECEIVER FUNCTIONS

The Receiver includes an input buffer, a cable equalizer, a

4-pole Bessel low pass filter, a squelch circuit, and a differ-

ential line driver.

Tine buffer provides high input impedance and low input ca-

pacitance to minimize loading and reflections on the coax.

The equalizer is a high pass filter which compensates for

the low pass effect of the cable. The composite result of the

maximum length cable and the equalizer is a flatband re-

sponse at the signal frequencies to minimize jitter.

The 4-pole Bessel low pass filter extracts the average IX
level on the coax, which is used by both the Receiver

squelch and the collision detection circuits.

The Receiver squelch circuit prevents noise on the coax

from falsely triggering the Receiver in the absence of the

signal. At the beginning of the packet the Receiver turns on

when the DC level from the low pass filter is lower than the

DC squelch threshold. However, at the end of the packet, a
quick Receiver turn off is needed to reject dribble bits. This

is accomplished by an AC timing circuit that reacts to high

level signals of greater than typically 200 ns In duratton. The

Receiver then stays off only if within about 1 jis, the EX!

level from the low pass filter rises above the DC squelch

threshold. Rgure 2 illustrates the Receiver timing.

The differential line driver provides ECL compatible signals

to the DTE with 5 ns rise and fall times. In its idle state, its

outputs go to differential zero to prevent DC standing cur-

rent in the isolation transformer.

3.2 TRANSMITTER FUNCTIONS

The Transmitter has a differential input and an open collec-

tor output current driver. The differential input common
mode voltage is established by the CTI and should not be

altered by external circuitry. The transformer coupling of

TX+ will satisfy this condition. The driver meets all IEEE

802.3/Ethemet Specifications for signal levels. Controlled

rise and fall times (25 ns -I-/ -5 ns) minimize the higher

harmonic components. The rise and fall times are matched

to within 1 ns to minimize jitter. Tfie drive current levels of

the DP8392 meet the tighter recommended limits of IEEE

802.3 and are set by a built-in bandgap reference and an

external 1% resistor. An on chip isolation diode is provided

to reduce the Transmitter's coax load capacitance. For

Ethernet compatible applk^tions, an external isolation di-

ode (see Figure 4\ may be added to further reduce coax

load capacitance. In Cheapernet compatible applications

the external diode is not required as the coax capacitive

loading specifications are relaxed.

The Transmitter squelch circuit rejects signals with pulse

widths less than typically 25 ns (negative going), or with

levels less than -175 mv. The Transmitter turns off at the

end of the packet if the signal stays higher than -175 mv
for more than approximately 300 ns. Figure 3 illustrates the

Transmitter timing.

5-123



C4
a>

CM
CO
CO

CM
o>
CO
00
Q.a

3.0 Functional Description (continued)

3.3 COLLISION FUNCTIONS

The collision circuitry consists of a 4-pole Bessel low pass

filter (section 3.1), a comparator, a heartbeat generator, a

10 MHz oscillator, and a differential line driver.

The collision comparator monitors the DC level from the low

pass filter. If the level is more negative than the collision

threshold, the collision output Is enabled.

At the end of every transmission, the heartbeat generator

creates a pseudo collision for a short time to ensure that the

collision circuitry is properly functioning. This burst on colli-

sion output occurs typically 1.1 (is after the transmission,

and has a duration of about 1 (xs. This function can be dis-

abled externally with the HBE (Heartbeat Enable) pin to al-

low operation with repeaters.

The 10 MHz oscillator generates the signal for the collision

and heartbeat functions. It is also used as the timebase for

all the jabber functions. It does not require any external

components.

The collision differential line driver transfers the 10 MHz sig-

nal to the CD+ pair in the event of collision, jabber, or

heartbeat conditions. This line driver also features zero dif-

ferential idle state.

3.4 JABBER FUNCTIONS

The Jabber Timer monitors the Transmitter and inhibits

transmission If the Transmitter is active for longer than 20

ms (fault). It also enables the collision output for the fault

duration. After the fault is removed. The Jabber Timer waits

for alxjut 500 ms (unjab time) before re-enabling the Trans-

mitter. The transmit input must stay Inactive during the unjab

time.

LOW PASS.
FILTER

OUTPUT

RECEIVE

ENABLE.

DC

I
THRESHOLD

receiver

turn-onJ

,/\/\/.

ss-

RECEIVE

OUTPUT-
TODTE

FIGURE 2. Receiver Timing

TRANSMITTER TURN-ON
PULSE WIDTH

(TYPICALLY 25 ns)

TRANSMIT

DRIVER

ENABLE

TRANSMITTER TURN-OFF

PULSE WIDTH

(TYPICALLY 300 ns)

55

TRANSMIT SQUELCH

THRESHOLD ->

TRANSMIT

OUTPUT

TO COAX A/v/\/\/\y
FIGURE 3. Transmitter Timing
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4.0 Connection Diagram

OPTIONAL

TRANSCEIVER

CABLE

12 T015VDC

COLUSION

PAIR

RECEIVE

PAIR

TRANSMIT

PAIR

DC TO DC

CONVERTER
9V (ISOUTED)

78-

OHM

:

15

T1(N0TE 1)

A 13

12

500 OHM EACH

vw
-vw-

CD+

CD-

RX+

VEE

VEE

RX-

TX+

TX-

1 16

2 15

3 14

4 DP8392 13

5 CTl ,2

6 11

7 10

8 9

CDS

1X0 iN9ie

RXI

VEE

IK 1%

RR* I

GND

COAX

HBE

Note 1: 11 is a 1;1 pulse transformer, L = 100 ^H
Pulse Engineering (San Diego) Part No. 64103

Valor Electronics (San Diego)

Part No. 1 101 or equivalent

TL/F/74CI5-5

Top View

Order Number DP8392N
See NS Package Number N16A

FIGURE 4. Connection Diagram
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5.0 Pin Descriptions

Pin No. Name I/O Description

1

2

CD+*
CD-

Collision Output. Balanced differential line driver outputs from the collision detect

circuitry. The 10 MHz signal from the internal oscillator is transferred to these

outputs in the event of collision, excessive transmission (Jabber), or during CD
Heartbeat condition. These outputs are open emitters; pulldown resistors to VEE
are required. When operating into a 78n transmission line, these resistors should

be soon. In Cheapernet applications, where the 78fl drop cable is not used,

higher resistor values (up to 1 .5k) may be used to save power.

3

6

RX+'
RX-

Receive Output. Balanced differential line driver outputs from the Receiver. These

outputs also require 500n pulldown resistors.

7

8

TX+*
TX-

1 Transmit Input. Balanced differential line receiver inputs to the Transmitter. The
common mode voltage for these inputs is determined internally and must not be

externally established. Signals meeting Transmitter squelch requirements are

waveshaped and output at TXO.

9 HBE 1 Heartbeat Enable. This input enables CD Heartbeat when grounded, disables it

when connected to VEE.

11

12

RR+
RR-

1 External Resistor. A fixed 1 k 1 % resistor connected between these pins

establishes internal operating cun-ents.

' 14 RXI 1 Receive Input. Connects directly to the coaxial cable. Signals meeting Receiver

squelch requirements are equalized for inter-symbol distortion, amplified, and

outputtedatRX±.

15 TXO o Transmit Output. Connects either directly (Cheapernet) or via an isolation diode

(Ethernet) to the coaxial cable.

16 CDS 1 Collision Detect Sense. Ground sense connection for the collision detect circuit.

This pin should be connected separately to the shield to avoid ground drops from

altering the receive mode collision threshold.

10 GND Positive Supply Pin. A 0.1 fiF ceramic decoupling capacitor must be connected

across GND and VEE as close to the device as possible.

4

5

13

VEE Negative Supply Pins. In order to make full use of the 3.5W power dissipatton

capability of this package, these pins should be connected to a large metal frame

area on the PC hoard. Doing this will reduce the operating die temperature of the

device thereby increasing the long term reliability.

•IEEE names (or CD ± = CI±,RX± = DI±,TX± = D0±
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6.0 Absolute Maximum Ratings (Note d
Supply Voltage (Vee) - 1 2V Storage Temperature - 65° to 1 50°C

Package Power Rating at 25°C 3.5 Watts* Lead Temp. (Soldering, 1 seconds) 300°C
(PC Board Mounted)

Derate linearly at the rate of 28.6 mw/°c Recommencieci Operating
Input Voltage to -12V ConditlonS
*For actual power dissipation of the device please refer to section 7.0. _ . ., .. ^. .

Supply Voltage (Vee) -9v ±5%
Ambient Temperature 0° to 70°C

7.0 Electrical Characteristics vee = -9v ±5%,ta = o°to7o°c(Notes2&3)

Symbol Parameter Min Typ Max Units

Ieei Supply current—non transmitting -85 -130 mA

IeE2 Supply current—transmitting -125 -180 mA

Irxi Receive input bias current (RXI) -2 -1-25 I^A

Itdc Transmit output dc current level (TXO) 37 41 45 mA

Itac Transmit output ac current level (TXO) ±28 Itdc mA

VcD Collision threshold (Receive mode) TBD -1.53 TBD V

VOD Differential output voltage (RX+ , CD ±) ±600 ±1200 mV

Voc Common mode output voltage (RX±, CD±) -1.5 -2.0 -2.5 V

VOB Diff . output voltage imbalance (RX ± , CD ±

)

±40 mV

Vts Transmitter squelch threshold (TX±) -175 -225 -300 mV

Cx Input capacitance (RXI) 1.2 PF

Rrxi Shunt resistance—non transmitting (RXI) 100 Kn

Rtxo Shunt resistance—transmitting (TXO) TBD 10 KSl

8.0 Switching Characteristics vee = sv ±5%,ta = o°to7o»c(Note3)

Symbol Parameter Fig MIn Typ Max Units

'RON Receiver startup delay (RXI to RX±) 5&11 4 TBD bits

tRd Receiver propagation delay (RXI to RX+) 5&11 15 50 ns

tRr Differential outputs rise time (RX + , CD+) 5&11 4 TBD ns

tRf •
Differential outputs fall time (RX + , CD ±

)

5&11 4 TBD ns

tRJ Receiver & cable total jitter 10 + 2 TBD ns

tTST Transmitter startup delay (TX ± to TXO) 6&11 1 TBD bits

tTd Transmitter propagation delay (TX± to TXO) 6&11 25 50 ns

tTr Transmitter rise time —1 0% to 90% (TXO) 6&11 TBD 25 TBD ns

tjf Transmitter fall time —90% to 10% (TXO) 6&11 TBD 25 TBD ns

tjM tjr and tjf mismatcfi 0.5 TBD ns

tTS Transmitter skew (TXO) + 0.5 TBD ns

'ton Transmit turn-on pulse width at Vjs (TX ±) 6&11 TBD 25 ns

'toff Transmit turn-off pulse width at Vys (TX ±

)

6&11 TBD 300 TBD ns

tCON Collision turn-on delay 7&11 7 TBD bits

tCOFF Collision turn-off delay 7&11 20 bits

fCD Collision frequency (CD±) 7&11 8.0 12.5 MHz

tep Collision pulse width (CD±) 7&11 35 70 ns

'HON CD Heartbeat deiay(TX± toCD±) 8&11 0.6 1.6 ^s

'hw CD Heartbeat duration (CD±) 8&11 0.5 1.0 1.5 lis

tjA Jabber activation delay (TX ± to TXO and CD ±

)

9&11 20 29 50 ms

tjR Jabber reset unjab time (TX ± to TXO and CD ±

)

9&11 250 500 750 ms

TBD = To be determined

Note 1: Absolute maximum ratings are ttiose values beyond which the safety of the device cannot be guaranteed. They are not meant to imply that the device

should be operated at these limits.

Note 2: All cunents into device pins are positive, all cunents out of device pins are negative. All voltages referenced to ground unless othenwise specified.

Note 3; All typicals are given for Vee = -9V and Ta = 25'C.

oo
00
CO
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9.0 Timing and Load Diagrams

RXI

RX+/-
10%

tpf -*! !-•—^! !-^ *Pi

TL/F/7405-6

FIGURE 5. Receiver Timing

TXt/-

TXO

It, *; ;- -; ;*- 1^

FIGURE 6. Transmitter Timing

C0+/-

INPUT STEP FUNCTION R= Ik RXI DP8392
COLLISION
DETECTOR

cot

C=510pf''^

OUTPUT

R AND C NETWORK
SIMULATES WORST CASE
CABLE STEP RESPONSE

-•cON' •COFF"

-injuuuinnjuuuuu

FIGURE 7. Collision Timing

TL/F/7405-8

TX+,

CD+/-

AirLr"^
'HON- *HW

ijmnnnnnr
FIGURE 8. Heartbeat Timing

TL/F/740S-9
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9.0 Timing and Load Diagrams (continued)

TX+,/--(

TXO

co*/-

TL/F/7405-10

FIGURE 9. Jabber Timing

INPUT SIGNAL

WITH 30 ns RISE *-

AND FALL TIMES

R=T8D

-WSr-

I
RXI

C=TBD

DP8392

RECEIVER
OUTPUT

R AND C NETWORK

SIMULATES WORST

CASE CABLE

Input jitter ^ ± 1 ns

RX+ Output jitter s +7 ns

Drtference ^ ±6 ns

FIGURE 10. Receive Jitter Timing

TL/F/7405-11

TRANSMIT OUTPUT

(TXO)
:25a

RECEIVE (RX±)

OR
coaisioN (co±)

50 mH

;5iofl <5ion

'EE "EE
TL/F/7405-12

•The 50 fxH inductance is for testing purposes. Pulse transformers with higher inductances are recommended (see Figure 4i

FIGURE 11. Test Loads
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DP8340/NS32440 Serial Bi-Phase Transinitter/Encoder

General Description
The DP8340/NS32440 generates a complete encoding of

parallel data for higfi speed serial transmission which con-

forms to the protocol as defined by the IBM 3270 informa-

tion display system standard. The DP8340/NS32440 con-

verts parallel input data into a serial data stream. Although

the IBM standard covers bi-phase serial data transmission

over a coax line, the DP8340/NS32440 also adapts to gen-

eral high speed serial data transmission over other than

coax lines, at frequencies either higher or lower than the

IBM standard.

The DP8340/NS32440 and its complementary chip, the

DP8341 (receiver/decoder) have been designed to provide

maximum flexibility in system designs. The separation of the

transmitter/receiver functions provides convenient addition

of more receivers at one end of a bi-phase line without the

need of unused transmitters. This is specifically advanta-

geous in control units where typical bi-phase data is multi-

plexed over many bi-phase lines and the number of receiv-

ers generally exceeds the number of transmitters.

Features
Ten bits per data byte transmission

Single-byte or multi-byte transmission

Internal parity generation (even or odd)

Internal crystal controlled oscillator used for the genera-

tion of all required chip timing frequencies

Clock output directly drives receiver (DP8341) clock In-

put

Input data holding register

Automatic clear status response feature

Line drivers at data outputs provide easy interface to

bl-phase coax line or general transmission lines

< 2 ns driver output skew

Bipolar technology provides TTL input/output compati-

bility

Data outputs power up/down glitch free

Internal power up clear and reset

Single +5V power supply

Connection Diagrams

Plastic Chip Carrier

o
o
1

O
O
1

1 i 1

—I

a

1

d
L>-

a:

1

5

-* rO N _ jg s s

25018- -AUTO RESPONSE

017- 6 24 -TRANSMITTER ACTIVE

DI6- 7 23 -PARITY CRT

8 DP8340 22 -

DI5- 9 21 -EVEN/ ODD

DI4- 10 20 -DATA OUT

DI3- 11 19 -DATA OUT

CM ro * in CD r- GO

T
CM

T
1—
ITT
Q ^ CM

T T

Dual-ln-Une Package

Olll —
23

VCC

DUO— REG lOAO

DI9— 22

21

REG FULL

MB— AUTO RESPONSE

Mr— 20 TRANSMITTER ACTIVE

016— 19 PARITY CRT

015— IS

17

EVEN/ODD

Dl4— — OATAOUT

Dl3 — 16 DATA OUT

DIJ — 10 15 DATA DELAY

CIK OUT— 11 14 X2

GNO— 12 13 XI

TL/F/5251-1

Top View

TL/F/5251-19

FIGURE 1

Order Number DP8340/NS32440 J, N or V
See NS Package Number J24A, N24A or V28A
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Block Diagram

VCC

CLOCK
OUTPUT

±CE)CT

EXTERNAL -L- I

CRYSTAL I I

18.867 MHz -^
I

4-

CRYSTAL
OSCILLATOR

PARITY

CONTROL/ TRANSMIHER EVEN/ODD
RESET ACTIVE PARIH LUf

AUTO

CONTROL LOGIC

OUTPUT SHIFT
REGISTER AND
FORMAT LOGIC

REGISTERS
FULL

I
pOBI

Dl2 TO Din
DATA INPUTS

oo
00w

Z
tou

FIGURE 2. DP8340/NS32440 Serial Bi-Phase Transmitter/Encoder Block Diagram

Functional Description
Figure 2 is a block diagram of the DP8340/NS32440 Bi-

Phase Transmitter/Encoder. The transmitter/encoder con-

tains a crsytal oscillator whose input is a crystal with a fre-

quency eight (8) times the data rate. A Clock Output is pro-

vided to drive the DP8341 receiver/decoder Clock Input and

other system components at the oscillator frequency. Addi-

tionally, the oscillator drives the control logic and output

shift register/format logic blocks.

Data is parallel loaded from the sytem data bus to the trans-

mitter/encoder's input holding register. This data is in turn

loaded by the transmitter/encoder to its output shift register

if this register was empty at the time of the load. During this

load, message formatting and parity are generated. The for-

matted message is then shifted out at the bit rate frequency

to the TTL to Bi-Phase block which generates the proper

data bit formatting. The three data outputs, DATA, DATA,

and DATA DELAY provide for flexible interface to the coax

line with a minimum of external components.

The Control Logic block interfaces to all blocks to insure

proper chip operation and sequencing. It controls the type

of parity generation through the Even/Odd Parity input. An
additional feature provided by the transmitter/encoder is

generation of odd parity and placement in bit 10 position

while still maintaining even or odd parity in the bit 12 posi-

tion. This is the format of data word bytes and other com-

mands in the 3270 Standard. The Parity Control input is the

pin which controls when this operation is in effect.

Another feature of the transmitter/encoder is the internal

TT/AR (Transmission Turnaround/Auto Response) capabil-

ity. After each Write type message from the control unit in

the 3270 Standard, the receiving unit must respond with

clean status (bits 2 through 11). With the transmitter/encod-

er, this function is accomplished simply by forcing the Auto-

Response input to the Logic "0" state.

Operation of the transmitter/encoder is automatic. After the

first data byte is loaded, the Transmitter Active output is set

and the transmitter/encoder immediately formats the input

data and serially shifts it out its data outputs. If the message

is a multi-byte message, the internal format logic will modify

the message data format for multibyte as long as the next

byte is loaded to the input holding register before the last

data bit of the previous data byte is transferred out of the

internal output shift register. After all data is shifted out of

the transmitter/encoder the Transmitter Active output will

return to the inactive state.
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Detailed Pin/Functionai Description
Crystal Inputs XI and X2

The oscillator is controlled by an external, parallel resonant

crystal connected between the XI and X2 pins. Normally, a

fundamental mode crystal is used to determine the operat-

ing frequency of the osicllator; however, overtone mode
crystals may be used.

Crystal Specifications (Parallel Resonant)

Type

Tolerance

Stability

Resonance

Maximum Series Resistance

Load Capacitance

AT-cut crystal

0.005% at 25°C

0.01 % from 0°C to +70°C

Fundamental (Parallel)

Dependent on Frequency

(For 18.867 MHz, 50n)

15 pF

TO PIN X2
PIN (14) *-WS—J—

I

l-*-«cc

TO PIN XI

PIN (13)

I I CRYSTAL

-y SEE (FIG. 16)

FREQ R c

10 MHz to

20 MHz
500fl

±10%
30 pF

> 20 MHz
12011

±10%
15pF

TL/F/5251-3

FIGURE 3. Connection Diagram

If the DP8340/NS32440 transmitter is clocked by a system

(clock crystal oscillator not used), pin 13 (XI input) should

be clocked directly using a Schottky series (748) circuit. Pin

14 (X2 input) may be left open. The clocking frequency must

be set at eight times the data bit rate. Maximum input fre-

quency is 28 MHz. For the IBM 3270 Interface, this frequen-

cy is 1 8.867 MHz. At this frequency, the serial bit rate will be

2.358 Mbits/sec.

C\ock Output

The Clock Output is a buffered output derived directly from

the crystal oscillator block and clocks at the oscillator fre-

quency. It is designed to directly drvie the DP8341 receiver/

decoder Clock Input as well as other system components.

Registers Full

This output Is used as a flag by the external operating sys-

tem. A logic "1" (active state) on this output indicates that

both the internal output shift register and the input holding

register contain active data. No additional data should be

loaded until this output returns to the logic "0" state (inac-

tive state).

Transmitter Active

This output will be in the logic "1" state while the transmit-

ter/encoder is about to transmit or in the process of trans-

mitting data. Otherwise, it will assume the logic "0" state

indicating no data presently in either the input holding or

output shift registers.

Register Load

is edge sensitive, the data present during the logic "0" state

of this input is loaded, and the input data must be valid

before the logic "0" to logic "1" transition. It is after this

transition that the transmitter/encoder begins formatting of

data for serial transmission.

Auto Response (TT/AR)

This input provides for automatic clear data transmission (all

bits in logic "0") without the need of loading all zero's.

When a logic "0" is forced on this inpiut the transmitter/en-

coder immediately responds with transmission of "clean

status". This function is necessary after the completion of

each write type command and in other functions in the 3270

specification. In the logic "1" state the transmitter/encoder

transmits data entered on the Data Inputs.

Even/Odd Parity

This input sets the internal logic of the DP8340/NS32440
transmitter/encoder to generate either even or odd parity

for the data byte in the bit 12 position. When this pin is in the

logic "0" state odd parity is generated. In the logic "1" state

even parity is generated. This feature is useful when the

control unit is performing a loop back check and at the

same time the controller wishes to verify proper data trans-

mission with its receiver/decoder.

Parity Control/Reset

Depending on the type of message transmitted, it is at times

necessary in the IBM 3270 specification to generate an ad-

ditional parity bit in the bit 10 position. The bit generated is

odd parity on the previous eight (8) bits of data. When the

Parity Control input is in the logic "1 " state the data entered

at the Data Bit 10 position is placed in the transmitted word.

With thie Parity Control Input in the logic "0" state the Data

Bit 10 input is ignored and odd parity on the previous data

bits is placed in the normal bit 10 position while overal l word

parity (bit 12) is even or odd (controlled by Even/Odd Parity

input). This eliminates the need for external logic to gener-

ate the parity on the data bits.

Truth Table

Parity Control input Transmitted Data Bit 10

Logic "1" Data entered on Data Input 1

Logic "0" Odd Parity on 8-bit data byte

When this input is driven to a voltage that exceeds the pow-

er supply level (9V to 13V) the transmitter/encoder is reset.

Serial Outputs—DATA, DATA, and DATA DELAY

These three output pins provide for convenient application

of data to the Bi-Phase Coax line (see Figure 15 fey applica-

tion). The Data outputs are a direct bit representation of the

Bi-Phase data while the DATA DELAY output provides the

necessary increment to clearly define the four (4) DC levels

of the pulse. The DATA and DATA outputs add flexibility to

the DP8340/NS32440 transmitter/encoder for use in high

speed differential line driving applications.

The Register Load input is used to load data from the Data

Inputs to the input holding register. The loading function
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Functional Timing Waveforms—iVIessage Format

Single Byte Transmission

TRANSMISSION
START SEQUENCE

TRANSMISSION
TERMINATION
SEQUENCE

LINE
OUIESCE
PATTERN

CODE
VIOLATION

SYNC
BIT

lO-BIT DATA BYTE
ENDING

SEQUENCE

TRANSMISSION
START

TRANSMISSION
TERMINATION

o

COu
lO

i~n_r

Ji_n_rLn_n_r

DATA rLrLn_n_nji r

n_n_n_n_rLn i

—

1
I

1
I

1 M
I

1
I
CODE VIOLATION 1

SYNC
BIT

-STARTING SEOUENCE-

„ 1 1 1

BIT « BIT BIT BIT BIT

2 9 10 11 t?

^ ENDING ^
'^SEQUENCE

TL/F/5251-4

FIGURE 4. Overall Timing Waveforms for Single Byte

Multi-Byte Transmission

PARITY
BYTE1 1

SYNC BIT PARITY

J
BYTE? BYTEX ;

( IDLE UNE
QUIESCE
PAHERN

CODE
VIOLATION

SYNC
BIT

_ 1st 10-BIT JJ ^
BYTE CC

* __2lKl 10-BIT 5^ BYTE
""

BYTE « X " ENDING
SEQUENCE

IDLE )

) (

REG LOAD |_r IS

DATA JUTTLrLrU—

L

rLTLrLnj-LrL

rLnj-LrLrLn.11111 CODEVIOUTION

-STARTING SEQUENCE

-

2 12 BIT 2 12

^ ENDING ^
SEQUENCE"^

FIGURE 5. Overall Timing Waveforms for Multi-Byte
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Absolute Maximum Ratings (Note i)

Specifications for Miiitary/Aerospace products are not

contained in this datasheet. Refer to the associated

reliability electrical test specifications document.

Supply Voltage, Vqc 7V

Input Voltage 5.5V

Output Voltage 5.25V

Storage Temperature Range - 65°G to + 1 50'G

Lead Temperature (Soldering, 1 sec.) 300°C

Maximum Power Dissipation ®25°C*

Cavity Pacl^age 2237 mW
Dual-ln-Line Package 2500 mW
Plastic Chip Canier 1 720 mw

'Derate cavity package 14.9 mW/'C above 25"G; derate duaHn-line pack-

age 20 mW/°C above 25°C: derate PCC package 13.8 mW/'C above 2S*C.

Operating Conditions
MIn Max Units

Supply Voltage, (Vcc) 4.75 5.25 V

Ambient Temperature, Ta +70 'C

Electrical Characteristics (Notes 2 and s)

Symbol

V|H

V|L

VCLAMP

l|H

Parameter

Logic "1 " Input Voltage

(All Inputs Except XI and X2)

Logic "0" input Voltage

(All Inputs Except XI and X2)

input Clamp Voltage

(All Inputs Except XI and X2)

Logic "1 " Input Current

Register Load Input

All Others Except X1 and X2

Conditions

l|N
' -12 mA

Vcc = 5.25V

V|N = 5.25V

Min

2.0

Typ

-0.8

0.3

0.1

Max

0.8

-1.2

120

40

Units

fiA

fiA

l|L Logic "0" Input Current

Register Load Input

Vcc = 5.25V

V|N = 0.5V
-15

All Inputs Except X1 and X2 -5

-300

-100

jiA

jiA

V0HI Logic
"1" All Outputs Except CLK OUT,

DATA, DATA, and DATA DELAY
l0H= -lOOnA 3.2 3.9

Iqh = ~ 1 "lA 2.5 3.4

V0H2 Logic "1 " for CKL OUT, DATA,

DATA and DATA DELAY Outputs
Iqh = -10 mA 2.6 3.0

V0LI Logic "0" All Outputs Except CLK OUT,

DATA, DATA and DATA DELAY Outputs
lOL = 5 mA 0.35 0.5

V0L2 Logic "0" for CLK OUT, DATA,

DATA and DATA DELAY Outputs
lOL = 20 mA 0.4 0.6

I0SI Short Circuit Current for All Outputs

Except CLK OUT, DATA, DATA, and

DATA DELAY

VouT = OV

(Note 4)

-10 -30 -100 mA

l0S2 Short Circuit Current for DATA,

DATA, and DATA DELAY Outputs

VouT = OV
(Note 4)

-50 -140 -350 mA

Ipsa Short Circuit Current for CLK OUT (Note 4) -30 -90 -200 mA

Ice Power Supply Current Vcc = 5.25V 170 250 mA

Timing Characteristics OsclHator Frequency = I8.867 MHz (Notes 2 and 3)

Symbol Parameter Conditions Min Typ Units

tpdl REG LOAD to Transmitter Active (T^)

Positive Edge

Load Circuit 1

>7
60 90

w REG LOAD to REG Full; Positive Edge Load Circuit 1

Figure 7
45 75

tpd3 Register Full to T^; Negative Edge Load Circuit 1

Figure 7
40 70

tpd4 Positive Edge of REG LOAD to

Positive Edge of DATA
Load Circuits 1 & 2

Figure 9
50 80
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Timing Characteristics OsciHator Frequency = 18.86? MHz (Notes 2 and 3) (Continued)

Symbol Parameter Conditions Min Typ Max Units

tpdS REG LOAD to DATA; Positive Edge Load Circuits 1 & 2

Figure 9, (HoteS)
380 475 ns

tpd6 REG LOAD to DATA DELAY; Positive Edge Load Circuits 1 & 2

Figure 9, 9io\eS)
160 250 ns

*pd7 Positive Edge of DATA to Negative Edge

of DATA DELAY
Load Circuit 2

Figure 9, (HoXe 6)
100 115 ns

lpd8 Positive Edge of DATA DELAY to Negative

Edge of DATA
Loadarcuit2

Figure 9, (note S)
110 125 ns

tpd9.

tpd10

Load Circuit 2

Figure 9
2 6 ns

Sl<ew between DATA and DATA

tpd11 Negative Edge of Auto Response to

Positive Edge of TA
Load Circuit 1

Figure 10
70 110 ns

tpd12 Maximum Time Delay to Load Second Byte

after Positive Edge of REG FULL
Load Circuit 1

F/gri/re 5, (Note 6)
4 X T -50 ns

*-pd13 X1 to CLK OUT; Positive Edge Load Circuit 2

Figure 13
21 30 ns

tpdU X1 to CLK OUT; Negative Edge Load Circuit 2

Figure 13
23 33 ns

Vd15 Negative Edge of AR to Positive

Edge of REG FULL
Load Circuit 1

Figure 10
45 75 ns

tpd16 Sl<ew laetween TA and REG FULL during

Auto Response

Load Circuit 1

Figure 10
50 80 ns

tpd17 Load Circuit 1

l^igure 14
45 75 ns

REG LOAD to REG FULL; Positive Edge

for Second Byte

tpw1 Figure 12 40 nsREG LOAD Pulse Width

W2 First REG FULL Pulse Width (Note 5) Load Circuit 1

Figure 7, (Note 6)
8 X T + 60 8 X T + 100 ns

tpw3 REG FULL Pulse Width prior to Ending

Sequence (Note 5)

Load Circuit!,

Figure 7, (Note 6)
5X B ns

tpw4 Pulse Width for Auto Response Figure 10 40 ns

ts Data Setup Time prior to REG LOAD
Positive Edge, Hold Time (tn) = ns

Figure 12
15 25 ns

tr1 Load Circuit 2

Figure 11
7 13 ns

Rise Time for DATA, DATA, and DATA
DELAY Output Waveform

tfl Load Circuit 2

Figure 1

1

ns
Fall Time for DATA, DATA, and DATA
DELAY Output Waveform

5
i

11

tr2 Rise Time for TA and REG FULL Load Circuit 1

Figure 15
20 1 30 ns

tf2 Fall Time for TA and REG FULL Load Circuit 1

Figure 15
15 i

25 ns

'max Data Rate Frequency

(Clock Input must be 8X this Frequency)

(Note 7) DC 3.5 Mbits/s

Note 1: "Absolute Maximum Ratings" are those values beyond which the safety of the device cannot be guaranteed. They are not meant to imply that the device

should tie operated at these limits. The table of "Electrical Characteristics" provides conditions for actual device operation.

Note 2; Unless otherwise specified, min./max. limits apply across the 0°C to +7CrC temperature range and the 4.75V to 5.25V power supply range. All typical

values are for Ta = 25'0 and Vcc - 5.0V.

Note 3: All currents into device pins are shown as positive; all cun-ents out of device pins are shown as negative; all voltages are referenced to ground, unless

otherwise specified. Alt values shown as max. or min. are so classified on absolute basis!

Note 4: Only one output should be shorted at a time. Output should not be shorted for more than one second at a time.

Note 5: T = 1/(Oscillator Frequency), unit for T should be ns. B = 8T

Note S: Oscillator Frequency Dependent.

Note 7: For the IBM 3270 Interface, the data rate frequency is 2.358 Mbits/s. 28 S/IHz clock frequency corresponds to 3.75% jitter when referenced to Figure 10 of

DP8341 Datasheet.
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Load Circuit 1

vcc

Load Circuit 2

o-rW-

BL = 2Ii >Rl = 2k

:=15pF

H-

T "I* - -

TL/F/5251-6

FIGURE 6. Test Load Circuits

TL/F/5251-7

Timing Waveforms

hegload"XJ-
-tpdl

<i! y»oiVOH

-" tpiJ2 tpdS—» -*

—

»tp»2-» -tp«3-

-VOL

TUF/5251-8

FIGURE 7. Timing Waveforms for Single Byte Transfer
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^/
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•"— tpd12

-ti v*dH
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17VixB
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TL/F/52S1-9

FIGURE 8. Maximum Window to Load Multi-Byte Data
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V

J
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Vol
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VbH
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/
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FIGURE 9. Timing Waveforms for Three Serial Outputs
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Timing Waveforms (continued)

50%

oy

/
-Ipdil

1^

-\ -tpms IpHIS—

»

VOH
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f
^Vm

' Id

TL/F/5251-11

FIGURE 10. Timing Waveforms for Auto-Response

-trl

VOL

-tfl

TL/F/6251-12

FIGURE 11. Output Waveform for DATA, DATA, DATA DELAY (Load Circuit 2)

—-ip«i »)
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3V
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CONTROL X A
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FIGURE 12. Register i.oad Waveform Requirement

t|!<!13-

/ tl

J- \
!|ld14

VOH

50%

VOL
TL/F/S251-14

FIGURE 13. Timing Waveforms for Clock Pulse
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'90%
OV

-tfdi?
n

\fiZ-

VOH

«)%

^'l^jrXJ ^er.
-•— IllwJ -IpwS-

-IMl

TL/F/5251-15

FIGURE 14. Timing Waveforms for Two Byte Transfer
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VOH

90K

10%
VOL

-If2

TL/F/5251-16

FIGURE 15. Rise and Fall Time Measurement for TA and REG Full
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Typical Applications

PARITY CONTROL

AUTO RESPONSE

I REG LOAD

18.8G7MHZ

(NOTE 3) FIG.3

1 xz

DPS34a

TRANSMITTER/
ENCODER

t
DATABUSD2-D11

DATA
AVAILABLE

sK-
; OUTPUT CONTROL

; OUTPUT ENABLE

I RECEIVER ACTIVE
u

5r

DATA
DELAY

TRANSLATION
LOGIC

TRANSMITTER
ACTIVE

RECEIVER
DISABLE

DP8341

RECEIVER/

DECODER

BI4>HASE

INPUT

1:1:1 PULSE
TRANSFORMER
FIG. 17

FIGURE 16. Typical Applications for IBM 3270 Interface

TL/F/5251-17

Note 1; Resistance values are in a, ±5%, 'A W
Note 2:71 isa1;1:1 pulse transformer, Lmu-j = 500 ^H for 18 MHz system dock. Pulse Engineering Part No. 5762/Surface Mount, 5762M/PE-85762. Technitrol

Part No. 1 1 LHA, Valor Electronics Part No. CT1 501 or equivalent transformers.

Note 3: Crystal manufacturer's Midland Ross Corp. NEL Unit Part No. NE-18A (C2560N) @ 18.867 I^Hz and the Viliing Qroup of San Jose, CA Part No. VXB46NS
@ 18.867 K/lHz.

FIGURE 17. Translation Logic
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DP8341/NS32441 Serial Bi-Phase Receiver/Decoder

General Description
The DP8341 /NS32441 provides complete decoding of data

for high speed serial data communications. In specific, the

DP8341/NS32441 recognizes serial data that conforms to

the IBM 3270 Information Display System Standard and

converts it into ten (10) bits of parallel data. Although this

standard covers Bi-Phase serial data transmission over a

coax line, this device easily adapts to generalized high

speed serial data transmission on other than coax lines at

frequencies either higher or lower than the IBM 3270 stan-

dard.

The DP8341 /NS32441 receiver and its complementary

chip, the DP8340 transmitter, are designed to provide maxi-

Ilium iioXii./iiiiy III ojroioiii uooiyiio. nits oc;|/ciiciii\/ii k/i ucuio-

mitter and receiver functions allows addition of more receiv-

ers at one end of the Bi-Phase line without the necessity of

adding unused transmitters. This is advantageous specifi-

cally in control units where typically Bi-Phase data is multi-

plexed over many Bi-Phase lines and the number of receiv-

ers generally outnumber the number of transmitters. The

separation of transmitter and receiver function provides an

additional advantage in flexibility of data bus organization.

The data bus outputs of the receiver are TRI-STATE®, thus

enabling the bus configuration to be organized as either a

common transmit/receive (bi-directional) bus or as separate

transmit and receive busses for higher speed.

Features
DP8341/NS32441 receivers ten (10) bit data bytes and
conforms to the IBM 3270 Interface Display System
Standard

Separate receiver and transmitter provide maximum
system design flexibility

Even parity detection

High sensitivity input on receiver easily interfaces to

coax line

Standard TTL data input on receiver provides general-

ized transmission line Interface and also provides

hysteresis

Data holding register

Multi-byte or single byte transfers

TRI-STATE receiver data outputs provide flexibility for

common or separated transmit/receive data bus

operation

Data transmission error detection or receiver provides

for both error detection and error type definition

Bi-polar technology provides TTL input/output compati-

bility with excellent drive characteristics

Single -1- 5V power supply operation

Connection Diagrams

Plastic Chip Carrier Dual-ln-Line Pacicage

I— I— UJ

1

i

i

1

1
T T 1

i
1

i
1

/ KJ eo
CN

Ml* (TTL)

-

5 25 -009

DATA CONTROL

-

6 24 -DOS

CLOCK- 7 23 -D07
- 8 22 -

RECEIVER ACTIVE

-

9 21 -ooe

ERROR- 10 20 -DOS

REGISTER RMD- 11 19 -D04
M 5 J m u> E 00

T

i

<

i

1 T T
3

i

T

s

RECEIVER DISABLE — 1 24

+AMPLIFIER INPUT — 2 23

-AMPLIFIER INPUT— 3 22

DATA (TTL) — 4 21

DATACOMTROL — S 20

CLOCK — 6 19

RECEIVER ACTIVE— 7 18

ERROR — S 17

REGISTER READ— 9 16

DATA AVAILABLE — 10 15

OUTPUT COHTROL — 11 14

GND — 12 13

vcc

0011

DOlo

009

DOB

007

DOg

DO;

004

003

D02

OUTPUT ENABLE

TL/F/5238-2

Top View

Order Number DP8341J or DP8341N
See NS Pacloge Number J24A or N24A

Order Number DP8341V or NS32441

V

See NS Pacloge Number V28A
FIGURE 1
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Block Diagram

RECEIVER
ACTIVE

^Z. :^
TRI-STATE»

OUTPUT BUFFERS

jy
OUTPUT

' ENABLE

PARALLEL OUTPUT DATA

FIGURE 2. OP8341/NS32441 Serial Bl-Phase Receiver/Decoder Block Diagram

Block Diagram Functional

Description
Figure 2\sa block diagram of the DP8341/NS32441. This

chip is essentialiy a seriai in/parallei out shift register. How-

ever, the serial input data must conform to a very specific

format (see Figures 3-5). The msssags will not be recog-

nized unless the format of the starting sequence is correct.

Deviations from the format in the data, sync bit, parity or

ending sequence will cause an error to be detected, termi-

nating the message.

Data enters the receiver through the differential input ampli-

fier or the TTL Data input. The differential amplifier is a high

sensitivity input which may be used by connecting it directly

to a transformer coupled coax line, or other transmission

medium. The TTL Data input provides 400 mV of hysteresis

and recognizes TTL logic levels. The data then enters the

demodulation block.

The data demodulation block samples the data at eight (8)

times the data rate and provides signals for detecting the

starling sequence, ending sequence, and errors. Detection

of the starting sequence sets the Receiver Active output

high and enables the input shift register.

As the ten bits of data are shiftea into the shift register, the

receiver will verify that even parity Is maintained on the data

bits and the sync bit. After one complete data byte is re-

ceived, the contents of the input shift register is parallel

loaded to the holding register, assuming the holding register

is empty, and the Data Available output is set. If the holding

register is full, this load will be delayed until thai register has

been read. If another data byte Is received when the shift

register and the holding register are full a Data Overflow

Error will be detected, terminating the message. Data is

read from the holding register through the TRI-STATE Out-

put Buffers. The Output Enable Input is the TRI-STATE con-

trol for these outputs and the Register Read input signals

the receiver that the read has been completed.

When the receiver detects an ending sequence the Receiv-

er Active output will be reset to a logic "0" indicating the

message has been terminated. A message will also termi-

nate when an error is detected. The Receiver Active output

used in conjunction with the Error output allows quick re-

sponse to the transmitting unit when an error free message

has been received.

The Error Detection and Identification block insures that val-

id data reaches the outputs of the receiver. Detection of an

error sets the Error output to a logic "1" and resets the

Receiver Active output to a logic "0" terminating the mes-

sage. The error type may be read from the data bus outputs

by setting the Output Control input to logic "0" and enabling

the TRI-STATE outputs. The data bit outputs have assigned

error definitions (see error code definition table). The Error

output will return to a logic "0" when the next starting se-

quence is received, or when the error Is read (Output Con-

trol to logic "0" and a Register Read performed).

The Receiver Disable input is used to disable both the am-

plifier and TTL Data receiver inputs. It will typically be con-

nected directly to the Transmitter Active output of the

DP8340 transmitter circuit (see Figure IS).
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Detailed Functional Pin Description

RECEIVER DISABLE

This Input is used to disable the receiver's data inputs. The
Receiver Disable input will typically be connected to the

Transmitter Active output of the DP8340. However, at the

system controller it is necessary for both the transmitter and

receiver to be active at the same time In the loop-back

check condition. This variation can be accomplished with

the addition of minimal external logic.

Truth Table

Receiver Disable Data Inputs

Logic "0" Active

Logic "1" Disabled

AMPLIFIER INPUTS

The receiver has a differential input amplifier which may be

directly connected to the transformer coupled coax line. The
amplifier may also be connected to a differential type TTL
line;. I no oiij|/iiiioi itaa ckj imv ui iijroioiooio.

DATA INPUT

This input can be used either as an alternate data Input or

as a power-up check input. If the system designer prefers to

use his own amplifier, instead of the one provided on the

receiver, then this TTL input may be used. Using this pin as

an alternate data input allows self-test of the peripheral sys-

tem without disturbing the transmission line.

DATA CONTROL
This input is the control pin that selects which of the Inputs

are used for data entry to the receiver.

Truth Table

Data Control Data input To

Logic "0" Data Input

Logic "1" Amplifier Inputs

Note: This input is also used for testing. When the input voltage is raised to

7.5V the chip resets.

CLOCK INPUT

The input is the internal clock of the receiver. It must be set

at eight (8) times the line data bit rate. For the IBM 3270

Standard, this frequency is 18.87 MHz or a data bit rate of

2.358 MHz. The crystal-controlled oscillator provided in the

DP8340 transmitter also operates at this frequency. The
Clock Output of the transmitter is designed to directly drive

the receiver's Clock Input. In addition, the receiver is de-

signed to operate correctly to a data bit rate of 3.5 MHz.

RECEIVER ACTIVE

The purpose of this output is to inform the external system
when the DP8341/NS32441 is in the process of receiving a

message. This output will transition to a logic "1 " state after

the receipt of a valid starting sequence and transition to

logic "0" when a valid ending sequence is received or an

error is detected. This output combined with the Error output

will inform the operating system of the end of an error free

data transmission.

ERROR
The Error output transitions to a logic "1" when an en-or is

detected. Detection of an error causes the Receiver Active

and the Data Available outputs to transition to a logic "0".

The Error output returns to a logic "0" after the error regis-

ter has been read or when the next starting sequence is

detected.

REGISTER READ
The Register Read input when driven to the logic "0" state

signals the receiver that data in the holding register is being

read by the external operating system. The data present in

the holding register will continue to remain valid until the

Register Read input returns to the logic "1" condition. At

this time, if an additional byte is present in the input shift

register it will be transferred to the holding register, other-

wise the data will remain valid in the holding register. The
Data Available output will be in the logic "0" state for a

short inten/al while a new byte is transfen-ed to the holding

register after a register read.

DATA AVAILABLE

This output indicates the existence of a data byte within the

output holding register. It may also indicate the presence of

a data byte in both the holding register and the input shift

register. This output will transition to the logic "1" state as

soon as data is available and return to the logic "0" state

after each data byte has been read. However, even after the

last data byte has been read and the Data Available output

has assumed the logic "0" state, the last data byte read

from the holding register will remain until new data has been

received.

o
OOw

COw
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Detailed Functional Pin Description (continued)

OUTPUT CONTROL

The Output Control input determines the type of information

appearing at the data outputs, in the logic "1
" state data will

appear, In the logic "0" state en-or codes are present.

Truth Table

Output Control Data Outputs

Logic "0" Error Codes

Logic "1

"

Data

OUTPUT ENABLE

The Output Enable input controls the state of the

TRi-STATE Data outputs.

Truth Table

Output Enable
TRI-STATE

Data Outputs

Logic "0" Disabled

Logic "1" Active

DATA OUTPUTS

The DP8341 has a ten (10) bit TRI-STATE data bus. Seven

bits are multiplexed with error bits. The error bits are de-

fined in the table below. The Output Control input Is the

multiplexer control for the Data/Error bits.

Error Code Definition

Data Bit Error Type

D02 Data Overflow (Byte not

removed from holding register

when it and the input shift

register are both full and new

data is received)

D03 Parity Error (Odd parity detected)

D04 Transmit Check conditions

(existence of en-ors on any or all

of the following data bits: D03,

DOS, and D06

DOS An invalid ending sequence

D06 Loss of mid-bit transition

detected at other than normal

ending sequence time

D07 New starting sequence detected

before data byte in holding

register has been read

DOS Receiver disabled during

receiver active mode

l\/lessage Format
Single Byte Transmission

TRANSMISSION
START SEQUENCE

TRANSMISSION
TERMINATION
SEQUENCE

LINE

OUIESCE
PATTERN

CODE
VIOUTION

SYNC
BIT

lO-Btr DATA BYTE
ENDING

SEQUENCE

TRANSMISSION
START

TRANSMISSION
TERMINATION

Multi-Byte Transmission

PARITY_
BYTE1

SYNC BIT PARITY.
"BYTE 2 BYTE X

LINE

OUIESCE
PAHERN

CODE
VIOLATION

SYNC
BIT

1st 10-BIT )5
" BYTE CC

Zml ID-BIT
" BYTE ?? 'T-

ENDING
SEQUENCE

IDLE

FIGURE 3. IBM 3270 Message Format
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Message Format (continued)

o
TJ

M

«™ JinjuiJT_j~u"ijij~LJinrLruirLf
LINE QUIESCE

CODE
VIOUTION

DODO DO DO DODO DO DO DC DO
23 45 87 8 9 10 11

-OATA-

ENDINS
SEQUENCE

SYNC PABITY

RECEIVER
ACTIVE

.

DATA
AVAILAELE .

REGISTER
'

READ

FIGURE 4a. Single Byte Message

IT
TL/F/5238-5

Jirinnii-j~inrLn_rLn_rir.n JirLJinnj
CODE

VIOLATION -1st BYTE
ENDING

SEQUENCE

RECEIVER
ACTIVE

.

DATA
AVAIUBLE n J'" "LT "L

SISTER
READ "If

FIGURE 4b. Multi-Byte Message

"IT"
TL/F/5238-6

"™JLJUinji_jnminji_jinjiJijijin ruuLnnr
CODE

VIOLATION -CORRECT DATA BYTE

-

-ERROR DETECTED

RECEIVER
ACTIVE

DATA
AVAILABLE

REGISTER
READ

OUTPUT
CONTROL

"If

FIGURE 5. Message with Error
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Absolute Maximum Ratings (Note i)

Specifications for lailitary/Aerospace products are not Maximum Power Dissipation* at 25°C

contained in this datasheet. Refer to the associated Cavity Paci«age 2040 mW
reiiability electrical test specifications document. Dual-ln-Line Paclcage 2237 mW

Supply Voi.age,Vcc 7V Plastic Chip Carrier 1690 mW
,
. -w 'Derate cavity package 13.6 mW/'C above 25"C; derate PCC package

Input Voltage -t-o.ov
^^^ mW/'C above 25'C; derate Dual-lr-Une package 17.9 mW/°C above

Output Voltage 5.25V 25-c.

storage Temperature Range -eS'Cto +150°C
r»».«,»*i«« 0*»«#li*i««e

Lead Temperature (Soldering, 10 seconds) 300-C Operating COndltlOnS
Min Max Units

Supply Voltage, (Vcc) 4.75 5.25 V

Ambient Temperature, (Ta) +70 °C

Eiectrical Characteristics (Notes 2, 3, and s)

Symbol Parameter Conditions Min Typ Max Units

V|H Input High Level 2.0 V

V|L Input Low Level 0.8 V

VlH-ViL Data Input Hysteresis (TTL, Pin 4) 2.0 0.4 V

VCLAMP Input Clamp Voltage l|N = -12 mA -0.8 -1.2 V

l|H Logic "1 " Input Current Vcc = 5.25V, V|N = 5.25V 2 40 ,xA

l|L Logic "0" Input Current Vcc = 5.25V, V|N = 0.5V -20 -250 (iiA

VOH Logic "1 " Output Voltage lOH = -100 (iA 3.2 3.9 V

lOH = -1 mA 2.5 3.2 V

Vol Logic "0" Output Voltage lOL = 5 mA 0.35 0.5 V

los Output Short Circuit Cun-ent Vcc=5V,VouT = 0V

(Note 4)

-10 -20 -100 mA

loz TRI-STATE Output Current Vcc = 5.25V, Vo = 2.5V -40 1 + 40 HA

Vcc = 5.25V, Vo = 0.5V -40 -5 + 40 ^lA

Ahys Amplifier Input Hysteresis 5 20 30 mV

Ice Power Supply Current Vcc = 5.25V 160 250 mA

Timing Cliaracteristics (Notes 2, e, 7, and s)

Symbol Parameter Conditions Min Typ Max Units

Td1 Output Data to Data Available

Positive Edge
5 20 40 ns

Td2 Register Read Positive Edge to Data

Available Negative Edge
10 25 45 ns

TD3 Error Positive Edge to Data Available

Negative Edge
10 30 50 ns

Td4 Error Positive Edge to Receiver Active

Negative Edge
5 20 40 ns

Td5 Register Read Positive Edge to Error

Negative Edge
20 45 75 ns

Td6 Delay from Output Control to Error Bits

from Data Bits
5 20 50 ns

Td7 Delay from Output Control to Data Bits

from Error Bits
5 20 50 ns

TD8 First Sync Bit Positive Edge to Receiver

Active Positive Edge

3.5 XT
+ 70

ns
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Timing Characteristics (Notes 2, e, 7, ana S) (Continued)

Symbol Parameter Conditions MIn Typ Max Units

Td9 Receiver Active Positive Edge to First Data

Available Positive Edge
92 XT ns

Tdio Negative Edge of Ending Sequence to

Receiver Active Negative Edge

11.5 XT
+ 50

ns

ton Data Control Set-Up Multiplexer Time Prior

to Receiving Data tlirough Selected Input
40 30 ns

Tpwi Register Read (Data) Pulse Width 40 30 ns

Tpwa Register Read (Error) Pulse Width 40 30 ns

Tpw3 Data Available Logic "0" State between

Data Bytes
25 45 ns

Ts Output Control Set-Up Time Prior to

Register Read Negative Edge
-5 ns

Th Output Control Hold Time After the

Register Read Positive Edge
-5 ns

TZE Delay from Output Enable to Logic "1 " or

Logic "0" from High Impedance State

Load Circuit 2
25 35 ns

Tez Delay from Output Enable to High Imped-

ance State from Logic "1" or Logic "0"
Load Drcuit 2

25 35 ns

Fmax Data Bit Frequency (Clocl^ Input must be

8 X the Data Bit Frequency)

(Note 9)
DC 3.5 MBIts/s

Note 1: "Absolute Maximum Ratings" are those values beyond whicti the safety of the device cannot be guaranteed. They are not meant to imply that the device

should be operated at these limits. The table of "Electrical Characteristics" provides conditions for actual device operation.

Note 2: Unless otherwise specified, min./max. limits apply across the 0°C to +70*C temperature range and the 4.75V to 5.25V power supply range. All typical

values are for Ta - 25'C and Vix = 5.0V.

Note 3: All cunBrts into device pins are shown as positive; all cun-ents out of device pins are shown as negative; all voltages are referenced to ground, unless

othenmse specified. All values shown as max. or min. are so classified on absolute value basis.

Note 4: Only one output at a time should be shorted.

Note 5: Input characteristics do not apply to amplifier inputs (pins 2 and 3).

Note 6: Unless otherarise specUied, all AC measurements are referenced to the 1.5V level of tlie input to the 1.5V level of the output and load circuit 1 is used.

Note 7: AC tests are done with input pulses supplied by generators having the following characteristics: Zqut = 50n and T, ^ 5 ns, Tf s 5 ns.

Note 8: T = 1/(cloolt input frequency), units for "T" should be ns.

Note 9: 28 MHz clock frequency corresponds to 3.75% jitter when referenced to Figure 10.

VCC »cc

1 1

>RL=2k >R1 = 1k

.^ '-
< or - 1^

1

1 1^ O- ' 1"^

I
T

2
r

:i5pF
]

:15pF >RZ = JI(]

1 ]

r

r

±- -dr -dbr -ir -i-

TL/F/5238-8

Load Cii^suit 1 Load Circuit 2

FIGURE 6. Test Load Circuits

o

w
lO
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Timing Waveforms

OUTPUT
ENMLE

D02*D011
OUTPUTS

(OUTPUT COIITmL=HI)

/IT

DATA
MMUBLE

REBISTER
READ

-TZE

z+o.sivX/"
zJijvA

l-i-TDI

/

\-1.5V

^|V0H-a5|V

jt(Vo„ + o.S)y—

o

FIGURE 7. Data Sequence Timing

1
H— tdj

DATA
AVAILABLE

RECEIVER
ACTIVE

REGISTER

READ

OUTPUT
CONTROL

002-00)

V
-T03-

»-TD4-*|

/

1 f
\

-TpwZ-

1
U-Td6->

I
Uto7*|

oata bits K ERROR BITS X
FIGURE 8. Error Sequence Timing

h h h I vSn I
'

I

_rLn_n i

—

lt-

DATA BITS

DATA
I I

MCV
I
MCV

I

-su
I U TOB H-Toio-M

RECEIVER
ACTIVE .

n

-TD9-

DATA
AVAIUUH.E

,

FIGURE 9. Message Timing

TUF/523a-10

TL/F/5238-11
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Timing Waveforms (continued)
o
09

^aT±(T-25ns) -^

4T±(T-25lll)—

»

CLOCK INPUT FBEOUENCY

1.3V MAX. „
40m»llllN. 1"+

V|H-

-1.3V MAX. '"'+

FIGURE 10. Data Waveform Constraints: Amplifier Inputs

4T±(T-28n«|-

• ST±(T-2Snil

CLOCK INPUT FREOUENCY

^^~V^"A_
y

Note: |T, - Tfl a 10 ns

FIGURE 11. Data Waveform Constraints: Data Input (TTL)

COw
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Typical Applications

IBM? mi (NOTE 1|

XI 1X2

|-OVcc

PARITY CONTROl

DP8340

TRANSMITTER/
ENCODER

AUTO RE^ONSE
DATA

TRANSLATION
LOGIC

FIG. 14

1 •

DATA
DELAY

1 REG IGAO

REG FULL

1*

1

1

1

1 , r
a
u

' '

TRANSMITTER
ACTIVE

\4 1

y

^ DATA BUS D2-D11

V ;
RECEIVER

r DISABLE

AVAILABLE

DPB34I

RECEIVER/

DECODER

HH1 ERROR

OUTPUT CONTROL BIPHASE J
INPUT

-IN TOUTPUT ENABLE

REG READ

1 RECEIVER ACTIVE

<

COAX
RGE2A/U

IMPULSE
TRANSFORMER
FIG. 14

TiyF/52a8-14

Note 3: Crystal manufacturers: Midland Ross Corp.

NEL Unit Part No. NEI8A (C2560N) m 18.867 MHz

The Viking Group Part No. VXB-46NS e 18,667 MHz. Located in San Jose, CA.

FIGURE 12. Typical Application for IBM 3270 Interface

TL/F/5238-15

FIGURE 13. Equivalent Circuit for DP8341/NS32441 Input Amplifier
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Typical Applications (continued)

i<

I - DS34S7 I

DATA
OEUY>V>T-C^

R1

150

;^A^r-i

O
09

w
lO

T1 (NOTE 2)

TL/F/5Z38-ie

Note 1: Resistance values are in a, ±5%. %W
Not»2:T1 is a 1:1:1 pulse transfonner, Lmin = 500 |iH for IS MHz system clock

Pulse Engineering Part No. 5762/Surface Mount, 5762M/PE-85762

Valor Electronics Part No. OT1501

Technitroi Part f^. 1 1 LHA or equivalent transformers

FIGURE 14. Translation Logic

IDEAL

WAVEFOOM
AT TRANSMIHER
ENO OF CABLE

, VIDEAL

ACTUAL
WAVEFORM
AT TRANSMinER
END OF CABLE

*To maintain loss at 95% of ideal sig-

nal, select transformer inductance

suctithat:

LfMIN)
10,000

fCLK
*CLK' System Cioctt

Frequency
(e.g., 18.87 MHz)

EXAMPLE:

10,000

18.87x106
-* L(MIN) = 530fiH

-JVREAL={95%)V|DeAL

TI^F/5238-17

Note 1: Less inductance will cause greater amf^i-

tude attenuation

Note 2: Greater inductance may decrease agrtat

rise time sllghtiy and increase ringing, but these

effects are generally negligble.

FIGURE 15. Transformer Selection
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DP8342/NS32442 High-Speed Serial Transmitter/Encoder

General Description
The DP8342/NS32442 generates a complete encoding of

parallel data lor high speed serial transmission. It generates

a five bit starting sequence, three bit code violation, fol-

lowed by a syn bit and eight bit per byte of data plus a parity

bit. A three-bit ending code signals the termination of the

transmission. The DP8342/NS32442 adapts to generalized

high speed serial data transmission as well as the coax lines

at a maximum data rate of 3.5 MHz.

The DP8342/NS32442 and Its complementary chip, the

DP8343 (receiver/decoder) have been designed to provide

maximum flexibility in system designs. The separation of the

transmitter receiver functions provides convenient addition

of more receivers at one end of a bi-phase line without the

need of unused transmitters. This is specifically advanta-

geous in control units where typical bi-phase data is multi-

plexed over many bi-phase lines and the number of receiv-

ers generally exceeds the number of transmitters.

Features
Eight bits per data byte transmission

Single-byte or multi-byte transmission

Internal parity generation (even or odd)

Internal crystal controlled oscillator used for the genera-

tion of all required chip timing frequencies

Clock output directly drives receiver (DP8343) clock In-

put

Input data hold register

Automatic clear status response feature

Line drivers at data outputs provide easy interface to

bi-phase coax line or general transmission media

<2 ns driver output skew

Bipolar technology provides TTL input/output compati-

bility

Data outputs power up/down glitch free

Internal power up clear and reset

Single +5V power supply

Connection Diagram

Duat-ln-Llne Package

OUTPUT EMABlf— 24

23

— VCC

BYTECLK^ — REG LOAD

Bire— 22

21

— REG FULL

am— — AUTO RESPONSE

BIT6— 20 — TRAHSPHrrtER ACTIVE

BITS 19 — fiSlT

BIT* 18 — EVEN/ODD

BIT3— 17 — OAYAflUt

BIT2— 16 — DATA OUT

BIT1 10 15 — DATA DELAY

CIKOUT— 11 14 — X2

END 12 13 — XI

TL/F/523e-1

FIGURE 1

Order Number DP8342J, NS32442J
or DP8342J, NS32442N

See NS Package Number J24A or N24A
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Block Diagram

vcc

J-Cext
-REXT I

CLOCK
OUTPUT

TRANSMITTE!! EVEN/OSS
ACTIVE PARITY

REGISTER
LOAD RESPONSE

EXTERNAL

,

,

CRYSTAL I I

-r.

-rREXT I ,

—

f-VVV-l—>x;
1

CRYSTAL
OSCILLATOR

i 1 L

CONTROL LOGIC

OUTPUT SHin
REGISTER AND
FORMAT LOGIC

•- BYTE CLOCK

DATA

REGISTERS
FULL

I
[bbits

BIT 1 TO BIT 8
DATA INPUTS

OUTPUT ENABLE

oo
09
CO

Z
0>
<a
to

FIGURE 2

Functional Description
Figure 2 \s a block diagram of the DP8342/NS32442 Bi-

phase Transmitter/Encoder. The transmitter/encoder con-

tains a crystal oscillator whose input is a crystal with a fre-

quency eight (8) times the data rate. A Clock Output is pro-

vided to drive the DP8342/NS32442 receiver/decoder

Clock Input and other system components at the oscillator

frequency. Additionally, the oscillator drives the control logic

and output shift register/format logic blocks.

Data is parallel loaded from the system data bus to the

transmitter/encoder's input holding register. This data is in

turn loaded by the transmitter/encoder to its output shift

register if this register was empty at the time of the load.

During this load, message formatting and parity are generat-

ed. The formatted message is then shifted out at the bit rate

frequency to the TTL to Bi-Phase block which generates the

proper data bit formatting. The data outputs, DATA, DATA,

and DATA DELAY provide for flexible interface to the trans-

mission medium with little or no external components.

The control Logic block interfaces to all blocks to insure

proper chip operation and sequencing . It controls the type

of parity generation through the Even/Odd Parity input. An
additional feature provided by the transmitter/encoder is

the Reset and Output-TRI-STATE® capability. Another fea-

ture of the DP8342/NS32442 is the Byte Clock output which

keeps track of the number of bytes transferred.

The transmitter/encoder is also capable of internal TT/AR
(Transmission Turnaround/Auto Response). When the

Auto-Response (AR) input is forced to the logic "0" state,

the transmitter/encoder responds with clean status (all ze-

ros on data bits).

Operation of the transmitter/encoder is automatic. After the

first data byte is loaded, the Transmitter Active output is set

and the transmitter/encoder immediately formats the input

data and serially shifts it out its data outputs. If the message

is a mutli-byte message, the internal format logic will modify

the message data format for multibyte as long as the next

byte is loaded to the input holding format logic will modify

the message data format for iriultibyte as long as the next

byte is loaded to the input holding register before the last

data bit of the previous data byte is transfen-ed out of the

internal output shift register. After all data is shifted out of

the transmitter/encoder the Transmitter Active output will

return to the inactive state.
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Detailed Pin/Functional Description

CRYSTAL INPUTS XI AND X2

The oscillator is controlled by an external, parallel resonant

crystal connected between the XI and X2 pins. Normally, a

fundamental mode crystal is used to determine the operat-

ing frequency of the oscillator; however, over-tone mode
crystals may be used.

CRYSTAL SPECIFICATIONS (PARALLEL RESONANT)

Type

Tolerance

Stability

Resonance

Maximum Series Resistance

Load Capacitance

<20MHzAT-cut
or > 20 MHz BT-cut

0.005% at 25°C

0.01% from 0°C to + 70°C

Fundamental (Parallel)

Dependent on Frequency

(For20MHz,50}15

15 pF

Connection Diagram

TO UN 22
PIN (14)

TO PIN XI
FIN (13)

-vcc

I 1
CRYSTAL

I 1 (FIG. 18)

Freq R c

10MHZ-20MHZ 500fl 30 pF

>20 MHz i2on 15 pF

TL/F/5236-3

If the DP8342/NS32442 transmitter is clocl<ed by a system

clock (crystal oscillator not used), pin 1 3 (X1 Input) should

be clock directly using a Schottky series (748) circuit. Pin 14

(X2 input) may be left open. The clocking frequency must be
set at eight times the data bit rate. Maximum input frequen-

cy is 28 MHz.

CLOCK OUTPUT
The Clock Output is a buffered output derived directly from

the crystal oscillator block and clocks at the oscillator fre-

quency. It is designed to directly drive the DP8343 receiver/

decoder Clock Input as well as other system components.

REGISTERS FULL

This output is used as a flag by the external operating sys-

tem. A logic "1" (active state) on this output indicates that

both the internal output shift register and the input holding

register contain active data. No additional data should be

loaded until this output returns to the logic "0" state (Inac-

tive state).

TRANSMITTER ACTIVE

This output will be in the logic "1" slate while the transmit-

ter/encoder Is about to transmit or is in the process of trans-

mitting data. Othenwise, it will assume the logic "0" state

indicating no data presently in either the input holding or

output shift registers.

REGISTER LOAD

The Register Load input is used to load data from the Data

Inputs to the input holding register. The loading function is

level sensitive, the data present during the logic "0" state of

this input is loaded, and the input data must be valid before

the logic "0" to logic "1" transition. It is after this transition

that the transrnitter/encoder begins formatting of data for

serial transmission.

AUTO RESPONSE (TT/AR)

This input provides for automatic clear data transmission (all

bits in logic "0") without the need of loading all zero's.

When a logic "0" is forced on this input the transmitter/en-

coder immediately responds with transmission of "clean

status". When this input is in the logic "1" state the trans-

mitter/encoder transmits data entered on the Data Inputs.

EVEN/ODD PARITY

This input sets the internal logic of the DP8342/NS32442
transmitter/encoder to generate either even or odd parity

for the data byte in the bit 10 position. When this pin is In the

logic "0" state odd parity is generated. In the logic "1" state

even parity is generated. This feature is useful when the

control unit Is performing a loop back check and at the

same time the controller wishes to verify proper data trans-

mission with its receiver/decoder.

SERIAL OUTPUTS—DATA, DATA, AND DATA DELAY

These three output pins provide for convenient application

of data to the Bi-Phase transmission line. The Data outputs

are a direct bit representation of the Bi-Phase data while the

Data Delay output provides the necessary increment to

clearly define the four (4) DC levels of the pulse. The DATA
and DATA outputs add flexibility to the DP8342/NS32442
transmitter/encoder for use In high speed differential line

driving applications. The typical DATA to DATA skew is

2 ns.

RESET

When a logic "0" is forced on this input, all outputs except

Clock Output are latched low.

OUTPUT ENABLE

When a logic "0" is forced on this input the three serial data

outputs are in the high Impedence state.

BYTE CLOCK
This pin registers a pulse at the end of each byte transmis-

sion. The number of pulses registered con-esponds to the

number of bytes transmitted.
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Message Format
Single Byte Transmission

Oo
ea
CO

TRANSMISSION
START SaUBICE

PARITY-

TCANSMISSHM
TEBMINATMN
SEOUENCE

UNE
QUIESCE
PATTERN

CODE
VIOUTION

SYNC
BIT

S-BIT DATA BYTE
ENDING

SEOUENCE

(AU

•o

TRANSMISSION
START

Multi-Byte Transmission

TRANSMISSION
TERMINATION

PARITY
BYTE1 1

SYNC BIT PARITY

i
BYTE 2 BYTE X "1

( ">LE
,

UNE
QUIESCE
PATTERN

CODE
VIOLATION

SYNC
BIT

^1st8-8IT j; .* BYTE « '^
..ZndB-BIT J) BYTE^* BYTE « X * ENDING

SEOUENCE

IDLE )

) (

FIGURES

Functional Timing Waveforms

lEeLOAii |_r

TL/F/5236-4

sFuu n

n-TLrLrLnj—i__ri_r^^Lri_r~LJi

-STAKTINe SEOUENCE

-

BIT BIT BIT

' ' 'pARmr

8 BIT + PARITY

FIGURE 4. Overall Timing Waveforms for Single Byte

'^SEaUEMCE

TL/F/5236-6

RHUiD LT

sxns

n-rLnn_rLn i

—

1
I

1
I

1 I 1
I

1 {cOOEVniATIIW

-STARTING SEQUENCE

-

I i / /

BIT^fPARITY BITJ^PARITY

1 1 . ENDWG ,

'^SEOUENCE

8 BIT -f PARITY 8 BIT + PARITY

FIGURE 5. Overall Timing Waveforms for Multi-Byte

TUF/5236-6
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Absolute Maximum Ratings (Notei)

Specifications for Military/Aerospace products are not Maximum Power Dissipation* at 25°C

contained in this datasheet. Refer to the associated Cavity Pacl<age 2237 mW
reliability electrical test specifications document. Diial-ln-Une pacl<age 2500 mW
<;iinnlu Vnltaae Vr-r 7V 'Derate cavity package 14.9 mW/"C above 25'C; derate dual in line pack-oupwvuiioa

. uu
age 20 mwrc above 25-C.

Input Voltage 5.5V ,

Output Voltage 5.25V Operating Conditions
storage Temperature Range -65°Cto +150°C Mjn Max Units

Lead Temperature (Soldering, 10 sec.) 300°C Supply Voltage, (Vqc) 4.75 5.25 V

Ambient Temperature, Ta +70 °C

Eiectricaf Characteristics (Notes 2 and s)

Symlioi Parameter Conditions MIn Typ Max Units

V|H Logic "1" Input Voltage (All Inputs Except XI and X2) Vcc = 5V 2.0 V

V|L Logic "0" Input Voltage (All Inputs Except X1 and X2) Vcc = 5V 0.8 V

VCLAMP Input Clamp Voltage (All Inputs Except X1 and X2) I|N = -12 mA -0.8 -1.2 V

l|H Logic "1"

Input Current

Register Load Input Vcc = 5.25V

V|N = 5.25V

0.3 120 laA

All Others Except XI and X2 0.1 40 y.k

1|L Logic "0"

Input Current

Register Load Input Vcc = 5.25V

V|N = 0.5V

-15 -300 |xA

All Inputs Except XI and X2 -5 -100 ^A

V0HI Logic "1 " All Outputs Except GLK OUT,

DATA, DA 1 A, and DATA DELAY
l0H= -100 mA
Vcc = 4.75V

3.2 3.9 V

lOH = -1 mA 2.5 3.4 V

V0H2 Logic "1 " for CLK OUT, DATA,

DA 1 A, and DATA DELAY Outputs

Vcc = 4.75V

lOH = -10 mA
2.6 3.0 V

V0LI Logic "0" All Outputs Except CLK OUT,

DATA, DATA, and DATA DELAY
Vcc = 4.75V

lOL = 5 mA
0.35 0.5 V

VoLi Logic "0" for CLK OUT, DATA
DATA, and DATA DELAY Outputs

Vcc = 4.75V

lOL = 20 mA
0.4 0.6 V

I0SI Output Short Circuit Cun-ent for All Except

CLK OUT, DATA, DATA, and DATA
DELAY Outputs

(Note 5)

VoUT = OV -10 -30 -100 mA

l0S2 Output Short Circuit Cun-ent DATA,

UA 1 A, and DATA DEUY Outputs

(Note 5)

VouT = OV
-50 -140 -350 mA

l0S3 Output Short Circuit Current for CLK OUT (Note 5)

VouT = OV
-30 -90 -200 mA

Ice Power Supply Cun-ent Vcc = 5.25V 170 250 mA

Timing Characteristics vcc = sv ±5%,ta = o°cto7o»c,osciiiatorFrequency = 28 MHz (Notes 2 and 3)

Symbol Parameter Conditions Min Typ Max Units

tpdl 3 Transmitter Active (TA)

i

Load Circuit 1

Figure 6
60 90 ns

REG LOAD

t

Positive Edge

tpdZ D Register Full; Load Circuit 1

Figures
45 75 ns

REG LOAD

t

Positive Edge

tpd3 TA to Register Full;

Negative Edge

Load Circuit 1

Figures
40 70 ns

1pd4 Positive Edge of REG LOAD to

Positive Edge of DATA
Load Circuit 2

Figure 9
50 80 ns

tpd5 p DATA; Load Circuit 2

Figure 9
280 380 ns

REG LOAD t

Positive Edg«

tpd6 DATA DEUY; Load Circuit 2

Figure 9
150 240 ns

REG LOAD

t

Positive Edge
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Timing Characteristics (continued)

Vcc = 5V ± 5%, Ta = ff-C to 70°C, Oscillator Frequency = 28 MHz (Notes 2 and 3)

Symbol Parameter Conditions Min Typ Max Units

'pd7 Positive Edge of DATA to Negative Edge

of DATA DELAY
Load Circuit 2

Figure 9
70 85 ns

tpd8 Positive Edge of DATA DELAY to Negative

Edge of DATA
IniHd Circuit 2

Figure 9
80 95 ns

'pd9,

tpdlO

Skew between DATA and DATA Load Circuit 2

Figure 9
2 6 ns

tpdil Negative Edge of Auto Response (AR)

to Positive Edge of TA
Load Circuit 1

Figure 10
70 100 ns

tpd12 Maximum Time Delay to Load Second Byte

after Positive Edge of REG FULL
Load Circuit 1

Figure 8,(HtA&7)
4 X T - 50 ns

tpcl13 XI to CLK OUT; Positive Edge Load Circuit 2

Figure 11
21 30 ns

tpdU XI to CLK OUT; Negative Edge Load Circuit 2

Figure 11
23 33 ns

ipdlS Negative Edge of AR to Positive Edge of

REG FULL
Load Circuit 1

Figure 10
45 75 ns

tpdIS Skew between TA and REG FULL during

Auto Response

Load Circuit 1

Figure 10
50 80 ns

<pd17 REG LOAD to REG FULL; Positive Edge

for Second Byte

Load Circuit 1

Figure 7
45 75 ns

tpdie REG FULL to BYTE CLK; Negative Edge Load Circuit 1

Figure 7
60 90 ns

lpdi9 ' REG FULL to BYTE CLK; Positive Edge Load Circuit 1

Figure 7
145 180 ns

tZH Output Enable to DATA, DATA, or DATA
DELAY outputs: HiZ to High

CL = 50pF
Figures 16, 17

25 45 ns

tZL Output Enable to DATA, DATA, or DATA
DELAY Outputs; HiZ to High

CL = 50 pF

Figures 16, 17
15 30 ns

tHZ Output Enable to DATA, DATA, or DATA
DELAY Outputs; High to HiZ

CL= 15 pF

Figures 16, 17
65 100 ns

tLZ Output Enable to DATA, DATA, or DATA
DELAY Outputs; Low to HiZ

GL= 15 pF

Figures 16, 17
45 70 ns

Wi REG LOAD Pulse Width Figure 12 40 ns

tpw2 First REG FULL Pulse Width (Note 6) Load Circuit 1

Figure 7, (Note 7)
8 X T + 60 8 X T + 100 ns

tpw3 REG FULL Pulse Width Prior to Ending

Sequence (Note 6)

Load Circuit 1

Figure 7
5XB ns

tpw4 Pulse Width for Auto Response Figure 10 40 ns

tpu5 Pulse Width for BYTE CLK Load Qrcuit 1

Figure 7, (Note 7)
8 X T + 30 8XT + 80 ns

ts Data Setup Time prior to REG LOAD
Positive Edge; Hold Time = ns

Figure 12
15 23 ns

tri Rise Time for DATA, DATA, and DATA
DEUY Output Waveform

Loadarcuit2

Figure 13
7 13 ns

tfl Fall Time for DATA, DATA, and DATA
DELAY Output Waveform

Load Circuit 2

Figure 13
5 11 ns

tr2 Rise Time for TA and REG FULL Load Circuit 1

Figure 14
20 30 ns

tf2 Fall Time for TA and REG FULL Load Circuit 1

Figure 14
15 25 ns

1

o

Z
CO

lO
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Timing Characteristics (continued)

Vcc = 5V ± 5%, Ta = 0°C to 70°C, Oscillator Frequency = 28 MHz (Notes 2 and 3)

Symbol Parameter Conditions MIn Typ Max Units

(max Data Rate Frequency

(aock Input must be 8x this Frequency)
DC 3.5 Mbits/s

C|N Input Capacitance—Any Input (Note 4) 15

Note 1: "Absolute Maximum Ratings" are those values beyond which the safety of the device cannot be guaranteed. They are not meant to Imply that the device

should be operated at these limits. The table of "Electrical Characteristics" provides conditions tor actual device operation.

Note 2: Unless otherwise specified, min/max Bmits apply across the trC to +70"C temperature range and the 4.75V to 5.25V power supply range. All typical

values are for Ta = 25°C and Vcc = 5.0V.

Note 3: All currents into device pins are shown as positive; all currents out of device pins are shown as negative; all voltages are referenced to ground, unless

ottierwise specified. All values shown as max or mln are so classified on absolute fciasis.

Note * Input capacitance is guaranteed by periodic testing, fresr = 10 kHz at 300 mV, T^ = 25°C.

Note 5: Only one output should tie shorted at a time.

Note 6: T = 1 /(Oscillator Frequency). Unit for T should be in ns. B - 8T.

Note 7: Oscillator Frequency [Dependent.

Timing Waveforms (continued)

REG LOU^ i
3V

1.5V

OV

-Ipdl

'— tpdZ

' ^—^i ' , tp.3
^

"-ipwZ*

-tpw3-

-tpd19

;^

m
SOS

*0l

WH
SOS

VOL

-— IpmS

nee LOUAi

—

\J
tpdi

/
-1

FiGURE 6. Single Byte Transfer

a e?-
3V

1.SV

OV

VDH

-tpdi

- Ipw2

•tpdi?

Jr 50«

N VOL

tpdS-

n ^"^ ^-^
tpdia-

jT^
tjtfi

-tpil3-

•— tpdH

rc
»0L

VDH

VdL

FIGURE 7. Two-Byte Transfer

REG LOAD ^/
/\

>— IllllZ

/
WINDOW

TOLOAOMUm-BYnOKTk-
19«x>

«0H

VOL

TL/F/5236-9

FIGURE 8. Maximum Window to Load Multi-Byte Data
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Functional Timing Waveforms (continued)

REG LOAD

DATA

ms

DATA DEUY

SOS

^tfU

f V_^"^K!1
-tpdS-

-tpde-

tpdS—

t|)(J7—

^

; \

;^^ ^

3V

1.5V

OV

VDH

»0L

-ipdIO

VOH
SOS

VOL

•-IpdS-^

FIGURE 9. Three Serial Outputs

/^
VOH

VOL

oo
0»w
lO

COw
lO

lO

^Ipu*-

/
-'pHII

H
/

••— ipdis

/
FIGURE 10. Auto-Response

' 3V

1.SV

^
VOH

VbL

-^tpdie

50%

vn.

TUF/6236-11

•itfU—

»

3V

1.SV

-tlX14

-V VM

^ Vol

TL/F/5236-12

FIGURE 11. Ciocl< Pulse

f

\ /

A A
VA

FIGURE 12. REG LOAD

u k 'OH
90% _L > 90%

FIGURE 13. Output Waveform for DATA, DATA,
DATA DELAY (Load Circuit 2)

_ »0H

TL/F/6236-15

FIGURE 14. Rise and Fall Time IMeasurement
for TA and REG FULL

° t N i »-T-M-

= 15»F :50pF

TL/F/5236-16

Load Circuit 1 Load Circuit 2

FIGURE 15. Test Load Circuits
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Timing Waveforms (continued)

CM

CO
00
OLQ

Jktl • ;

:

TL/F/5236-17

FIGURE 16. Load Circuit for Output TRI-STATE Test

OUTPUT ENABLE \
VQH

£
DATA OUTPUTS

tHZ —
HIGHZ

VOl

VVpH-OSV HIB

/ VOL -f 0.5V

-tZL

CVOH-
VOL +

0.5V

0.5V

-Von

-Vol

-VOH

— tZH

VOL

TL/F/523e-18

FIGURE 17. TRi-STATE Test

Typical Applications

RESIT

AUTO RESPONSE
»

DEGLOAO _

BYTE CLOCK

28 MHZ MAX. (NOTE 3)

^ID^T^^-^
VCC

DP8342

TRANSMinER/
ENCODER

DATA BUS D1-0a

DATA

AVAILABLE

OUTPUT CONTROL

OUTPUT ENABLE

RE6 READ

RECEIVER ACTIVE

±1

DATA

wir
DELAY

Dxn

OPTIONAL
INTERFACE

LOGIC

FIG. 19

TRANSMinER
ACTIVE

RECEIVER
DISABLE

DP8343

RECEIVER/

DECODER

OPTIONAL
INTERFACE

LOGIC

TRANSMISSION
MEDIUM

COAX LINE (FIG. 19)

TVnSTED PAIR LINES

FIBER-OPTIC

MAGNETIC

INFRARED

RF

ULTRASONIC

AUDIO

CURRENT CARRYING

TL/F/6236-19

FIGURE 18
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Typical Applications (continued)

o
tj
OB

ro
"^
Z
CO
ta

M

90QC0AX
(RGS2A/U)

TL/F/5236-20

Note 1: Resistance values are in n, ±5%, %W.

Note2:T1 isa1:1:1 pulse transformer, L = 500 ;iH for 18 MHz to 28 MHz system clock. Pulse Engineering Part No. 5762; Technitrol Part No. 11LHA, Valor

Electronics Part No. CT1501, or equivalent transformer.

Note 3: Crystal manufacturer Midland Ross Corp. NEL Unit Part No. NE-18A at 28 MHz.

FIGURE 19. Interface Logic for a Coax Transmission Line

90QC0AX
(RGG2 A/U)

TUF/6236-Z1

: Data rates up to 3.5 Mbits/s at 5000' still apply.

FIGURE 20. Direct Interface for a Coax Transmission Line (Non-IBM Voltage Levels)
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DP8343/NS32443 High-Speed Serial Receiver/Decoder

General Description
The DP8343/NS32443 provides complete decoding of data

for liigh speed serial data communications. In specific, the

DP8343/NS32443 receiver recognizes Bi-Phase serial data

sent from its complementary chip, the DP8342 transmitter,

and converts it into 8 bits of parallel data. These devices are

easily adapted to generalized high speed serial data trans-

mission systems that operate at bit rates up to 3.S MHz.

The DP8343/NS32443 receiver and the DP8342 transmitter

are designed to provide maximum flexibility in system de-

signs. The separation of transmitter and receiver functions

allows addition of more receivers at one end of the Bi-Phase

line without the necessity of adding unused transmitters.

This is advantageous in control units where the data is typi-

cally multiplexed over many lines and the number of receiv-

ers generally exceeds the number of transmitters. The sep-

aration of transmitter and receiver function provides an ad-

ditional advantage in flexibility of data bus organization. The

data bus outputs of the receiver are TRI-STATE®, thus en-

abling the bus configuration to be organized as either a

common transmit/receive (bi-directtonal) bus or as separate

transmit and receive busses for higher speed.

Features
DP8343/NS32443 receives 8-bit data bytes

Separate receiver and transmitter provide maximum
system design flexibility

Even parity detection

High sensitivity input on receiver easily interfaces to

coax line

Standard TTL data input on receiver provides general-

ized transmission line interface and also provides

hysteresis

Data holding register

Multi-byte or single byte transfers

TRI-STATE receiver date outputs provide flexibility for

common or separated transmit/receive data bus

operation

Data transmission error detection on receiver provides

for both error detection and error type definition

Bipolar technology provides TTL input/output compati-

bility with excellent drive characteristics

Single -I- 5V power supply operation

Connection Diagram

Dual-ln-Une Package

24

+AMPUFrEHIHPUT

—

23

-AMfLIFIER INPUT

—

22

OflTA(nu— 21

DUTJl CONTROL

—

20

CLOCK- 19

RECEIVER ACTIVE— 18

ERROR 17

REGISTER READ 16

DATAAVAIUBLE
1
10 15

OUTPUT CONTROL— 11 14

CND— n 13

-vcc

-DATA CLOCK

-SERIAL DATA

-BITS

-BIT 7

-BITS

-BffS

-BIT 4

-BIT 3

-BIT 2

-Bm
-OUTPUT ENABLE

FIGURE 1

Order Number DP8343/NS32443J
or DP8343/NS32443N

See NS Package Number J24A or N24A
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Block Diagram

CLOCK STARTING/ENDING
SBIUENCE
DETECTOR

DATA
OEM 00.

LOGIC

SERIAL OATA

PARITY
CHECK

SHIFT REGISTER

ERROR OETECTION

ANO IDENTIFICATION

LOGIC

:w

. RECEIVER
ACTIVE

SERIAL DATA

SERIAL DATA CLOCK

HOLDING REGISTER
AND

LOADING LOGIC

ni
MUX

1^

DATA
AVAILABLE

OUTPUT
' CONTROL

TRI-STATE*

OUTPUT BUFFERS

'W

OUTPUT
' ENABLE

ERROR OUTPUT PARALLEL OUTPUT DATA

FIGURE 2. DP8343/NS32443 Bi-Phase Receiver

TL/F/5237-2

Functional Description
Figure 2 is a blocit diagram of the DP8343/NS32443 receiv-

er. Tiiis chip is essentially a serial in/parallel out sliift regis-

ter. However, the serial input data must conform to a very

specific format (see Figures 3-6). The message will not be

recognized unless the format of the starting sequence is

correct. Deviations from the format In the data, sync bit,

parity or ending sequence will cause an error to be detect-

ed, terminating the message.

Data enters the receiver through the differential Input ampli-

fier or the TTL Data input. The differential amplifier is a high

sensitivity Input which may be used by connecting it directly

to a transformer coupled coax line, or other transmission

medium. The TTL Data Input provides 400 mV of hysteresis

and recognizes TTL logic levels. The data then enters the

demodulation iAfXk.

The data demodulation block samples the data at eight (8)

times the data rate and provides signals for detecting the

starting sequence, ending sequence, ^ind errors. Detection

of the starting sequence sets the Refielver Active output

high and enables the Input shift register.

As the eight bits of data are shifted into the shift register, the

receiver will verify that even parity Is maintained on the data

bits and the sync bit Serial Data and Serial Data Clock, the

Inputs to the shift register, are provided for use with external

error detecting schemes. After one complete data byte Is

received, the contents of the Input shift register Is parallel

loaded to the holding register, assuming the holding register

is empty, and the Data Available output Is set. If the holding

register is full, this load will be delayed until that register has

been read or the start of another data byte is received, in

which case a Data Overflow Error will be detected, terminat-

ing the message. Data Is read from the holding register

through the TRI-STATE Output Buffers. The Output Enable

Input is the TRI-STATE control for these outputs and the

Register Read input signals the receiver that the read has

been completed.

When the receiver detects an ending sequence the Receiv-

^ Active output will be reset to a logic "0" indicating the

message has been temiinated. A message will also termi-

nate when an en-or Is detected. The Receiver Active output

used in conjunction with the Error output allows quick re-

sponse to the transmitting unit when an error free message

has been received.

The Error Detection and Identification block insures that val-

id data reaches the outputs of the receiver. Detection of an

error sets the Error output to a logic "1" and resets the

Receiver Active output to a logic "0" terminating the mes-

sage. The error type may be read from the data bus outputs

by setting the Output Control Input to logic "0" and enabling

the TRI-STATE outputs. The data bit outputs have assigned

error definitions (see error code definition table). The Error

output will return to a logic "0" when the next starting se-

quence Is received, or when the error is read (Output Con-

trol to logic "0" and a Register Read performed).

The Receiver Disable input Is used to disable both the am-

plifier and TTL Data receiver Inputs. It will typically be con-

nected directly to the Transmitter Active output of the

DP8342 transmitter circuit.

Oo
OBU

CO

Ci»
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Detailed Functional Pin Description

RECEIVER DISABLE

This input is used to disable the receiver's data inputs. The
Receiver Disable input will typically be connected to the

Transmitter Active output of the DP8342. However, at the

system controller it may be necessary for both the transmit-

ter and receiver to be active at the same time. This variation

can be accomplished with the addition of minimal external

logic.

Truth Table

Receiver Disable Data Inputs

Logic "0"
Active

Logic "1" Disabled

AMPLIFIER INPUTS

The receiver has a differential input amplifier which may be
directly connected to the transformer coupled coax line. The
amplifier may also be connected to a differential type TTL
line. The amplifier has 20 mV of hysteresis.

DATA INPUT

This input can be used either as an alternate data input or

as a power-up checl< input. If the system designer prefers to

use his own amplifier, instead of the one provided on the

receiver, then this TTL input may be used. Using this pin as

an alternate data input allows self-test of the peripheral sys-

tem without disturbing the transmission line.

DATA CONTROL
This input is the control pin that selects which of the inputs

are used for data entry to the receiver.

Truth Table

Data Control Data Input To

Logic "0" Data Input

Logic "1"
Amplifier Inputs

Note: This input is also used for testing. Wtien the input voltage is raised to

7.5V the chip resets.

CLOCK INPUT

This input is the internal clock of the receiver. It must be set

at eight (8) times the line data bit rate. The crystal-controlled

oscillator provided in the DP8342 transmitter also operates
at this frequency. The Clock Output of the transmitter is

designed to directly drive the receiver's Clock Input. In addi-

tion, the receiver is designed to operate correctly to a data
bit rate of 3.5 MHz.

RECEIVER ACTIVE

The purpose of this output is to inform the external system
when the DP8343/NS32443 is in the process of receiving a
message. This output will transition to a logic "1 " state after

a receipt of a valid starting sequence and transition to logic
"0" when a valid ending sequence is received or an error is

detected. This output combined with the Error output will

inform the operating system of the end of an error free data
transmission.

ERROR
The Error output transitions to a logic "1" when an error is

detected. Detection of an error causes the Receiver Active

and the Data Available outputs to transition to a logic "0".

The Error output returns to a logic "0" after the error regis-

ter has been read or when the next starting sequence is

detected.

REGISTER READ
The Register Read input when driven to the logic "0" state

signals the receiver that data in the holding register is being

read by the external operating system. The data present in

the holding register will continue to remain valid until the

Register Read input returns to the logic "1" condition. At

this time, if an additional byte is present in the input shift

register it will be transferred to the holding register, other-

wise the data will remain valid in the holding register. The
Data Available output will be in the logic "0" state for a
short interval while a new byte is transferred to the holding

register after a register read.

DATA AVAILABLE

This output indicates the existence of a data byte within the

output holding register. It may also indicate the presence of

a data byte in both the holding register and the input shift

register. This output will transition to the logic "1" state as
soon as data is available and return to the logic "0" state

after each data byte has been read. However, even after the

last data byte has been read and the Data Available output

has assumed the logic "0" state, the last data byte read

from the holding register will remain until new data has been
received.

OUTPUT CONTROL
The Output Control input determines the type of information

appearing at the data outputs. In the logic "1 " state data will

appear, in the logic "0" state error codes are present

Truth Table

Output Control Data Outputs

Logic "0"
Error Codes

Logk:"1" Data

OUTPUT ENABLE
The Output Enable input controls the state of the

TRI-STATE Data outputs.

Truth Table

Output Enable
TRI-STATE

Data Outputs

Logic "0"
Disabled

Logic "1"
Active

DATA OUTPUTS
The DP8343/NS32443 has an 8-bit TRI-STATE data bus.

Seven bits are multiplexed with en-or bits. The error bits are

defined in the following table. The Output Control input is

the multiplexer control for the Data/ Error bits.
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Message Format

Single Byte Transmission

TRANSMISSION
START SEQUENCE

PARITY

-

LINE

aulESCE
PAHERN

CODE
VIOLATION

SYNC
BIT

WIT DATA BHE

TRANSMISSION
TERMINATION

" SEQUENCE

ENDING
SEQUENCE

IDLE

oo
00w
CO

CO

CO

TRANSMISSION
START

TRANSMISSION
TERMINATION

Multi-Byte Transmission

PARITY.
BYTE1

SYNC BIT

BYTE!
PARITY,
BYTEX

LINE

QUIESCE
PAnEBN

CODE
VIOLATION

SYNC L 1st 8-BIT )J ^
BIT BYTE CC -*•

__Znil 8-BIT )) BYTE_
BYTE a X

ENDING
SEQUENCE

FIGURES
\\.lrl^£At-\i

»*" jijijin;i_j--injijnjirin_^
UNE QUIESCE CODE

VIOLATION

BIT BIT BIT BIT BIT BIT BIT BIT

1 2 3 4 5 e 7 8

. DATA

ENDING
SEQUENCE

RECEIVER
ACTIVE .

DATA
AVAILABLE .

REGISTER
READ "IT

FIGURE 4a. Single Byte (S-BIt) Message

""•juinjir Lnrunj-LTuir^ jiru^nnnj
CODE

VIOLATION -IB BYTE A* Zn"! BYTE A •'• U UST BYTE -
ENDING

SEQUENCE

RECEIVER
ACTIVE .

DATA
AVAILABLE

.

REGISTER
'

READ IT

r

FIGURE 4b. Multi-Byte Message

u —

L

TL/F/5237-5
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Error Code Definition

Data Bit

DP8343
Error Type

Biti Data Overflow (Byte not removed from holding register when it and the input shift register are both full and new

data is received)

Bit 2 Parity En-or (Odd parity detected)

Bits Transmit Checl( conditions (existence of en-ors on any or all of the following data bits: Bit 2, Bit 4, and Bit 5)

Bit 4 An invalid ending sequence

Bits Loss of mid-bit transition detected at other than normal ending sequence time

Bite New starting sequence detected before data byte in holding register has been read

Bit 7 Receiver disabled during receiver active mode

SERIAL DATA

The Serial Data output is the serial data coming into the

input shift register.

DATA CLOCK
The Data Clock output is the clock to the input shift register.

Message Format (continued)

-" juiJinji_j~iJinjuiJ"ijmjiriJi^

UNEOUIESCE VIOUTION • CORRECT BATA BHE -

OUTPUT
CONTROL

FIGURE 5. Message with Error

jmn_nnr
-ERROR DETECTED

ntutnui
ACTIVE 1

UAIA 1

WAILABLE 1

ERROR 1

REGISTER
READ u

- iuuinjL-rLnajiJinjTJirLrim^^ .

.

L_rLJ—Lrn_rSERIAL
DATA

DATA
CLOCK

1...

iuuuinnrm muuL...
FIGURE 6. Data Clock and Serial Data

TL/F/5237-6

TL/F/5237-7
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Absolute Maximum Ratings (Note d
Specifications for IMiiitary/Aerospace products are not Storage Temperature Range - 65°C to + 1 50°C

contained in this dataslieet. Refer to the associated Lead Temperature (Soldering, 10 sec.) 300°C
reiiability eiectricai test specifications document

Supply Voltage, (Vcc) 7.0V Operating Conditions
Input Voltage 5.5V lUin Max Units

Output Voltage 5.25V Supply Voltage, (Vqc) 4.75 5.25 V
Ambient Temperature, Ta +70 °C

Electrical Characteristics (Notes 2. 3 and s)

Symbol Parameter Conditions Min Typ Max Units

V|H Input High Level 2.0 y

V|L Input Low Level 0.8 V

VlH-ViL Data Input Hysteresis (TTL, Pin 4) 0.2 0.4 V

VcLAMP Input Clamp Voltage I|N = -12 mA -0.8 -1.2 V

l|H Logic "1" Input Current Vcc = 5.25V, V|N = 5.25V 2 40 ^
l|L Logic "0" Input Current Vcc = 5.25V, V|N = 0.5V -20 -250 ^lA

•OH i-ogic 1 \.^utput vCitage
1 Af\n .. AOH — H~H" 3.2 3.9 V

10H= -1 mA 2.5 3.2 V

Vol Logic "0" Output Voltage loL = 5 mA 0.35 .0.5 V

los Output Short Circuit Current Vcc = 5V,VouT = 0V
(Note 4)

-10 -20 -100 mA

loz TRI-STATE Output Current Vcc = 5-25V, Vo = 2.5V -40 1 + 40 ,.A

Vcc = 5.25V, Vo = 0.5V -40 -5 +40 M
Ahys Amplifier Input Hysteresis 5 20 30 mV

Ice Power Supply Current Vcc = 5.25V 160 250 mA

Timing Characteristics (Notes 2, e. 7, and 8)

Symbol Parameter Conditions Min Typ Max Units

Tdi Output Data to Data Available

Positive Edge
5 20 40 ns

Td2 Register Read Positive Edge to

Data Available Negative Edge
10 25 45 ns

Td3 Error Positive Edge to

Data Available Negative Edge
10 30 50 ns

Td4 En-or Positive Edge to

Receiver Active Negative Edge
5 20 40 ns

Td5 Register Read Positive Edge to

Enor Negative Edge
20 45 75 ns

Td6 Delay from Output Control to

Error Bits from Data Bits
5 20 50 ns

Td7 IDelay from Output Control to

Data Bits from En-or Bits
5 20 50 ns

Td8 First Sync Bit Positive Edge to

Receiver Active Positive Edge

3.5 XT
+ 70

ns

Td9 Receiver Active Positive Edge to

First Data Available Positive Edge
76 XT ns

Tdio Negative Edge of Ending Sequence to

Receiver Active Negative Edge

11.5 XT
+ 50

ns

Tdii Data Control Set-up Multiplexer Time Prior

to Receiving Data through Selected Input
40 30 ns

Td12 Serial Data Set-Up Prior to

Data Clock Positive Edge
3XT ns

o
OSw
CO

0>

u
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Timing CliaraCterlStiCS (Notes 2,6,7, and S) (continued)

Symbol Parameter Conditions lt«in Typ Max Units

Tpwi Register Read (Data) Pulse Width 30 40

TfW2 Register Read (Error) Pulse Width 40 30

Tpwa Data Available Logic "0" State between

Data Bytes
25 45

Ts Output Control Set-Up Time Prior to

Register Read Negative Edge

Th Output Control Hold Time after the

Register Read Positive Edge
-5

TZE Delay from Output Enable to Logic "1
" or

Logic "0" from High Impedance State

Load Circuit 2
25 35

Tez Delay from Output Enable to High Imped-

ance State from l-ogic
"1 " or Logic "0"

Load Circuit 2
25 35

Fmax Data Bit Frequency (Clock Input must t

8 X the Data Bit Frequency)
DC 3.5 lUIBits/s

Note 1: "Absolute Maximum Ratings" are those values beyond which the safety of the device cannot tie guaranteed. They are not meant to imply that the device

should be operated at these limits. The table of "Electricat Characteristics" provides conditions for actual device operation.

Note 2: Unless otherwise specified, min./max. limits apply across the CfC to +70°C temperature range and the 4.75V to 5.25V power supply range. All typical

values are for T* = 25'C and Vcc = 5.0V.

Note 3: All currents into device pins are shown as positive; all currents out of device pins are shown as negative; all voltages ara referenced to ground, unless

othenwise specified. All values shown as max. or min. are so classified on absolute value basis.

Note 4: Only one output at a time should be shorted.

Note 5: Input characteristics do not apply to amplifier inputs (pins 2 & 3).

Note G: Unless otherwise specified, ail AC measurements are referenced to the 1.SV level of the input to the 1.5V level of the output and load circuit 1 is used.

Note 7: AC tests are done vnth input pulses supplied by generators having tfie following characteristics: Zqut = 5n, Tr £ 5 ns, and Tf ^ 5 ns.

Note 8: T = 1 /(clock input frequency), units for "T' should be ns.

Test Load Circuits

RL = 2k

TL/F/5237-8

Load Circuit 1
TL/F/5237-9

Load Circuit 2
FIGURE 7
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Timing Waveforms

OUTPUT
ENABLE

— TZE

IH)2-D0l1 (Z+DJ
OUTPUTS-*

(OUTPUT CONTROL = HI) <^

+ G.5)V -A^ W~
-0.5)V -V A

> -tez

(VoH-0.5)V

(VaL + 0.5|V

DATA
AVAIUBLE f

IDI

\

a

CO
lO

REGISTER
READ

it— Td2

TL/F/5237-10

FIGURE 8. Data Sequence Timing

DATA
AVAIUtBLE V

T03

RECEIVER
ACTIVE \

— TD4—
ERROR J/

^
1

/

*-TD5---

REGISTER
READ \ /

TS— — 1 Vh2 — th--

OUTPUT
CONTROL \ /

-TD6-
1

*TD7-

BIT1-BIT7 DATA BITS V ERROR BITS Y DATA BITS

FIGURE 9. Error Sequence Timing

TL/F/5237-11

1 1 1

_n_n_n_
[

Via

ODE ,

LATION ^
DATA MCV MCV

1 If. J u1 L 1

-^ --Toa •tdio^

RECEIVER J" il

— Tog

1

AVAILABLE r
TL/F/5237-12

FIGURE 10. Message Timing
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Timing Waveforms (Ck>ntinued)

SERIAL DATA

|-^Toi2

DATA CLOCK y-K
FIGURE 11. Data Clock and Serial Data Timing

^8T±(T-25ra) —
4T±a-25ll!)-

CLOCK INPUT FDEQUENCr

1.3V MAX.
V|N+

WlM-

-MmVMIH. ,fc„,
-1.3V MAX. 1"+

TL/F/5237-14

FIGURE 12. Data Waveform Constraints: Amplifier inputs

4T±(T-25llS)-

8T ± (T - 25 IB)
1

CLOCK INPUT FREQUENCY

^\^
J

Note:|Tr- Tf! <; 10 ns

FIGURE 13. Data Waveform Constraints: Data input (TTL)

TL/F/5237-15

U/F/5237-16

FIGURE 14. Equivalent Circuit for DP8343/NS32443 Input Amplifier
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Typical Applications

28 MHz MAX. (NOTE 1)

r-|Q|-HH»''i:c

AUTO RESPONSE

REG FULL

BYTE CLOCK

t
DP8342

TRANSMITTER/
ENCODER

DATA BUS in-DB

DATA

AVAILABLE

3

rii

DELAY

Bm

OPTIONAL
INTERFACE

LOGIC

(FIG. 16)

TRANSMIHER
ACTIVE

RECEIVER

DISABLE

OUTPUT CONTROL

OUTPUT ENABLE

RECEIVER ACTIVE

DPS343
RECEIVER/

DECODER

+IN

OPTIONAL
INTERFACE

LOGIC

TRANSMISSION
MEDIUM

COAX LINE (FIG. 16)

TWISTED PAIR LINES

FIBER-OPTIC

MAGNETIC

INFRARED

RF

ULTRASONIC

AUDIO

CURRENT CARRYING

DC TO 3.5 MHz

TL/F/5237-17

Note 1: Crystal manufacturer Midland Ross Corp., NEL Unit Part No. NE-13A @ 2B MHz

FIGURE 15

o

CO
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Typical Applications (continued)

T1 (NOTE 2)

903 COAX
(RGe2A/U)

GND
TLv

Note 1: Resistance values are in il, ±5%, %W.

Note 2: T1 is a 1:1:1 pulse transformer, Luin = 500 fiH for 18 MHz system dock.

Pulse Engineering Part No. 5762.

Valor Electronics Part No. CT1501

Technrtrol Part No. 1 1 LHA or equivalent transformers.

FIGURE 16. Interface Logic for a Coax Transmission Line

~l 1 n 1

IDEAL
WAVEFOBM

END OF CABLE
,
VIDEAL

_r u _J __,^

ACTUAL
WAVEFORM
AT TRANSMinER
END OF CABLE -A

*To maintain loss at 95% of ideal signal, select

transformer inductance such ttiat

LfMIN)
10,000

'CLK
fCLK =

System Qock
Frequency
(e.g., 18.87 MHz)

vreal=(9SS| Videal

Note 1: Less inductance will cause greater amplitude

attenuation.

Note 2: Greater inductance may decrease signal rise

time slightly and incease ringing, but these effects are

generally negligible.

TL/F/5237-20

Example:

10,000
:
-* L(MIN) = 530 jlH

FIGURE 17. TransforfTier Selection
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Corporation

DP8461/65 Data Separator
DP8451/55 Data Synchronizer

General Description

DP8461/6S

The DP8461/65 Data Separators are designed for applica-

tions in dlsl( drive memory systems, and depending on sys-

tem requirements, may be located either in the drive or in

the controller. They receive digital pulses from a pulse de-

tector circuit (such as the DP8464 Disl< Pulse Detector) if

situated in the drive, or from an ST506 type interface if situ-

ated in the controller. After locking on to the frequency of

these Input pulses, they separate them into synchronized

data and clocl< signals. While in the non-read mode, both of

these circuits employ a phase-frequency comparator to

keep the VCO locked to the 2F input (tfiis signal may be

derived from a crystal or a servo track). The DP8465
switches to a phase only comparator when the read mode is

entered. The DP8461 continues to use a phase-frequency

comparator until the preamble detection circuit has detect-

ed two bytes of preamble. This feature thus restricts the

DP8461 to use with codes employing the 1010 .. . pream-

ble. MFM, and certain RLL Codes such as 1,7 and 1,8 em-

ploy such a preamble. If a Run Length Limited code is used

or If the user wishes to do his own data separation, the

synchronized data output Is available to allow external cir-

cuitry to perform the data decoding function.

All of the digital input and output signals are TTL compatible

and only a single +5V supply is required. The chip is

housed in a narrow 24-pin dual-in-line package (DIP) and is

fabricated using Advanced Schottky bipolar analog and digi-

tal circuitry. This high speed I.C. process allows the chip to

wori( with data rates up to 20 Mbit/sec. There are two ver-

sions of the chip, each having a different decode window
error specifioation. These two versions (-3, -4) are de-

signed to operate from 2 to 20 Mbit/sec and are tested for

their respective window tolerances, as specified in the Elec-

trical Characteristics Table.

The DP8461/65 feature a phase-lock-loop (PLL) consisting

of a phase-frequency comparator, pulse gate (to allow for

phase-only operation in the read mode), charge pump, buff-

ering amplifier, and voltage-controlled-oscillator (VCO). Pins

are provided for the user to select the values of the external

filtering components required for the VCO, and two current

setting resistors for the charge pump. The DP8461 /65 have

been designed to be capable of locking onto the incoming

preamble data pattern within the first two bytes, using an

available high rate of charge pump current Once lock-on

has been achieved, the charge pump can be switched to a

lower rate (both rates being determined by the external re-

sistors) to improve bit-jitter immunity for the remainder of

the read operation. At this time the READ CLOCK OUTPUT
switches, without glitching, from half the 2F-CL0CK fre-

quency to half the VCO CLOCK frequency. After lock-on,

with soft sectored disks, the MISSING CLOCK DETECTED
output indicates when a missing clock occurs so the control-

ler can align byte boundaries to begin deserialization of the

incoming data

DPS45t/55

The DP8451/55 perform the same data synchronization

function of the DP8461/65 with no MFM related circuitry. As
with the DP8461, the DP8451 continues in the phase-fre-

quency comparison mode until two bytes of preamble are

detected. The DP8451/55, which are packaged in 20 pin

DIPS or 20-pln PCC's, exclude the READ CLOCK generating

circuitry along with the MFM Decoder, Missing Clock Detec-

tor, and Read Enable Delay. Users who require only the

SYNCHRONIZED DATA OUTPUT and VCO CLOCK OUT-
PUT can use the DP8451/55 as alternatives to the

DP8461/65.

Features
Operates at data rates up to 20 Mbit/sec

Phase-Frequency comparison in non-read mode

Phase-Frequency comparison in preamble—DP8461 /51

Separates MFM data into read clock and serial NRZ
data(DP8461/65)

4 byte preamble-lock indication capability

Preamble recognition of MFM encoded "0"s or "1"s

User-determined PLL loop filter networi<

PLL charge pump has two user-determined tracking

rates

External control of track rate switchover

No glitch on READ CLOCK at switchover (DP8461/65)

Synchronized data provided as an output (for RLL
codes) (all four devices)

ORed phase comparator outputs for monitoring bit-shift

Missing clock detected for soft sectored disks

Less then ViW power consumption

Standard narrow 24-pin DIP or 28 pin Plastic Chip Car-

rier Package

Single + 5V supply

Oo
00

»^
Oo
eo

oi
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Simplified Biocic and Connection Diagrams

EXTERNAL COMPONENTS

1

1 . PHASE COMPARATOR^ r ' TEST

ENCODED

PHASE-LOCKED-LOOP

. VCO
data'

" ' ' CLOCK

-*

ŷ _^REAO'

+2

A
A

'

t
. SYNCHnOKIJBl

'

' DATA

•

MFM DECODER

AND MISSING

CLOCK DEIECTOR

. NRZREAO*

'

' DATA

MISSItJ

DEAD

flATE '

READ ENABLE/

LOCK DETECT

CONTROLS

1

«•

DETECTED

. rm
UTSfED 1

t 1
OEU*' -ZEBOES/

DISABLE ONES
PREAMBLE

SET I'LL LOCK

•Available only on DPB461 /6S TL/F/8*45-1

DP8461/65 DP8451/55
Duahin-Llne Packag B Dual-ln-Llne Package

P62— ^ » -te P02 — 1 ^ 20 -^cc
IBSEI
— 2 23 -PG1 '^SET

iRsn
—

2 19

3 18

— PG1

— PCS

msEi— 3 22 ^P83 rp ^ 4 17 — 2F-CL0CK

CPIlUT—
CI—
cz—

4 21

5 20

6 19

— 21-CLOCK C1

C2— ENCODED DATA

RVCQ —
-READ CLOCK VCO aOCK—

5 1$

6 IS

7 U
8 13

— ENCODED DATA

— SET PLL LOCK

— READ GATE

— LOCK DETECTED

RVCO^ 7 18 — Set Pll LbW PHASE COMP TEST— 9 12 — SYNCHRONIZED DATA

VCO CLOCK-

PHASE COMPOST—

8 17

9 16

— DELAY DISABLE '"'"'
10 11 — (UNASSKSNED)

— READ GATE Top View TL/F/8445-3

ZERDES/eNESPAEAMeLE—
MISSING CLOCK DETECTED—

10 15

11 14

— LOCK DETECT

— NRZDEAOOAI

See NS Package Number N20A
A

MO— 12 13 — SYNCHRONIZED DATA

Top View TL/F/8445-2

Order Number DP8461/65J or N
See NS Package Number J24F or N24C
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Pin Descriptions*
Power Supply

24Vcc +5V ±5%
12 Ground

TTL Level Logic Inputs

16 READ GATE: This is an active high input signal that sets

the DP8461 /65 Data Separator into the Read Mode.

17 DELAY DISABLE: This input determines the delay from

READ GATE going high to the time the DP8461/65 enters

the Read Mode. If DELAY DISABLE Is set high, this delay is

within one cycle of the Vco-CLOCK signal. If DELAY DIS-

ABLE is set low, the delay is thirty two-cycles of the VCO
CLOCK, as shown in Figure 1.

18 SET PLL LOCK: This input allows the user to control the

on-chip PLL tracl^ rate. A high level at this input results in

the PLL being in the high track rate. If this input is connect-

ed to the LOCK DETECTED output, the PLL will go into the

low track rate mode immediately after lock is detected. A
low level on this pin is also used to enable the MFM [decod-

er, the Missing Clock Detector, and to switch the Read
Clock Multiplexer from half-2F-CL0GK to half-VGO.

10 ZEROES/ONES PREAMBLE: A high level on this input

enables the MFM Decoder circuit to recognize an All Zeros

data preamble. A low level results in the recognition of an

All Ones data preamble.

20 ENCODED DATA: This input Is connected to the output

of the head ampllfier/pulse-detecting network located in the

disk drive. Each positive edge of the ENCODED DATA
waveform identifies a change of flux on the disk. In the case

of MFM encoded data, the input will be raw MFM.

21 2f-CL0CK: This is a system clock input, which is either a

signal generated from the servo track (for systems utilizing

servo tracks), or a signal buffered from a crystal. 2f CLOCK
MUST ALWAYS BE APPLIED TO THIS INPUT FOR PROP-
ER OPERATION.

TTL Level Logic Outputs

8 VCO CLOCK: This is the output of the on-chip VCO,
transmitted from an Advanced Schottky-TTL buffer. It is

synchronized to the MFM data output.

15 LOCK DETECTED: This output goes active low only af-

ter both PLL Lock has occurred and 16 pulses of the pream-

•Pin Number Designations apply only to the DP8461 /65. See Connection Diagram

Absolute iUlaximum Ratings
Specifications for lUllitary/Aerospace products are not

contained in this datasheet. Refer to the associated

reliability electrical test specifications document.

Supply Voltage 7V

TTL Inputs 7V

Operating Conditions

ble pattern have been recognized. It remains low until READ
GATE goes inactive.

14 NRZ READ DATA: This is the NRZ (decoded MFM) data

output, whose leading edges coincide with the trailing edge
of READ CLOCK.

13 SYNCHRONIZED DATA: This output is the same encod-

ed data that is input to the chip, but is synchronous with the

negative edge of the VCO CLOCK.

11 MISSING CLOCK DETECTED: When an MFM missing

clock is detected, this output will be a single pulse (of width

equal to one cycle of READ CLOCK) occurring as shown in

Figure 2.

19 READ CLOCK: This is half VCO CLOCK frequency when
SET PLL LOCK is low; it is half 2f-CLOCK frequency at all

other times. A deglitcher is utilized to ensure that no short

clock periods occur during either switchover.

9 PHASE COMP TEST: This output is the logical "OR" of

the Phase Comparator outputs, and may be used as a bit-

shift indicator on for PLL analysis purpose.

Lr\a\nn Si'^HSiS

23, 22, PG1, PG3: The external capacitors and resistor of

the Pulse Gate filter are connected to these pins. PG1
should be connected directly to the ground pin, pin 12.

1 PG2: This is the Pulse Gate current supply.

3 IRSET: The current into the rate set pin (Vbe/Rrate) is

used to set the charge pump output cunrent for the low

tracking rate.

2 IBSET: The cun-ent into the boost set pin (Vbe/Rboost)
Is used to set the amount by which the charge pump current

is increased for the high tracking rate. (Iinput = Irate Set

+ iBOOSTSet).

4 CPOUT: CHARGE PUMP OUT/BUFFER AMP IN is avail-

able for connection of external filter components for the

phase-lock-loop. In addition to being the charge pump out-

put node, this pin is also the noninverting input to the Buffer

Amplifier.

7 RVCO: The current at this pin determines the operating

cun-ents within the VCO.

5, 6 VCO CI, C2: An external capacitor connected be-

tween these pins sets the nominal VCO frequency.

forDP8451/55.

Output Voltages

Input Current

(CPOUT IRSET, IBSET, RVCO)

Storage Temperature

7V

2 mA
-65°Cto150°C

o
0»

<n

O
"O
00

Ul

Symbol Parameter Conditions Min Typ Max Units

Vcc Supply Voltage 4.75 5.00 5.25 V

Ta Ambient Temperature 25 70 -c

lOH High Logic Level Output Cun-ent VCO Clock

Others

-2000

-400
I.A

lOL Low Logic Level Output Cun-ent VCO Clock

Others

20

8

mA
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Operating Conditions (continued)

Symbol Parameter Conditions Min Typ Max Units

'data Input Data Rate 2.0 20 Mbit/sec

twCK Width of 2f-CL0CK, High or Low 10 ns

twPD Width of ENCODED
DATA Pulse, (Note 2)

HIGH 5ns+ O.IOt ns

LOW 0.4t

V|H High Logic Level Input Voltage 2 V

V|L Low Logic Level Input Voltage 0.8 V

tSETUP

(READ Gate)

Min. Amount of Time Which a

Positive Edge of READ Gate

Must Precede a Negative Edge

of a VCO (Pin 8)

20 ns

tHOLD

(READ Gate)

Min. Time Required for a

Positive Edge of a READ Gate

to be Held after a Negative

Edge of a VCO (Pin 8)

10 ns

DC Electrical Characteristics over Recommended operating Temperature Range

Symbol Parameter Conditions Min Typ Max Units

V|C Input Clamp

Voltage

Vcc = Min.,

I|= -18 mA
-1.5 V

VoH High Level Output

Voltage

Vcc = Min.,

lOH = Max.

Vcc-2V VCC-1-6V V

Vol Low Level Output

Voltage

Vcc = Min.,

lOL = Max.

0.5 V

l|H High Level Input

Current

Vcc = Max.,

V| = 2.7V

20 fiA

l|L Low Level Input

Current

Vcc = Max.,

V| = 0.4V

-200 M

lo Output Drive

Current (Note!)

Vcc = Max.,

Vq = 2.125V

-12 -110 mA

Ice Supply Current Vcc = Max. 100 mA

lour Charge Pump
Output Current

500^iA^IrSET +

Ibset ^ 2000 ^A
200 fiA ^ Irset +

Ibset < 500 ^tA

Ityp - .18 (Ir + Is)

-30fiA

Ityp - .08 (Ir + Is)

-BOfiA

1.95 (Irset + Ibset)

-70|xA

1.95 (Irset + Ibset)

-70^A

Ityp+.18(Ih + Ib)

+ 30)iiA

Ityp + .08(Ir + Ib)

+ 80jiiA

^

Note 1; This value has been chosen to produce a current that closely approximates one-half of the true short-circuit output current, los-

Note 2: t is defined as the period of the encoded MFM data, or two times the VCO period.

AC Electrical Characteristics over Recommended Vcc and operating Temperature Range.

(All Parts unless stated otherwise) (tp = tp = 2.0 ns, V|h = 3.0V, V|l = OV)

Symbol Parameter Min Typ Max Units

tREAD
Positive READ CLOCK transitions from READ GATE set active

until PLL Lock sequence begins (DELAY DISABLE low)
16 17 —

Iread
Positive READ CLOCK transitions from READ GATE set active

until PLL Lock sequence begins (DELAY DISABLE high)
1 1 —

tOECODE NRZ
Number of READ CLOCK cycles required to output

each decoded IVIFK/I data bit (Note 3, 4)

— 2 3 T-clock

tTRANSMITMFM
Positive READ CLOCK transitions required to transmit

input MFM"to output
1 2 3 —

Note: For Further Information Refer to Application Notes AN-414, AN-415, and AN-416.
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AC Electrical Characteristics over Recommended Vcc and Operating Temperature Range. (Continued)

(Ail Parts uniess stated otlienwise) (tpj = tp = 2.0 ns, Vih = 3.0V, V|l = OV)

Oo

a>

O
OS

ui

Symbol Parameter Min Typ Max Units

tREAD ABORT
Number of READ CLOCK cycles after READ GATE
set low to read operation at}ort

T-clock

twiNDOW
Variance of center of decode window from nominal DP84XX-3
(Note 7) DP84XX-4

6
10

<i>LINEARITY Phase range for charge pump output linearity (Note 2) + n Radians

Ki Phase Comparator—Charge Pump gain constant (Note 5)

(N = fycp/flNPUT DATA. 2 < N ^ 4 for MFM)
1.78VBE

N27rR
Amps/rad

VCONTBOL Charge pump output voltage swing from nominal ±100 mV

Kvco(=AxK2) VCO gain constant (wyco = VCO center frequency in rad/s)

(Note 1,6)

1 .20a)c

Vbe

1Mac
Vbe

1 .eotdc

Vbe
rad/sec. V

'vco VCO center frequency variation over temperature and Vqc -5 + 5

tMAXVCO VCO maximum frequency MHz

tHOLD
Time READ CLOCK is held low during changeover

after lock detection has occurred (Note 3)
iy2 T-clock

tpHL Prop. Delay. VCO Neg. Edge to Synchronized Data Neg. Edge 15 30

'PLH
Prop. Delay. VCO Negative Edge to

Synchronized Data Positive Edge

t2F/RC
Delay from 2F positive edge to READ CLOCK positive on

negative edge (SET PLL LOCK high)
10 35 ns

Hotel:

Kvco

Note 2:

Note 3;

Note 4:

Note 5:

A sample calculation of frequency variation vs. controi voltage: V|n = +0.1V;

wOUT _ 0.4wc _ 2.0c!>c (rad/sec)

"vUJ oiv V (volt)

- ir to + IT wttf> respect to 2f VCO CLOCK

T-dock is defined as the time required for one period of tiie READ CLOCK to occur.

Ttiis rnimber remains fixed after PLL Lock occurs.

With respect to VCO CLOCK; IpuMP OUT = 1-9 IsET

Vbe

RSET

Afthougl^ specified as the VCO gain constant, this is the gain from the Buffer Amplifier input to the VCO output.

This specification is guaranteed only tor the conditions under wtiich the parts wef« tested. However, significant variation from the formula is not expected

data rates and filters. The filter values below were chosen for operation in an automatic test system (statk; window) environment. Different criteria may

lsET =

Static Window Margin Test Loop Filter Component Values

Part Type Data Rate Tested Ci C2 F=ll Rrate Rboost

DP8451/55/61/65-4 5 Mbit/Sec 0.02 nF 150 pF 20on 750n 1.6 kfi

DP8451/55/61/65-3 10 Mbit/Sec .082 (iiF leoopF 271i 820S1 619fl

External Component Selection (ah Pans) (Note i)

Symbol Component Min Typ Max Units

Rvco VCO Frequency Setting Resistor (Note 2) 990 1010 n

Cv(Xl VCO Frequency Setting Capacitor (Note 3, 4) 20 245 pF

Rrate Charge Pump Irate Set Resistor (Note 6) 0.4 4.0 kn

Rboost Charge Pump (High Rate) Iboost Resistor (Note 6) 0.5 OO kfi

Cr Irate Bypass Capacitor (Note 5) .01 HF

Cb Iboost Bypass Capacitor (Note 5) .01 JLlF

Note 1: External component values tor the Loop Filter and Pulse Gate are shown in tables 1 & 2.

Note 2: A 1% Component Tolerance is Required.

Note 3: These MIN and MAX values correspond to the MAX and MIN data rates respectively.

Note 4: The Component Tolerance is system dependent on how much center frequency deviation can be tolerated.

Note 5: Component Tolerance 15%.

Note 6: The minimum value of the parallel combination of Rrate ^rvi Rboost 'S 350fi.
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DP8461/65/DP8451/55

EHCODEODATAS
INPUT (MFMl §$g

21-CLOCK

INPUT

INTERHAL READ MODE
IDEIAT DISABLE LOW)

jnjnjnjiJiJ~iJT_rL-n.JiJi.rirLn.iarL-rLrL_

TL/F/8446-4

Note 1: Not included on the DP8451/55.

Cp, Dp = preamble clock and preamble data bita reapecUvely.

L = Number off 2f-clock cycles required for VCO to lock, determined by external loop (liter component values

At 32 + L, VCO has Just locked.

At 64 + L, circuit tias confflrmed lock (has been In lock lor 16 MFM clock bits). This sequence shows the MFM all-zeros preamble pattern.

For DP8451/55 delay disable does not exist and part ffunctions as if this Input la always high.

FIGURE 1. Lock-on Sequence Waveform Diagram



lOUlVUEfn MIA UTS

mil 3
WSSING CLTCK

PHEGIfO

TL/F/B'145-5

* READ CLOCK and NRZ READ DATA may be delayed by one VCO clock period depending on the phase of the Internal clock at activation of READ GATE Input.

<D MISSING CLOCK DETECTED Is one READ CLOCK period ahead of the chip Issuing D8 on the NRZ READ DATA output when READ CLOCK Is delayed by one VCO clock period.

<D MISSING CLOCK DETECTED is synchronous with the chip Issuing DB on the NRZ READ DATA Output when READ CLOCK Is not delayed.

<S) Not Included on the DP84S1/55.

® The Al byte Is shown only as an example address marit byte. Any missing clock bit which Is framed by two existing clock bits will produce a missing clock detected pulse.

FIGURE 2. Missing Clock Detection Waveform Diagram

SSnSf8da/99n9V9dQ



DP8461/65/DP8451/55

EOUIVAIENT

HEUDECIMAL DAT* J(N| 3|H)

UIVAIENT OAT* BITS " 1 » 1 1

ENCODED DATA

INPUT IMFM)

CI

n
Dl C2

n
02 C3 D3

n
C4 D4 a

n
OS ce

n
06 C7 D7

n
C8 m

n
CI D1

•"_jnji.jiJi.jnjn.jajijnji.jnji.Jijn.jnji.JTJ^
READMODE

VCO CLOCK

DEAD
CLOCK

U LTsir-TLT _n_n-TLT_n_r_ru ^U"
1 c::: r:: 1 1 rz m 1

SrNCHIIONKED

DATA '
1

cz D3

1
a D7 n"

N0TE1

NHZHEAO
DATA

L
D3

n
D7

LJtKJETEETOi

StTKLLOCk

TL/F/8445-i

READ CLOCK and NRZ READ DATA may be delayed by one VCO clock period with respect to Synchronized Data depending on the phase of the Internal clock at activation of READ GATE Input.

Note 1: Not included on the DP84S1/SS.

FIGURE 3. Locked-On Waveform Diagram



NOTE 2

READ
CLOCK

SYNCHRONIZED

DATA

NOTE 2

NRZ READ
DATA

LOCK DETECTEB
SET PLL LOCK

I
Dn-

r~L_r~i rr~L

L indicates the numl^er of cycles required for the VCO to lock to the 2f-CL0CK.

Note 1: READ GATE going low will always result In NRZ READ DATA going low regardless of the state of the last bit.

Note 2: Not Included on the DP8451/65.

FIGURE 4. Lock-Ending Sequence Waveform Diagram

TL/F/e445-7

9g/lS^8da/S9/t9f8da



DP8461/65/DP8451/55

«cc

THh
G2< <RPC

H

vcc

r

HALF

2f-CUICK

+2

A.
'1

2f-CL0CK—I 1

DATA

SVKCHRONIZeR

"V
READ ENADLE
ANDDELAV

CK2

"pgT

H Rmte< Ch Rboost<

I
I

I i

IRSET

PULSE

GATE

PHASE

COMP

IBSET

CHARGE
PUMP

> *'

\
/
I

>
PREAMBLE/
PIL LOCK

DETECTOR

DEUY DISABLE'
I-

Rlfi

Clfz

-VVSr-j 1-

Clfi Cvco

Hh

CPoui

1>r

-VhEFOHT)

MFM
DECODER

>

>
MISSING CLOCK

DETECTOR

ZEROES/tiHfS*

PREAMBLE
SET PLL LOCK

•Not included on the DP8451 /55

a
%
2.

<D
Q.

m
o
o

-^ "V I ~ PHASE COMPARATOR 5'

4 -^\^ TEST £
-^VCO CLOCK

-* READ CLOCK-

-> NRZ READ DATA'

^MISSING CLOCK'

-* LOCK DETECTED



Circuit Operation
When the READ GATE input goes high, the DP8461/65 will

enter the read mode after a period determined by the state

of the DELAY DISABLE pin. This may be either one or thirty

two VCO CLOCK cycles. Once In the read mode the

DP8465 switches from using a phase-frequency comparator

to a phase-only comparator, i.e. the pulse gate is activitated.

At this time, however, the DP8461 continues to use a

phase-frequency comparator. Referring to Figure 1, as the

read mode is entered, the phase-locked-loop reference sig-

nal is switched from 2F-CL0CK INPUT to the ENCODED
DATA. The PLL, initially in the high-tracking rate mode, then

attempts to lock onto the incoming encoded data stream.

As soon as two bytes of the selected preamble are detect-

ed, (the selection is determined by the ZEROES/ONES
PREAMBLE pin) the LOCK DETECTED OUTPUT goes low.

At this time the DP8461 switches from using a phase-fre-

quency comparator to using the pulse gate, thus beginning

phase only comparisons. In a typical MFM disk drive appli-

cation, the LOCK DETECTED OUTPUT is directly connect-

ed to the SET PLL LOCK INPUT. With this connection, track

rate selection, clock output switchover, and data output en-

oKlin,^ u/ill nr^f^itr atiar fu/r, /^rtnca^iiiiwa nroamhlo h\/toc hau^""» v^^'-. «.™. -" '-
I /

been detected by the chip. Typically it takes less than one

byte time for the VCO to lock to the data sufficiently for

preamble detection to begin following the start of the Read

operation.

A low level on the SET PLL LOCK causes the PLL Charge

Pump to switch from the high to low tracking rate. At the

same time, the source of the READ CLOCK signal is

switched from half the frequency of the 2F-CL0CK to half

the VCO CLOCK. The MFM decoder also becomes enabled

and begins to output decoded NRZ data. If a zeroes data

preamble is present, the NRZ READ DATA OUTPUT will

remain low until the end of the preamble. It will then output

whatever NRZ data is present after the preamble field has

ended, as shown In Figures 2 and 3.

When the READ GATE goes low, signifying the end of a

read operation, the DP8461 /65 will return to phase-frequen-

cy comparator operation. Figure 4 shows the sequence

when READ GATE goes low. The PLL reference signal is

switched back to half the 2F-CL0CK and the LOCK DE-

TECTED OUTPUT (and therefore the SET PLL LOCK IN-

PUT) goes high. The PLL then returns to the high track rate,

and the output signals return to their Initial conditions. The

2F-CL0CK MUST BE APPLIED AT ALL TIMES to the

DP8461/65 and DP8451/55 for proper operation.

Since the DP8461/51 employs a phase-frequency compar-

ator until two bytes of the preamble (actually any 16 pulses

within a 1 01 . . . pattern) have been detected, care must be

taken to ensure that when using this circuit the READ GATE
is applied only within a field containing the 1010 .. . pattern.

In soft sectored drives the head may be positioned any-

where on the track when initiating a read operation. There-

fore, either a controller which only issues READ GATE
when a high frequency synchronization field is present, or a

simple external circuit between the controller and

DP8461/51 to qualify the READ GATE, must be used.

CIRCUIT DESCRIPTION

1. Read Enable and Delay (DP8461/65 only): If the DELAY
DISABLE input is connected low, then thirty two VCO
CLOCK cycles after READ GATE goes active, the

DP8461/65 will go into the read mode. If the DELAY DIS-

ABLE input is connected high, the chip will go into the read

mode one VCO CLOCK cycle after READ GATE goes ac-

tive. (The 32 cycle delay is permanently disabled in the

DP8451/55).

2. Pulse Gate, including Multiplexer and Data Synchronizer:

The Input Multiplexer selects the input to the phase-lock-

loop. While the chip is in the bypassed (non-read) mode, the

VCO frequency is phase and frequency locked to the 2F-

CLOCK INPUT frequency. In the read mode the Input Multi-

plexer switches to the ENCODED DATA signal and the VCO
CLOCK then begins to synchronize with the ENCODED
DATA signal. Also, as soon as the read mode is entered, the

DP8455/65 cease phase and frequency comparisons by

employing the Pulse Gate.

In the DP8461/51 option, switchover from the phase-fre-

quency comparator to the pulse gate (phase-only compara-

tor) occurs after two bytes of the 1010 .. . pattern have

been detected by the preamble pattern detector.

The Pulse Gate allows a reference pulse from the VCO into

the Phase Comparator only after an ENCODED DATA bit

has arrived. It utilizes a scheme which delays the incoming

data by one-half the period of the 2F-CLOCK. This optimiz-

es the r^ositio.n of the decode window and allows in"ut 'ittsr

of approximately half the 2F-CL0CK period. The decode

window error can be determined from the specification In

the Electrical Characteristics Table.

3. Phase Comparator: The Phase Comparator receives its

inputs from the Pulse Gate, and is edge-triggered from

these inputs to provide charge-up and charge-down out-

puts.

4. Charge Pump: The high speed charge pump consists of a

switchable constant cun-ent source and sink. The charge

pump constant current is set by connecting external resis-

tors to Vcc from the charge current rate set (IRSET) and

current boost set (IBSET) pins. Before lock is indicated, the

PLL is in the high tracking rate and the parallel combination

of the resistors determines the current. In the low tracking

rate after lock-on, only the IRSET resistor determines the

charge pump current The output of the charge pump sub-

sequently feeds into external filter components and the

Buffer Amplifier.

5. Buffer Amplifier: The input of the Buffer Amplifier is con-

nected to the charge pump's constant current source/sink

output as well as the external Loop Filter components. The

Buffer Amplifier is configured as a high input impedance am-

plifier which allows for the connection of external PLL filter

components to the Charge Pump output pin CPOUT. The
output of the Buffer Amplifier is internally connected to the

VCO control input

6. VCO: The Voltage-Controlled-Oscillator requires a resis-

tor from the RVCO pin to ground and a capacitor between

pins CI and C2, to set the center frequency. The VCO fre-

quency can be varied from nominal by approximately

±20%, as determined by its control input voltage.

7. PLL Lock-on/Preamble Pattern Detector: To recognize

preamble, the preamble pattern from the disk must consist

exclusively of either MFM data bit zeroes (encoded into

..10.. MFM clock pulses) when the ZEROES/ONES PRE-

AMBLE pin is set high, or MFM data bit ones (encoded into

..01.. MFM pulses) when set low (DP8461/65 only). The

preamble pattern must be long enough to allow the PLL to

lock, and subsequently for the Preamble Pattern Detector

circuit to detect two complete bytes.

Once the chip is in the read mode, the VCO proceeds to

lock on to the incoming data stream. The Preamble Pattern

O
TJ
09

oi
~-«

O
TJ
09

UI
cn

1

6-13



in
in

CO
Q.Q

CO
Q.
O

Circuit Operation (continued)

Detector then searches for a continuous pattern of 16 con-

secutive pulses at one-half the VCO frequency to indicate

lock has been achieved.

The LOCK DETECTED output then goes low. At this time, in

the DP8461/51 option, the PLL switches from using a
phase-frequency comparator to employing a pulse gate and

thus doing only phase comparisons. Any deviation from the

above-mentioned one-zero pattern at any time before PLL

Lock is detected will reset the PLL Lock Detector. The lock

detection procedure will then start again.

8. MFM Decoder (DP8461/65 only): The MFM Decoder re-

ceives synchronized MFM data from the Pulse Gate and

converts it to NRZ READ DATA. For run-length-limited

codes the MFM Decoder and Missing Clock Detector will

not be used.

9. Missing Clock Detector (DP8461 /65 only); This block is

only required for soft-sectored drives, and is used to detect

a missing clock violation of the MFM pattern. The missing

clock is inserted when writing to soft-sectored disks to indi-

cate the location of the Address Mark in both the ID and the

Data fields of each sector. Once PLL Lock has been indicat-

ed, the Missing Clock Detector circuit is enabled. MISSING

CLOCK DETECTED will go active if at any time the incom-

ing data pattern contains one suppressed clock bit framed

by two adjacent clock bits. (This condition is not constrained

to any particular byte pattern such as "A1.") The output

signal goes high for one cycle of READ CLOCK.

10. Clock Multiplexer and Deglitcher (DP8461/65 only):

When the SET PLL LOCK input changes state this circuit

switches the source of the READ CLOCK signal between

the half 2f-CL0CK frequency and the half VCO CLOCK fre-

quency. A deglitcher circuit is utilized to ensure that no short

clock periods occur during either switchover.

BIT JITTER TOLERANCE
The spec, t-window, as defined in the AC Electrical Charac-

teristics table, describes the distance from the optimum win-

dow boundary a single shifted data bit may be placed (fol-

lowing complete PLL lock and stabilization) before it risks

being interpreted as residing in the adjacent synchronization

window. This is known as the static window measure-
ment, which combines all contributing factors of window jit-

ter and displacement within the data separator into a single

specification.

The two options of the DP8451/55/61/65, the -4 and -3
offer decreasing static window errors (respectively) so that

the parts may be selected for different data rates (up to 20

Mbit/sec). The -4 part will be used in most low data rate

applications. As an example, at the 5 Mbit/sec MFM data

rate of most SVi inch drives, the chip contributes up to

± 10 ns of window en'or, out of the total available window of

100 ns. This allows the disk drive to have a margin of 40 ns

of jitter from nominal bit position before an en-or will occur.

ANALOG CONNECTIONS

External passive components are required for the Pulse

Gate, Charge Pump, Loop Filter and VCO as shown in Fig-

ure 5. The information provided here is for guidelines only.

The user should select values according to his own system

requirements. Phase-Locked Loops are complex circuits

that require detailed knowledge of the specific system. Fac-

tors such as loop gain, stability, response to change of sig-

nal, lock-on time, etc are all determined by the external

components. In many disk systems these factors are crit-

ical, and National Semiconductor recommends the designer

be knowledgeable of phase-locked-loops, or seek the ad-

vice of an expert. Inaccurate design will probably result in

excessive disk error rates. The phase-locked-loop in the

DP8461 /65 has many advantages over all but the most so-

phisticated discrete designs, and if the component values

are selected correctly, it will offer significant performance

advantages. This should result in a reduction of disk error

rates over equivalent discrete designs. Please refer to the

National Semiconductor Application Note AN-414, Precau-

tions for Disk Data Separator Designs, AN-415, Designing

with the DP8461, AN-416, Designing with the DP8465, and

to the Disk Interface Design Guide and User's Manual,

Chapter 1.
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Circuit Operation (continued)

Pulse Gate

There are four external components connected to the Pulse

Gate as shown in Figure 6 w'lVn the associated internal com-

ponents. The values of RpGi. RpG2> Cpci, and Cpoa are

dependent on the data rate. CpGi and CpG2 are proportion-

al to the data rate, while RpQi and Rpg2 are inversely pro-

portional. Table I shows component values for the data

rates given. Component values are calculated by selecting

RpG2 from Table I. Next calculate

^ ( 2.12 X 10S \ / 1 YP<51 -
1^890 -I- RpGz/ llOO X RsJ

CpG2 = :;^CpGi, and Rrqi =
[ gagxios j

CO°><Rs).

In the atxjve equations Rs is the rotational speed and, for

3600 RPM, Rs = 60 Hz. A rotational speed of 3600 RPM
was assumed for the calculations in Table I. For data rates

not listed, Rpg2 may be approximated as (30 kfl/foATA)

- 1 .20 kfl = RpG2 where foATA is the data rate in Mega-

bits/second.

TABLE I. Pulse Gate Component Selection Chart

Components with 10% tolerance will suffice

Data Rate RPG2 RpGI CpGl CpQ2

2 Mbit/sec 15 kn 430fl .39ji,F .039 iiF

5 Mbit/sec 4.7 kft i5on IfiF 0.1 nF

10 Mbit/sec 1.8 kn esfi 2.2 (iF .22jaF

15 Mbit/sec 750n 39fi 3.9 nF .39jiF

Charge Pump

Resistors Rrate and Rboost determine the charge pump
cun-ent. The Charge Pump bidirectional output current is ap-

proximately 1 .9 X the input current (See DC Electrical Char-

acteristics for exact relationship). In the high tracking rate

with SET PLL LOCK high, the input current is Ibset + Ir-

SET. i-e., the sum of the currents through Rboost a"d

Rrate frofri Vcc- In the low tracking rate, with SET PLL

LOCK low, this input current is Irset only.

A recommended approach for selecting values for Rrate
and Rboost is described in the design example in the Loop

Filter Section. A typical loop gain change of 2:1 for high to

low tracking rate would require Rboost = Rrate- Select-

ing Rrate to be 820fl would then result in Rboost equal-

ing 820ft. Refen-ing to Figure 7, the input current is effec-

tively Vbe/Rrate in the low tracking rate, where Vbe is an

internal voltage. This means that the current into or out of

the loop filter is approximately (1.95 x Vbe/820) - 70 jiA

= 1.72 mA. Note that although it would seem the overall

gain is dependant on Vbe. this is not the case. The VCO
gain is altered internally by an amount inversely proportional

to Vbe, as detailed in the section on the Loop Filter. This

means that as Vbe varies with temperature or device

spread, the gain will remain constant for a particular fixed

set of values of Rrate and Rboost- This alleviates the

need for potentiometers to select values for each device.

The tolerance required for these two resistors will depend

on the total loop gain tolerance allowed, but 5% would be

typical. Also Vqc bypass capacitors are required for these

two resistors. A value of .01 ^-F is suitable for each.

TL/F/8445-10

FIGURE 6. Pulse Gate Controls
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Circuit Operation (continued)
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Circuit Operation (continued)

vco
The value of Rvco is fixed at 1 kn ±1% in the External

Component Limits table. F^ure 8 shows how Ryco is con-

nected to the internal components of the chip. This value

was fixed at 1 kn to set the VCO operating cun-ent such that

optimum performance of the VCO Is obtained for production

device spreads. This means fixed value components will be

adequate to set the VCO center frequency for production

runs. The value of Cvco can therefore be determined from

the VCO frequency fvco. using the equation: Cyco = [1 /

(Rvco) Cvco)] - 5 pF where fvco is twice the input data

rate. As an example, for a 5 Mbit/sec data rate, fyco = 10

MHz, requiring that Cyco = 95 pF. This does not take Into

account any inter-lead capacitance on the printed circuit

board; the user must account for this. The amount of toler

ance a particular design can afford on the center frequency

will determine the capacitor tolerance. The capacitor is con-

ected to Internal circuitry of the chip as shown in Figure 9.

As the data rate increases and Cvco gsts smaller, the ef-

fects of unwanted internal parasitic capacitances influence

the frequency. As a guide the graph of Figure 10 shows

approximately the value of Cvco fc a Qiven data rate.

The VCO control input operational range (pin 4) lies at ap-

proximately 1 .4 volts with a control swing of ± 1 00 millivolts.

The VCO itself is constrained to swing a maximum of ap-

proximately ±20% of its center frequency, and will remain

clamped if the voltage at pin 4 exceeds Its operational limit.

The VCO center frequency may then be detemiined by: 1)

holding pin 4 at ground potential and measuring the VCO
frequency (-20% value); 2) holding pin 4 at approximately

3 volts and measuring the VCO frequency (+20% value); 3)

averaging the two measured frequencies for the equivalent

center frequency.

rvco

TL/F/B445-13

TL/F/8445-12

FIGURE 8. VCO Current Setting Resistor FIGURE 9. VCO Capacitor

Cvco IpF) , I

VRvco'vco/

5

2.5

10

5

IDEAL l=-i-

20 fvco MHz

^0 DATA RATE |IKBIT/SEC) FOR MEN

FIGURE 10. VCO Capacitor Value for Disk Data Rates
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Circuit Operation (continued)

Loop Filter

The input current into the Buffer Amplifier is offset by a

matched current out of the Charge Pump, and even so is

much less than the switching cun-ent in or out of the Charge

Pump. It can therefore be assumed that all the Charge

Pump switching cun'ent goes into the Loop Filter compo-

nents Rf and Ci and Cg. The tolerance of these compo-
nents should be the same as Rrate and Rboost. and *ill

determine the overall loop gain variation. The three compo-

nents connected to the Charge Pump output are shown in

Figure 11. Note the return cun-ent goes to analog GND,
which should be electrically very close to the GND pin itself.

The value of capacitor Ci determines loop bandwidth . .

.

the larger the value the longer the loop takes to respond to

an input change. If C^ is too small, the loop will track any

jitter on the ENCODED DATA input and the VCO output will

follow this jitter, which is undesirable. The value of Ct
should therefore be large enough so that the PLL is fairly

immune to phase jitter but not large enough that the loop

won't respond to longer term data rate changes that occur

on the disk drive.

The damping resistor Ri is required to regulate the second-

order behavior of the closed-loop system (overshoot). A val-

lOk

-VW—

1

ue of Ri that would give a phase margin of around 45 de-

grees would be a reasonable starting point

The main function of the capacitor C2 is to smooth the ac-

tion of the charge pump at the VCO input. Typically its value

will be less than one tenth of C^. Further effects of C2 will

be discussed later.

Figure /.? shows the relevant phase-locked-loop blocks that

determine system response, namely the Phase Detector,

Filter/Buffer Amplifier, and VCO. The Phase Detector

(Phase Comparator and Charge Pump) produces an aggre-

gate output cun-ent I which is proportional to the phase dif-

ference between the input signal and the VCO signal. The
constant (K^) is

Oo
09

en

Oo
CD

01
01

1.78 Vbe
amps per radian, where N

tvco

N2irR ---- - --
fp^.^^-

R is either Rrate ^ Rrate II Rboost- The amplified aggre-

gate current feeds into or out of the filter Impedance (Z),

producing a voltage to the VCO that regulates the VCO fre-

quency. The VCO gain constant is 0.4 wvco/Vbe radians

per second per volt. Under steady state conditions, i will be
zero and there will be no phase difference between the in-

put signal and the VCO. Any change of input signal will pro-

I
fcll I

I SYWTCHED

L • iBsn/ifercft,

J . ?^ SWITCHED

TL/F/8445-15

TL/F/8445-16

FIGURE 12. Loop Response Components
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Circuit Operation (continued)

duce a change in VGO frequency that is detemiined by the

loop gain equation. This equation is determined from the

gain constants Ki , A and K2 and the filter v/i response.

The impedance Z of the filter is:

sC2llUc/"V
sCi I 1 +

Ca
sCjRi

If C2 < Ci then the impedance Z approximates to:

1 + sCiRi

sGi (1 + sCjRi)

The overall loop gain is then

K1AK2, 1 + sCiRi
G(s)

LetG(K) = KiAK2

^^^^
SCi (1 + SC2R1)

The Overall Closed Loop Gain is:

j>OUT ^ ^(K) F(S)

Substituting, We Get

4>0UT _
<(>IN

S sCi(1 + SC2R1)

1 + SC1R1

s + G(K) F(S)

G(K)(SCiRi + 1)

S3 Ri Ci Cg + S2 Ci + GK (SC1R1 + 1)

(G(K)/Ci) (SR1C1 + 1)

S3RiC2 + S2 + SG(K)Ri + G(K)/Ci

If C2 < Ci , we can ignore the 3rd Order Component

introduced by C2 then:

<j,O^T
(G(K)/Ci)(SRiCi + 1)

<t>IN S2 + SG(K)Ri + G(K)/Ci

This is a second Order Loop and can be solved as follows:

Sa + SG(K)Ri + G(K)/Ci = $2 + 2C MnS + tOn2

G(K)

£ = 1.0 For Critically Damped Response

From the above equations:

G(K)-K,AK2- 2^p X y^^ X3.5

MFM encoded data has a two to one frequency range within

the data field. The expression K = (0.89 X Vbe / ZttR) is

valid when the MFM data pattern is at its maximum frequen-

cy. In order to make this equation more general, it may be

written as follows: K = (1.78 x Vbe / 2irRN) where N is

defined as the Vco frequency divided by the encoded data

frequency, or, N is equal to Fvcq/Fdata (N = 2 for maxi-

mum data rate i.e., MFM = 101010 ... and N = 4 for

minimum data rate) i.e., MFM = 100010001 Now G(k)

can be written as follows:

_ 1.78 x Vbe „ 0.4 xc)vco ,,„^
G(K) = —. _..— X X 3.5

2irRN

2.5 X Fyco

RN

Vbe

o>n -^5 X Fyco

CiRN

Fi = Rrate in ths low 'rack rate

R = Rrate '/ Rboost if 'he high track rate

From the above equations:

G(K) = Ci ta„^

Rl (tin Ci
I = (damping factor) =

The damping factor should approach, but not fall below, 0.5

when (dn is minimum. Response to bit shift Is minimized

when the damping factor Is small; however, if the damping

factor drops much below 0.5, the system tends to be oscilla-

tory (underdamped).

Additionally, loop performance Is poor (excessive phase ac-

quisition times) if the damping factor becomes significantly

greater than 1.0. Any increase in loop bandwidth (due to R
decreasing In the high track rate) produces a proportional

Increase In the damping factor, and this should be limited to

the point where the maximum damping factor does not sig-

nificantly exceed 1.0. With the damping factor range estab-

lished, loop design can now proceed. The following design

example is for a 5 Mbit/sec MFM system.

A 1550 Krads/sec bandwidth in the non read mode results

In a wide capture range; a 4% frequency difference be-

tween the crystal and recorded data would not cause an

acquisition problem. (This bandwidth may seem excessive

to some and if the user does not think it is necessary, he

may design his filter with a more desirable bandwidth. For

an in-depth discussion of this point, it is suggested that the

reader refer to the Disk Interface Design Guide and User's

Manual, chapter 1, sections 1.3 through 1,7.

This design example assumes that the SET PLL LOCK pin

is tied to the PLL LOCK DETECTED pin. This results in the

track rate being switched from high to low after two bytes of

preamble are detected. As an alternative, the SET PLL

LOCK pin may be tied to an inverted READ GATE signal,

resulting in the track rate switching immediately to low when
READ GATE is asserted. This is discussed further in the

above mentioned reference material.

TABLE II.

Data Rate

(NRZ)

Non-Read

(On(MAX)

rads/sec
C

Read

cdnCMIN)

Rads/sec ?

Charge Pump

Rrate "boost
n

Loop Filter

Ri

n
Ci 02

PF

5 Mbit/sec

5 Mbit/sec

5 Mbit/sec

1550K

903K

659K

1.12

0.99

1.55

797K

435K

248K

0.55

0.48

0.52

620

1500

1500

820

1300

590

120

100

0.012

0.022

0.068

300

390

1500
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Circuit Operation (continued)

In the non read mode or high track rate.

/ 2.5XFVCO
''" ~ V CiRN

Choose R = Rrate // Rboost = 410

In the non-read mode N = 2

1550Krads/sec
ii

2.5 X 107

(On 'i-

Ci X 410 X 2

Ci = 0.012 fiF

In the preamble, after two bytes are detected and PLL

LOCK DETECT goes low

[2.5 X Fyco

CiRN

R = Rrate = 820

N = 2

(On = ll27Krads/sec

Again, in the data field, the minimum data frequency Is equal

to one half the preamble frequency. This means that N = 4

in the bandwidth equation. This reduces the bandwidth to:

1

Wn(min)
'

V2
: X 1107 Krads/sec = 797 Krads/sec

Before, we stated that the minimum value of £ should be

0.5; knowing (On(min) we can now solve for Ri

_ (On Ri Ci

Choose 5(min) = 0-55

Rl = 2?

(OnCi

R 1 = 1 1 5n (Choose 1 20ft)

The maximum damping value o(x;urs in the high track rate;

S(max) = <»n(niax) R2C1/2

= 1550 Krads/sec x 120 x 0.012 jiF/2

?(max) = 1-12

The maximum damping value in the read mode is as follows:

£(max-read) = 1127 Krads/sec X 120 X 0.012 /i.F/2

£(max-read) = ''81

The continuous behavior (non-quantized) approximation

used to predict loop performance assumes that the phase

detector output Is constantly proportional to the input phase
difference. In reality, the phase detector output is a pulse

applied for a period of time equal to the phase difference.

The function of Cj is to smooth the phase detector output

(VCO control voltage) over each cycle. C2 also adds a sec-

ond pole to the filter transfer function. This pole should be
far enough outside the loop bandwidth (at least one order of

magnitude) that Its phase and amplitude contribution is neg-

ligible in the loop bandwidth. If:

C2 = Ci /50 = 240 pF (choose 300 pF)

The final loop component is Rboost- Since Rrate and the

parallel combination of Rrate and Rboost are krujwn, we
can calculate Rboost-

Rboost = (Rp) (Rrate) / (Rrate - Rp) = 820ft

The above filter values and those for other bandwidths are

listed on preceding page.

00

01>.
oo
00

01
01

GAIN,

\
\-40(IB/DECADE

*'**i.„--M HB/OECADE

OdB
^****«>„^^^ to

I/C1R1 too I/C2R1 ' WvCO

\ -40 bB/DECADE

\
-90"

-136"

PHASE <A

\
U)^ ^

TL/F/8445-17

FIGURE 13. Bode Plot of Loop Response
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Circuit Operation (continued)

The calculated values are only a guide, the user should then

empirically test the loop and determine stability, lock-on

time, jitter tolerance, etc.

The desired Bode plot of gain and phase is shown in Figure

13, with 20 dB/decade slope at ci>o for stability at unity gain.

Capacitor Gg governs the PLL's ability to reject instanta-

neous bit jitter. As C2 increases in value, the effective jitter

rejection will also increase. However, as the frequency of

the pole Ri and C2 produce (while increasing C2) decreas-

es, loop stability will decrease, and the second-order ap-

proximation used to analyze the circuit becomes inaccurate.

Thus, it is recommended that C2 remain one tenth (or less)

the value of C-;.

The value of resistor Ri inversely effects the break frequen-

cies on the Bode plot, and directly effects the loop's damp-

ing ratio (overshoot response). The capacitor Ci governs

the bandwith of the loop. Too high a value will slow down

the response time, but make the PLL less prone to jitter or

frequency shift whereas too low a value will improve re-

sponse time while tending to increase the PLL's reaction to

jitter.

Other filter combinations may be used, other than Ri in se-

ries with Ci, all in parallel with Cg. For example the filter

shown in Figure 14 will also perform similarly, and in fact for

some systems it will yield superior performance.

DIGITAL CONNECTIONS TO THE DP8461/65

Figure /7 shows a connection diagram for the DP8461/65

in a typical application. All logic inputs and outputs are TTL
compatible as shown in Figure 75 and 16. The VCO CLOCK
output is 74AS compatible. All other outputs are 74ALS

compatible. All inputs are 74ALS compatible and therefore

can be driven easily from any 74 series devices. The raw

MFM from the pulse detector in the drive is connected to

the ENCODED DATA input. The DELAY DISABLE input de-

termines whether attempting lock-on will begin immediately

after READ GATE Is set or after 2 bytes. Typically in a hard-

sectored drive, READ GATE Is set active as the sector

pulse appears, meaning a new sector Is about to pass under

the head. Normally the preamble pattern does not begin

immediately, because gap bytes from the preceding sector

usually extend just beyond the sector pulse. Allowing 2

bytes to pass after the sector pulse helps ensure that the

PLL will begin locking on to preamble, and will not be chas-

ing non-symmetrical gap bits. Thus DELAY DISABLE should

be set low for this kind of disk drive.

H^•h^
I I

TL/F/S445-1B

FIGURE 14. Alternate Loop Filter Configuration

GND

TL/F/8445-19

FIGURE 15. Logic Inputs

OUTPUT

GND

FIGURE 16. Logic Outputs

TL/F/8445-20
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o
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3

DP8461/B5

DATA SEPARATOR
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preamble

LOCK DETECTED
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MISSING CLOCK

DETECTED

1) MFM Data Input, S Mblt/sec Data Rate

2) 32 Bit Delay to Enable

3) All Zeroes (NRZ) Preamble
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DATA
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FIGURE 17. Typical Connection to DP8461/65
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Block Diagram

RPG2

ENCODED^
data'

INTERNAL

READ
CATE

2-f CLOCK*

DIVIDE

BY 2

DEUY
LINE

/Q

CLR

w-

s
/Q

CLR

PHASE-
FREQUENCY

COMPARATOR

TO

CHARGE
PUMP

.^> /O

"iza/i

- SYNCHRONIZED

DATA

(INTERNAL)

MULTIPLEXER CONTROL:

DP8455/65: A SELECTED

WHEN INTERNAL

READ GATE ACTIVE

DP8451/61; A SELECTED

WHEN INTERNAL

LOCK DETECTED

ACTIVE

A INTERNAL VCO

TL/F/8446-25

Circuit Operation (continued)

For soft sectored drives, the controller normally will not wait

for tfie index pulse before it attempts locl<-on, so tfiat READ
GATE may go active at any time. Cfiances are the head will

not be over a preamble field and therefore there is no need
to wait 2 bytes before attempting loclt-on. DELAY DISABLE
can therefore be set high. If a non-preamble field is passing

by as READ GATE goes active, the DP8461 /65 will not indi-

cate lock, and no data decoding will occur nor will MISSING
CLOCK DETECTED go active. Normally, if lock-on has not

been achieved after a certain time limit, the controller will

de-activate READ GATE and then try again.

For MFM encoded disk drives, the LOCK DETECTED out-

put will be connected back to the SET PLL LOCK input. As
the PLL achieves lock-on, the DP8461 /65 will automatically

switch to the lower tracking rate and decoded data will ap-

pear at the NRZ READ DATA output Also the READ
CLOCK output will switch from half the 2F-CL0CK frequen-

cy to the disk data rate frequency. If a delay is required

before the changeover occurs, a time delay may be inserted

between the two pins.

Some drives have an all-ONES data preamble instead of all-

ZEROES and the DP8461/65 must be set to the type being

used before it can properly decode data. The ZEROES/
ONES PREAMBLE input selects which preamble type the

chip is to base its decoding phase on.

USE WITH RUN-LENGTH-LIMITED CODES (RLL)

If the drive uses a Run-Length-Limited Code (RLL) such as

1 ,7 on ,8 instead of MFM, the user might choose to use the

DP8451/55. These circuits contain the PLL portion of the

DP8461/65 and thus perform the data synchronization

function. RAW DATA is input to pin 1 6 and the 2F-CL0CK is

applied to pin 17. Instead of supplying NRZ DATA, SYN-
CHRONIZED DATA OUTPUT is issued at pin 12. The VCO
CLOCK, pin 8, is used to clock this data into external decod-

ing circuitry. As long as the high frequency pattern of . .

.

1010 ... is used for the preamble, the user may choose the

DP8451 if he desires to have the circuit perform phase and

frequency comparisons until two bytes of preamble are de-

tected by the on chip preamble pattern detector.

If a 2,7 code is being used the DP8465/55 may be used.

Again, since the DP8465 MFM decoding function will not be

used, the user may choose to use the DP8455. However,

the National Semiconductor DP8462 is designed specifically

for the 2,7 code. It is recommended that the user reviews

the DP8462 specification for the added advantages the cir-

cuit offers with the 2,7 format.
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Applications of the DP8461/65
Data Separator
The DP8461 /65 are the first integrated circuits to place on

one chip a PLL with features that offer the improved speed

and reliability required by the disk Industry. Not only does

each chip simplify disk system design, but also provides fast

lock-on to the incoming preamble. Once locked on, the loop

is set Into a more stable mode. This inherent loop stability

allows for a sizeable amount of jitter on the data stream,

such as is encountered In many disk systems. Once In the

stable tracking rate, the SYNCHRONIZED DATA output rep-

resents the incoming ENCODED DATA and is synchronous

with VCO CLOCK. If the disk Is MFM encoded, then the chip

can decode the synchronized data into NRZ READ DATA
and READ CLOCK. These are available as outputs from the

chip allowing the NRZ READ DATA to be deserialized using

the READ CLOCK.

The DP8461/65 are capable of operating at up to 20

iVIbits/sec data rates and so are compatible with a wide

assortment of disk drives. The faster data rates of the 8-inch

and 14-Inch disk drives will mandate the selection of the

DPS461/65-3 parts with their narrower window margins on

the Incoming data stream. This will also be the case when

5%-lnch drives achieve higher data rates. Some B-inch and

14-inch disk drives incorporate the functions of the

DP8461 /65, but use many discrete iCs. In these cases, re-

placing these components with the DP8461/65 will offer re-

duced P.C. board area, lower cost, and improved perform-

ance while simplifying circuit testing.

Most SVi-inch and many 8-inch and 14-inch disk drives

manufactured at present do not Incorporate any of the func-

tions of the DP8461/65. This Is so primarily because the

PLL function is difficult to design and implement and re-

quires circuitry whteh covers a large area of the printed cir-

cuit card. This Is undesirable both from the drive size aspect

and from the cost aspect (the cost Includes soldering, test-

ing, and adjusting the components). Consequently, most

smaller disk drives output MFM encoded data so that the

phase-locked-loop and data separation have to be per-

formed by the controller. The DP8461/65 will therefore re-

place these functions in controller designs, as shown In Fig-

ure 18.

System design criteria has become more fle>Qble because

the DP8461/65 provide a one-chip solution, requiring only a

few external passive components with fixed values. Each

operates from a +5V supply, typically consumes about

0.3W, and is housed In a narrow 24-pln package. The cir-

cuitry has been designed so that the external resistors and

capacitors need not be adjustable; the user chooses the

values according to the disk drive requirements. Once se-

lected, they will be fixed for that particular drive type. These

features make it possible to transfer these functions to the

disk drive, as shown In Figure 19. Apart from a slight in-

crease in board area, the advantages outweigh the disad-

vantages. First, the components selected are fixed for each

type of drive and this facilitates the problem of Interchange-

ability of drives. At present, controllers are adjusted to func-

tion with each specific drive; with the DP8461/65 in the

drive, component adjustment will no longer be required.

Second there is often a problem of reliability of data trans-

fer. The data returning from the disk drive is susceptible to

noise, bit shift, etc. Soft errors will occur when the incoming

disk data bit position Is outside the Pulse Gate window as it

is being synchronized to the VCO clock in the phase-locked-

loop. Obviously, the nearer the PLL is to the data source,

the less chance there is that extraneous noise or transmis-

sion line imbalances will cause errors to occur. Thus placing

the DP8461 /65 in the drive will increase the reliability of

data transfer within the system.

A third advantage Is data rate upgrading. Most SVi-inch

drives have 5 Mblt/sec data rate because the eariy drives

were made with this data rate. This meant the controllers

had to be designed with PLLs which operate at this data

rate. It is therefore difficult for drive manufacturers to intro-

duce new drives that are not compatible with existing con-

trollers. Since no new standard data rate has emerged, they

must continue to produce drives at this data rate to be com-

patible with the controllers on the market. With the

DP8461 /65 in the drive, and associated components set for

the drive's data rate, it no longer becomes a problem to

increase the data rate, assuming the controllers digital cir-

cuitry can accommodate the change. This will allow the

manufactures to Increase the bit density and therefore the

capacity of their drives.
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Applications of the DP8461/65 Data Separator (continued)

CONTROLLfR

PASSIVE COMPONENTS

I
DP8461/e5

DATA SEPARATOR

MISSING CLOCK
DtTECTED .

DISK

DATA

CONTROLLER

(SUCH AS DP84e6)

FIGURE 18. DP8461/65 in the Controller

_J
TL/F/8445-22

PASSIVE COMPONENTS

I

nPART OF I—
ESDI OR ANSI X3 101

1

I
OR

I SMO INTERFACE

n

DP8461/ES
ENCODED DATA SEPARATOR
DATA

READ CLOCK

MISSING CLOCK

DETECTED

CONTROLLER

J WRITE SIGNALS/ I

CONTROLS ^— J
FIGURE 19. DP8461/65 In the Disk Drive

PRECAUTIOKS IN BREADBOARDING AND PCB
LAYOUT

The DP8461/65 contains a high performance analog PLL
and certain precautions must tie taken when breadboaniling

or designing a PCB layout. The following guidelines should

be adhered to when working with the DP8461 /65:

1) Do not wire wrap.

2) Keep component lead lengths short, place components
as close to pins as possible.Thls applies to R1, CI, R2,

Cvcxj. Rrate. Rboost. Crate. Cboost. RPGL RPG2,
andCPGl.

3) Provide a good ground plane and use a liberal amount of

supply bypassing. The quieter a PLL's environment, the

happier it Is.

4) Avoid routing any digital leads within the vicinity of the

analog leads and components.

5) Keep Inter-pin capacitance to a minimum; I.e., avoid run-

ning traces or planes between pins.

6) Minimize digital output pin capacltlve loading to reduce
current transients.

NSC has used a PC board approach to breadboarding the

DP8461 /65 that gives an excellent ground plane and keeps
component lead lengths very short. With this setup very sta-

ble and reliable operation has been observed. Illustration of

component layout is shown in Figurs 20.
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Applications of the DP8461/65
Data Separator (continued)

ADDITIONAL NOTES

1. PG1 should be grounded to improve noise Immunity.

2. 2F clock must be applied at all times; without the 2F
clock, the pulse gate circuitry will not operate properly

making It impossible to lock onto the Incoming data

stream.

3. The programming capacitor for the Vco can be calculat-

ed as:

Cvco = i/(*vco X Rvco) ~ 5 pF

The 5 pF value is due to parasitic and pin to pin capaci-

tance. An additional accomodation must also be made for

PC board capacitance.

4. Care must be taken In final PC board layout to minimize

pin to pin capacitance, particularly In multi-layer printed

circuit boards.

5. Please refer also to Precautions for Disk Data Separator

Designs, NSC Application Note AN-414.

Connection Diagrams

DP8461/65

ZEROES/ONES PREAMBLE

MISSING CLOCK DETECTED

13 3"- SYNCHRONIZED DATA

FIGURE 20. Recommended Component Layout

TL/F/8445-24
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Connection Diagrams (continued)

Plastic Chip Carrier

J 1 1 8 S 8 s

1 J_i1 1 1 1A 3 2 1 28 27 26

NC— 5 25 — PG3

NC— 6 24 — 2f- CLOCK

CI — 7 23 — ENCODED DATA

C2—
RVCO—

8

9

22

21

— READaOCK

— SnPLLLOCK

VCO CLOCK— to 20 — DEUY DISABLE

PHASE COMP TEST— 11 19 — READ GATE

12 13 U 15 16 17 18

1 TTT 1 1 1

< < o

§ i g
z
g i i

1

i3 1

s g s s

i
o C9 5 ^ -*

« Z
in
!2
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'^
TL/F/8445-26

Order Number DP8461V or DP846SV
See NS Pacl(age Number V28A
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DP8462 2,7 Code Data Synchronizer

General Description
The DP8462 Data Synchronizer is designed for application

in disic drive memory systems employing Run Length Umit-

ed Codes using 1-0-0 or 1-0-0-0 preamble patterns, and de-

pending on system requirements, may be located either in

the drive or in the controller. It receives digital pulses from a

pulse detector circuit (such as the DP8464 Distc Pulse De-

tector) if the DP8462 is situated in the drive, or from an

interface if it is situated in the controller. In the read mode,

the circuit locks onto and detects either a 100 or 1000 pre-

amble pattern depending on the state of the pattern select

input pin. The synchronized data and clock are then avail-

able for decoding and deserialization by a decoder circuit.

All of the digital input and output signals are TIL compatible

and only a single -I- 5V supply is required. Although separate

Analog and Digital Vqc and Ground pins are provided, they

are expected to be tied together by the user. The chip is

housed in a standard narrow 24-pin dual-in-line package

(DIP) and is fabricated using Advanced Schottky bipolar an-

alog and digital circuitry. This high speed I.C. process allows

the chip to work with data rates up to 20 Mbits/sec. There

are two versions of the chip, each having a different decode

window error specification. These two versions (-3 and -4)

will operate from 4 to 20 Mbits/sec, with respectively in-

creasing window errors, as specified in the Electrical Char-

acteristics Table.

The DP8462 features a phase-locked-loop (PLL) consisting

of a pulse gate, phase comparator, charge pump, buffering

amplifier, and voltage-controlled-oscillator (VGO). Pins are

provided for the user to select the values of the external

filtering components required for the pulse gate and PLL,

the frequency setting components required for the VCO, two

cun'ent setting resistors for the charge pump, and current

setting resistors for the pulse gate that control the delay

line.

The on-board PLL's phase comparator has two modes of

operation: phase and frequency comparison or phase only

comparison. In the non-read mode, the comparator per-

forms phase and frequency comparison, but once in the

read mode, it switches to phase only comparison. The user

selects whether this mode change occurs as soon as read

mode is entered or after the preamble pattern is detected.

The charge pump also has two modes of operation: high

track rate—intended to be used in the non-read mode and

in the read mode while acquiring lock, and low track rate

—

intended to be used in the read mode to retain lock. Both

track rates are selected by the user with external compo-

nents; the user is given control over when the track rate

switch takes place.

Features
Phase-Frequency PLL in non-read mode and during

preamble if desired

Operates at data rates up to 20 Mbit/sec

Detects either 1-0-0 or 1-0-0-0 preamble patterns

User determined PLL loop filter network

PLL charge pump has two user-determined tracking

rates

External control of track-rate switchover

External control of phase comparator switchover

Delay line may be externally adjusted if desired

ORed phase comparator outputs for monitoring bit-shift

Standard narrow 24-pin DIP or 28-pin Plastic Chip Carri-

er package

Less than V4W power consumption

Single + 5V supply

Connection Diagrams
Dual-ln-Line Package

PG2

IBSET

IRSET

CPOUT

CI

C2

RVCO

VCO CLK

PHASE COMP TEST

PREAMBLE SELECT

ANALOG GROUND —
DIGfTAL GROUND

1
V^

24

2 23

3 22

4 21

5 20

6

7

DP 8462 19

IS

8 17

9 16

10 15

11 14

12 13

PG4

' ANALOG VCC

• DIGITAL VCC

• PG1

PG3

2F-CL0CK

• ENCODED DATA

IBOOST ENABLE

• LOCK CTL

READ GATE

• PREAMBLE DETECTED

SYNCHRONIZED DATA

Plastic Chip Carrier

i I I I I

NC-

Cl-

C2-|8

RVCO- 9

VCO- 10

PHASE COMP TIST- 11

12 13 U 15 16 17 18

II I I I

-2F-CL0CK

-ENCODED DATA

•iBOOSr ENABLE

LOCK CONTROL

-READ GATE

CJ O Q <

Top View

Order Number DP8462N
See NS Package N24C

TL/F/841S-24

Order Number DP8462V
See NS Package V28A
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Block Diagram

ENCODED

0^

PRUMBU
SELECT

BY —

I

T^ Lf

BY —

I

T^ 1-4

SYNCHRONIZED

DATA

PREAMBLE DETECT

Pin Descriptions*

POWER SUPPLY

22,23 Digital and Analog Vcc = +5V ±5%
Should be tied together and bypassed by user.

11,12 Analog and Digital Ground

Should be tied together by user.

TTL Level Logic Inputs

15 READ GATE: When asserted, this signal sets the

DP8462 into the Read Mode. The PLL then begins to

lock onto the encoded data.

10 PREAMBLE SELECT: A high level on this input en-

ables the circuit to recognize a 1-0-0-0 pattern while

a low level results in the recognition of a 1 -0-0 pat-

tern. Also, in the non-read mode, if 1 -0-0 is selected

VCO/3 will lock onto 2F/3 while if 1-0-0-0 is selected

VCO/4 will lock onto 2F/4.

16 LOCK CTL: This input allows the user to determine

when the circuit will switch from Phase-Frequency

comparison to Phase only comparison once in the

Read Mode. A low level on this pin causes the circuit

to switch from the phase-frequency comparison

mode as soon as READ GATE is asserted while a

high level means that the circuit will switch after 4

bytes of preamble have been detected and

PREAMBLE DETECTED output has been asserted.

(See the Truth Table at the end of this Section.)

1

7

IBOOST ENABLE: This input allows the user to con-

trol the PLL's track rate by turning Iboost current on

and off. A high level at this input causes Iboost to be

added to Irate—placing the PLL in the high track

rate. In a typical system IBOOST ENABLE may be
tied to READ GATE or PREAMBLE DETECTED.

•Pin Number Designations appty for the 24 Pin DIP. See Connection Diagram

LOCK

CONIROL

18 ENCODED DATA: This input is for the incoming en-

coded data from the output of the head amplifier/

pulse-detecting network located on the disk drive.

Each positive edge of the ENCODED DATA wave-

form identifies a flux reversal on the disk.

1

9

2F-CLOCK: This is a system clock input, which is ei-

ther a signal generated from the servo track, or a

signal buffered from a crystal. It operates at twice the

NRZ DATA rate. 2F-CL0CK MUST ALWAYS BE AP-

PLIED TO THIS INPUT FOR PROPER OPERATION.

TTL Level Logic Outputs

8 VCO CLOCK: This is the output of the on-chip VCO,
transmitted from an Advanced Schottky TTL buffer. It

is synchronized to the SYNCHRONIZED DATA out-

put so that it can be used by the encoder/decoder

circuitry.

13 SYNCHRONIZED DATA: This is the same encoded

data that is input to the chip, but is synchronous with

the VCO CLOCK.

14 PREAMBLE DETECTED: After READ GATE is as-

serted, this output goes low after detecting approxi-

mately 4 bytes of preamble and remains low until

READ GATE goes inactive.

9 PHASE COMP TEST: This output is the logical "OR"
of the Phase Comparator outputs, and may be used

for the testing of the disk media.

Analog Signals

21,20 PG1, PG3: The external capacitors and resistor of

the Pulse Gate filter are connected to these pins.

PG1 should be tied directly to ground.

PG2: This is the Pulse Gate delay reference pin. The

delay reference generator establishes a voltage at

this pin; thereby producing the bias current for the

Pulse Gate delay section in the resistor tied between

this pin and Vec-

tor ttie Plastic Chip Can-ier Pin Designations.

1
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Pin Descriptions (continued)

24 PG4: This is the Pulse Gate delay control pin. This

pin can be tied to the PG2 pin if the user desires to

adhere to the chip's standard synchronization win-

dow specification; otherwise, it can be tied to PG2
through a "current splitting" network (see Figure 6)

—^thereby shifting the synchronization window early

or late.

IRSET: The current into the rate set pin (Vbe/Rrate)

is approximately half the charge pump output current

for the low trachcing rate.

IBSET: The current into the boost set pin (Vbe/

Rboost) Is approximately half the amount by which

the charge pump current is increased for the high

tracl<ing rate.

(Ihirate = Irate Set + lbcx>st Set).

4 CPOUT: This pin is the output node of the charge

pump and also the noninverting input of the Buffer

Amplifier. It is made available for connection of exter-

nal filter components for the phase-locked-loop.

5,6 VCO C1, C2: An external capacitor connected across

these pins sets the nominal frequency.

7 RVCO: The current into this pin determines the oper-

ating currents within the VCO.

Note: ANALOG and DIGITAL Vcc pins must be tied together by tiTe user.

ANALOG and DIGITAL QND pins must also be tied together by the

Truth Table of Pulse-Gate's Modes

LOCKCTL
(Pin 16)

READ GATE
(Pin 15)

PREAIVIBLE
DETECTED

(Pin 14)

Pulse-Gate
Comparison Mode Comments

1 r\ r r\ 1 1^ M /A
\^l F\

LO LO HI Phase and Frequency Non-Read Mode

LO HI HI Phase only Read Mode

LO HI LO Phase only Read Mode

HI LO LO N/A N/A

HI LO HI Phase and Frequency Non-Read Mode

HI HI HI Phase and Frequency Read Mode

HI HI LO Phase Only Read Mode

Absolute IMaximum Ratings
Specifications for Military/Aerospace products are not

contained in this datasheet. Refer to the associated

reliability electrical test specifications document.

Supply Voltage 7V

TTL Inputs 7V

Operating Conditions

Output Voltages

Input Cun-ent

(CPOUT, IRSET, IBSET, RVCO)

Storage Temperature

Operating Temperature Range

7V

2 mA
-65''Cto-l-150°C

0°Cto-l-70°C

Symbol Parameter Conditions Min Typ Max Units

Vcc Supply Voltage 4.75 5.00 5.25 V

Ta Ambient Temperature 25 70 -c

lOH High Logic Level Output Current Vco Clock

Others

-2000
-400

^.A

lOL Low Logic Level Output Current Vco Clock

Others

20

8

mA

'data Input Data Rate 4.0 20 Mbit/sec

twCK Width of 2f-CLOCK, High or Low 10 ns

'WPD Width of ENCODED DATA Pulse

(Note 1)

High 18 ns

Low 0.4t ns

V|H High Logic Level Input Voltage 2 V

V|L Low Logic Level Input Voltage 0.8 V

tsu
Read Gate

Min Time Required for a Positive

Edge of Read Gate to Occur
Before a Negative Edge of VCO

20 ns

tHOLD
Read Gate

MIn Time Required for a
High Level on Read Gate
to be Held After a Negative

Edge of VCO

10 ns

Note 1: t is defined as the period of the NRZ data (t ^ 2/Fvcx3)-

oo
09
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DC ElGCtriCSl ChdraCtGriStiCS over Recommended Operating Temperature Range

Symbol

V|C

Parameter

Input Clamp Voltage

Conditions

Vcc = Min. I| = -18 mA

Min Typ Max

-1.5

Units

VOH High Level Output Voltage Vcc °° Min. Iqh = Max vcc-gy Vcc-i.ev

Vol Low Level Output Voltage Vcc = Min, Iql = Max 0.5

High Level Input Current Vcc = Max, V| = 2.7V 20 fiA

l|L Low Level Input Current Vcc = Max, V| = 0.4V -200 jLlA

Output Drive Cun-entCNote 1) Vcc= Max,Vo = 2.125V -12 -110 mA

Ice Supply Current Vcc = Max 85 mA

Iqut Charge Pump Output Current 200 < Irate + 'boost ^ 2000 1 0-9 'typ -25 1
2.0 (Irate + 'boost) 1.1 ITYP-HZS jiA

Note 1: This value has been chosen to produce a current that closely approximates one-half of the tnje short-circuit output current, Iqs-

AC Electrical CharaCt6riStiCS over Recommended Vqc and Operating Temperature Range

(All Parts unless stated othenwise) (tR = tp = 2.0 ns, V|h = 3.0V, V|l = OV) (Note 1)

Symbol Parameter Min Typ Max Units

tREAD
Positive VCO CLOCK transitions from READ GATE set active

until PLL Lock sequence begins (DELAY DISABLE high)
1 1 —

tTRANSMIT
Positive VCO CLOCK transitions required to transmit

input encoded data to output
1 2 3 —

'read abort
Number of VCO CLOCK cycles after READ GATE
set low to read operation abort (Note 3)

2 T-clock

'window Variance of center of decode window from nominal DP8462-3

(Note 6) DP8462-4

6

10

ns

<J>LINEARITY Phase range for charge pump output linearity (Note 2) -w + 77 Radians

Kl
Phase comparator—Charge Pump gain constant

(N = fvco''' input data) (Note 4)

1.78 Vbe

N27rR
Amps/rad

VCONTROL Charge pump output voltage swing from nominal ±100 mV

KvCO(=AX Kg)
VCO gain constant (coyco = VCO center frequency in rad/s)

(Note 5)

1.20 oc

Vbe

1.40 ei)c

Vbe

1.60 0)c

Vbe
rad/sec V

fvCG VCO center frequency variation over temperature and Vcc -2 -1-2 %

fMAXVOO VCO maximum frequency 60 MHz

tpHL Propagation delay from VCO negative edge to synchronous DATA
negative edge

2 18 ns

tpLH Propagation delay from VCO negative edge to synchronous DATA
positive edge

4 20 ns

Note 1: A

mOUT
KVCO =

V|N

calculation of frequency variation vs. control voltage: V|m = ±0.1V;

0.4 &>G _ 2.0 a>c (rad/sec)

(volt)0.2V

Note 2: - TT to -I- IT with respect to 2f VCO CLOCK.

Note 3: T-clock is defined as the time required tor one period of the VCO CL(XK to occur.

Note 4: With respect to VCO CLOCK; IpuMP OUT = 1-9 IsET

Vbe
ISET'

RSET

Note 5; Although specified as the VCO gain constant, this is the gaifi from the Buffer Amplifier input to the VCO output.

Note 6: This specification is guaranteed only for the conditions under which the parts were tested. However, significant variation from formuta is not expected for

other data rates and filters. This specification is for the condition when PG2 and PG4 are tied together. External adjustment can be used to optimize twiNDOW as

described in the puise gate section. The filter values below were cilosen for operation in an automatic test system (static window) environmerrt. Different criteria

may appiy for choosing filter vaiues in a disli system. See Loop FiKer Section for sample calculations of other fitter values.

Part Type Data Rate Tested
Filter

Ci Ca Ri Rrate Rboost

DPe462-4
DP6462-3

5 Mbit/sec

10 Mbit/sec

0.03 jnF

0.022 fiF

600 pF
510 pF

lOOil

81 n
820n
BOOkfl

1.5 kfl

1.8 kfl

Note: For further informtion refer to Application Note AN-414
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External Component Selection can Pans) (Note d

oo

Symbol Component Min Typ Max Units

Ryco VCO Frequency Setting Resistor (Note 2) 990 1010

Cyco VCO Frequency Setting Capacitor (Notes 3,4) 20 120 PF

Rrate Charge Pump Irate Set Resistor (Note 6) 0.4 4.0 i<n

Rboost Charge Pump (High Rate) Iboost Resistor (Note 6) 0.5 i<n

Cr Irate Bypass Capacitor (Note 5) 0.01 jxF

Cb Iboost Bypass Capacitor (Note 5) 0.01 M-F

Note 1: External ccMiponent vaiues for Ui6 Loop Rtter and Pulse Gate are giv^ in Table II and Table I respectively.

Note fc A 1% Component Tolerance is Required.

Note 3; Th^e MIN ^d MAX values correspond to the MAX and MIN data rates respectively.

Note 4: The Component Tolerance Is system dependent on how much center frequency deviation can be tolerated.

Note 5: Component Tolerance 15%.

Note 6: The minimum value of the parallel combination of Rrate ^^kI Rboost 's 3500.

Detailed Blocic Diagram

uriiunAL

r— CURRENT -SPLiniMG

\ NnWORK"

'"^
rHh

LOCK

CONTROL

•• PG2 AND PG4 Ml 9E SHORTED AND RPG3 IHO RPM
OMITIEO F DEUY UNE ADJUSTMENT IS NOT DESIRED. TUF/8418-3

Circuit Operation
In the non-read mode, the DP8462 Data Separator remains

locked to the 2f CLOCK signal divided by 3 or 4 (depending

upon the preamble used) in anticipation of a preamble when
read mode is entered. When the READ GATE input goes

high, the DP8462 enters the read mode after 1 VCO CLOCK

cycle. Referring to Figure 1, once In the read mode, the PLL

reference signal is switched from the 2f-divided-by-3-or-4

signal to the ENCODED DATA input. The PLL is at this point

in the hlgh-tracl<ing rate mode and also in the Phase and

Frequency Comparison mode. The PLL then attempts to
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Circuit Operation (continued)

quickly lock onto the Incoming ENCODED DATA stream

and starts looking for 16 consecutive preamble pulses

—

chosen by the user to be either 100 (PATTERN SELECT:

LO) or 1000 (PATTERN SELECT: HI). If the user has cho-

sen to switch to Phase Only Comparison as soon as read

operation begins (LOCK CTL: LO), then the Phase Compar-

ator will start to compare ENCODED DATA with VCO-gated-

by-DATA immediately (see Figure 2); otherwise, it will keep

comparing ENCODED DATA with VGO divided by 3 or 4—
i.e., remain in Phase and Frequency Comparison mode until

after 16 consecutive preamble pulses have been detected.

At this time, PREAIVIBLE DETECTED output goes low and

the circuit now starts to compare ENCODED DATA with

VGO-gated-by-DATA (see Figure 1).

The user is given control over when to switch the charge-

pump current rate through the use of the IBOOST ENABLE
input. One way the user can accomplish this is by tying

PREAMBLE DETECTED output to the IBOOST ENABLE in-

put directly. Thus, once PREAMBLE DETECTED is assert-

ed, the circuit will go into low track rate and Phase Only

Comparison mode (if LOCK CTL: HI) so that a more stable

lock can be retained. The incoming ENCODED DATA
stream is now synchronized with the VCO CLOCK and ap-

pears at the SYNCHRONIZED DATA output (see Figure 3).

(If the user wishes to switch to low track rate as soon as the

circuit enters the read mode, then the READ GATE signal

should be inverted and applied to the IBOOST ENABLE in-

put).

Figure 4 shows the sequence when READ GATE goes low,

signifying the end of a read operation. The PLL reference

signal is switched back to 2f divided by 3 or 4 input and the

PREAMBLE DETECTED output goes high (causing the

charge-pump to go to the high tracking rate, if PREAMBLE
DETECTED is tied to the IBOOST ENABLE input). Also, the

Phase Comparator goes back to Phase and Frequency

Comparison mode and the circuit attempts to lock onto the

2f divided by 3 or 4 signal, thus returning to the initial

conditions.

CIRCUIT DESCRIPTION

1. Divide by 3 or 4: Depending on the preamble pattern

being used, these circuits divide 2f CLOCK and internal

VCO CLOCK signals by 3 or 4. During the non-read mode,

the VCO remains phase and frequency looked to these di-

vided signals so that when read mode is entered, the PLL
can quickly acquire lock because the data stream that con-

sists of the preamble pattern is very close in frequency to

the VCO divided by 3 or 4.

2. Pulse Gate: Once in the read mode, the PLL has to lock

the VCO CLOCK to the ENCODED DATA stream; outside of

the preamble, however, the data signal is not cyclic like the

VCO CLOCK and therefore cannot be frequency compared

to the VCO. It Is for this reason that the Pulse Gate is used

to allow a reference signal from the VCO into the Phase

Comparator only when an ENCODED DATA bit is valid. The
Pulse Gate also utilizes a scheme which delays the incom-

ing data by one-half the period of the 2f-CL0CK. This opti-

mizes the position of the decode window and allows Input

jitter up to ± half the 2f-CL0CK period, assuming no error in

the decode window position. The decode window error can

be determined from the specification in the Electrical Char-

acteristics Table.

3. Multiplexers at the Phase Comparator's inputs: These
multiplexers are used to determine which signals the Phase

Comparator will compare during different modes of opera-

tion. Either 2F divided by 3 or 4 or ENCODED DATA is

compared with either VCO divided by 3 or 4 (Phase and

Frequency Lock) or with VCO gated by DATA (Phase Only

Lock).

4. Phase Comparator: The Phase Comparator receives its

inputs from the Multiplexers mentioned above, and Is edge-

triggered from these inputs to provide charge-up and

charge-down outputs.

5. Charge Pump: The high speed charge pump consists of a

switchable constant cun-ent source and sink. The charge

pump constant current is set by connecting external resis-

tors to Vcc from IRSET and IBSET pins. With IBOOST EN-

ABLE HIGH, the PLL is in the high tracking rate and both

resistors determine the current. With IBOOST ENABLE
LOW, the PLL is in the low tracking rate and only the IRSET

resistor determines the charge pump current. The output of

the charge pump feeds into external filter components and

the Buffer Amplifier. Thus, through the use of the IBOOST
ENABLE pin, the user can determine when the circuit

switches track rates.

6. Buffer Amplifier: The Buffer Amplifier is configured as a

high input impedance amplifier which Is inserted between

the charge pump and the VCO, thus allowing connection of

external PLL filter components to the charge pump output

pin CPOUT. The output of the Buffer Amplifier is internally

connected to the VCO control input.

7. VCO: The Voltage-Controlled-Oscillator requires a resis-

tor from the RVCO pin to ground and a capacitor between

pins CI and C2, to set the center frequency. The VCO fre-

quency can be varied from nominal by approximately

±20%, as determined by its control input voltage (CPOUT).

8. Preamble Pattern Detector: Two types of preamble pat-

terns are commonly used in RLL 2,7 code disk systems

—

1-0-0 and 1-0-0-0. The user selects the preamble pattern to

be used by setting PREAMBLE SELECT input either HI for

the 1-0-0-0 pattern or LO for the 1-0-0 pattern. The DP8462

divides 2F Clock and VCO Clock signals by 3 or 4 depend-

ing upon whether 1-0-0 or 1-0-0-0 pattern is selected, re-

spectively, and remains locked to this divided pattern in an-

ticipation of a preamble. Once the chip is in the read mode,

the VCO proceeds to lock onto the incoming data stream.

The Preamble Pattern Detector then searches for 16 con-

secutive patterns (i.e., 100100100... or 100010001000...) to

indicate lock has been achieved. The PREAMBLE DETECT-
ED output then goes low. Any deviation from the above-

mentioned continuous stream of patterns before 16 of these

are detected will reset the Pattern Detector and the proce-

dure will then start over again.
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Circuit Operations (continued)

o
TJ
00

ENCODED DAT*
INPUT

SYNCHRONIZED
DAT! OUTPUT

VCO CLOCK
OUTPUT JlJlJlJlJljnJlJlJlJlJlJlSlTLTUTLnJ^

Note 1: L = Number of VCO cycles required for VCX) to lock—typically 20 but deteiTnined by external component value.

Note 2: At L + 42 (Pattern = 1-0-0) or L -l- 56 (Pattern - 1-0-0-0), 15 patterns have been detected.

Note 3: VCO -^ 3 (or 4) being compared with 2F -^ 3 (or 4) in the non-read mode and Preamble in the Read Mode.
Note 4: VCO GATED BY DATA being compared witfl ENCODED DATA.
Note 5: PFIEAMBLE SELECT = LO: 100 pattern selected—so 2F & VCO are being divided by 3.

FIGURE 1. Lock-On Sequence Waveform Diagram—Pulse Gate Mode Switches after Preamble Detection
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Circuit Operation (continued)

LOCK Cn. (=L0)

SVNCHROMIZED
DATA OUTPUT

vcoaocK
OUTPUT JlJlJlJlJlSl^riTLTUlJlJlJlJlJlJl^^

TL/F/8416-5

Note 1: L - Number of VCO cycles required for VCO to look—typically 20 but determined by external component value.

Note 2; At L + 42 {Pattern = 1-0-0) or L -I- 56 (Pattern = 1-0-0-0), 15 patterns have been detected.

Note 3: VCO -i- 3 (or 4) being compared with 2F -i- 3 (or 4) in the non-read mode.

Note 4: VCO gated by DATA being compared vmtti ENCODED DATA.

Note 5: PREAMBLE SELECT = LO; 1-0-0 pattern selected—so 2F & VCO are being divided by 3.

FIGURE 2. Lock-On Sequence Waveform Dlagi^m—Pulse Gate Mode Switches

Immediately After READ GATE Is Asserted
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Circuit Operation (continued)

VCO (INTERNAL)

VC0-f3
(INTERNAL)

,

2F«
(INTEIiNAL)

ruTTUiJTJTriJxrLiTJ-mjiJiJiJi^

r^

PREAMBLE DETECTED

OUTPUT (=L0)

PULSE -OATE
UODE CONTROL

(INTERNAL) (=L0) '

^0« CTL^^
SYNCHRONIZED
DATA OUTPUT .

PHASE ONLY COMPARISON MODE

J~~L J-~L

JiJiJTJij-mjnjnjnjiJiJiJijnji^^
TL/F/841B-6

FIGURE 3. Locked-On Waveform Diagram

O
"O
09
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Circuit Operation (continued)

ENCOKOOAn
MPUT

Kmmmvmmmmvmmmvmw^

LOCK en. .

INPUT i;

SYNCHRONIZED
DATA OUTPUT J~T_

VCO CLOCK
OUTPUT jijTjijijijnjijnjijTjnjnjTruiJi^^

Note 1: L indicates the number of cycles required for tft© VCO to locl< to tfie 2f-Clocl<.

Note 2: PREAIl^BLE SELECT = LO; 1-0-0 Pattern selected—so 2F & VCO tjeinj divided by 3.

FIGURE 4. Lock-Ending Sequence Waveform Diagram
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Circuit Operation (continued)

OPTIONAL

- CURRENT- SPLiTTlNG

NETWORK
CPGl

o
-o
09

a>
lO

FIGURE 5. Phase-Locked-Loop Section

BIT JITTER TOLERANCE

The two options of the DP8462, the -4 and -3 offer decreas-

ing window errors (respectively) so that the parts may be

selected for different data rates (up to 20 Mbit/sec). The -4

part will be used in most low data rate applications. As an

example, at the 5 Mbit/sec data rate of most 5% inch

drives, T = 200 ns so that from the Electrical Characteris-

tics Table, tyviNDOW = 10 ns. The chip therefore contrib-

utes up to 10 ns of window error, out of the total allowable

error of 50 ns (half the 2f-clock period of 100 ns). This al-

lows the disk drive to have a margin of 40 ns of jitter on the

transition position before an error will occur. The bit jitter

tolerance can be improved by adjusting the window center

using PG2 and PG4. A current splitting network consisting

of RPG3 and RPG4 can be used to adjust the delay line.

This adjustment is internally compensated for Vqc and tem-

perature variation.

ANALOG CONNECTIONS TO THE DP8462

External passive components are required for the Pulse

Gate, Charge Pump, Loop Filter and VCO as shown in

Figure 5. The information provided here is for guidelines

only. The user should select values according to his own
system requirements. Phase-Locked Loops are complex cir-

cuits that require detailed knowledge of the specific system.

Factors such as loop gain, stability, response to change of

signal, lock-on time, etc. are all determined by the external

components. In many disk systems these factors are crit-

ical, and National Semiconductor recommends the designer

be knowledgeable of phase-locked-loops, or seek the ad-

vice of an expert. Inaccurate design will probably result in

excessive disk error rates. The phase-locked-loop in the

DP8462 has many advantages over all but the most sophis-

ticated discrete designs, and if the component values are

selected correctly. It will offer significant performance ad-

vantages. This should result in a reduction of disk error

rates over equivalent discrete designs.

PULSE GATE

There are 6 external components connected to the Pulse

Gate as shown in Figure 6 vt'At) the associated internal com-

ponents. Of these, RPG3 and RPG4 are optional and may
be omitted if adjustment of the delay line is not desired. The

values of RPGl, RPG2, RPG3, RPG4, CPG1, and CPG2 are

dependent on the data rate. RPG1 and RPG2 are inversely

proportional to the data rate, while CPGl and CPG2 are

proportional. Table I shows component values for the data

rates given. Component values are calculated by selecting

RPG2 from Table I [RPG2' = RPG2 + (RPG3//RPG4)].

Next calculate

_ / 2.12 X 10S \ / 1 Y^ ^
~

1890 -I- RPG27 ll00 X Rs/

CPG2 = — CPG1,and
10

/'890-I- RPG2''\,,„„ „ ,= — (100 X Rs).
V 2.38 X 105 y*

RPGl
2.38 X 105

In the above equation Rs is ttie rotational speed and, for

3600 RPM, Rs = 60 Hz. A rotational speed of 3600 RPM
was assumed for the calculations in Table I. For data rates

not listed, RPG2 may be approximated as (30 kn/fDATA)
- 1.2 kJl = RPG2 where fDATA is the data rate in Mega-

bits per second. RPG3 and RPG4, in conjuction with RPG2,

form a "current-splitting-network" that can be used to adjust

the delay line; thus adjusting the decode window early or

late. RPG2 should be made large with respect to RPG3 and

RPG4 and a potentiorneter can be used for RPG4—with its

value centered around that of RPG3. For example, at Data

Rate = 5 ti/lbits/sec. Table I dictates that RPG2' should be

4.7k. If the delay line is to be made adjustable, then one

could pick RPG2 = 4.3k and RPG3 = 800fl. Now, using a

1.6 kli potentiometer for RPG4, RPG4 = 800J1 wouW give

RPG2' = 4.7 kn and would provide standard window syn-

chronization; varying RPG4 high or low, however, would
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Circuit Operation (continued)

shift the window late or early, respectively. If no adjustment

is desired, then PG2 and PG4 should be tied together and

only RPG2 should be used. Components with 5% tolerance

will suffice.

TABLE I. Pulse Gate Component Selection Chart

Data Rate RPG2' RPG1 CPG1 CPG2

5 Mbit/sec AJkil 1500 l^iF 0.1 /xF

10 Mbit/sec 1.8 kfi 6811 2.2 nF 0.22 (xF

15 Mbit/sec 750n 39n 3.9 juF 0.39 fiF

Where [RPQ2' - RPG2 + RPG3//RPG4]

ncva

i.ika

I <

vcc—o •

soka

TL/F/841S-9

FIGURE 6. Pulse-Gate Controls

CHARGE PUMP
Resistors Rrate and Rboost determine the charge pump
cun-ent. The Charge Pump bidirectional output current is re-

lated to the input current according to the relationship speci-

fied in the DC Electrical Characteristics Table. In the high

tracking rate with IBOOST ENABLE high, the input current is

teSET + Irset. ie.. the sum of the currents through

Rboost and Rrate from Vcc. I" the low tracking rate, with

IBOOST ENABLE low, this input current is Irset only.

A recommended approach would be to select Rrate first

The External Component Limits table allows Rrate to be
0.4 kn to 4.0 kn, so for simplicity select Rrate = 820n. A
typical loop gain change of 2:1 for high to low tracking rate

would require Rbcxdst ~ Rrate or B20fl. Referring to Fig-

ure 7 the input current is effectively Vbe/Rrate in the low

tracking rate, where Vbe is an Internal voltage. This rheans

that the current into or out of the loop filter Is approximately

2.0 Vre/Rrate. or in this example approximately 1.8 mA.
Note that although it would seem the overall gain Is depen-
dent on Vbe, this Is not the case. The VCC gain Is altered

Internally by an amount inversely proportional to Vbe. as
detailed in the section on the Loop Filter. This means that

as Vbe varies with temperature or device spread, the

gain will remain constant for a particular fixed set of values

of Rrate and Rboost- This alleviates the need for potenti-

ometers to select values for each device. The tolerance re-

quired for these two resistors will depend on the total loop

gain tolerance allowed, but 5% would be typical. Also Vcc
by-pass capacitors are required for these two resistors. A
value of 0.01 jaF is suitable for each.

VCO
The value of Ryco is fixed at 1 kfi + 1% in the External

Component Limits table. Figure 8 shows how Ryco is con-

nected to the internal components of the chip. This value

was fixed at 1 kn to set the VCO operating current such that

optimum performance of the VCO is obtained for production

device spreads. This means fixed value components will

be adequate to set the VCO center frequency for produc-

tion runs. The value of Cvco can therefore be determined

from the VCO frequency fycoi "siiQ 'f'a equation: Cvco ^

[1/(Rvco)(fvco)l - 5 pF where fyco is twice the Input

data rate. As an example, for a 5 Mblt/sec data rate, fvco
= 1 MHz, requiring that Cyco = 95 P^- This does not take

into account any lead capacitance on the printed circuit

board; the user must account for this. The amount of toler-

ance a particular design can afford on the center frequency

will determine the capacitor tolerance. The capacitor is con-

nected to the Internal circuitry of the chip as shown in

Figure 9.

As the data rate Increases and Cyco gets smaller, the ef-

fects of unwanted parasitic capacitances Influence the fre-

"boost

1 r

I I

ENABLE fSw^

LaOWRAIE
R: HIGH RATI

H^

<

I i * «

FIGURE 7. Irate SBt and Iboost Set
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Circuit Operation (continued)

quency. As a guide the graph of Figure 10 shows approxi-

mately the value of Cyco for a given data rate.

The VCO center frequency may be determined by: 1) hold-

ing pin 4 at ground potential and measuring the VCO fre-

quency (-20% value); 2) holding pin 4 at approximately 3

volts and measuring the VCO frequency (-1-20% value); 3)

averaging the two measured frequencies for the equivalent

center frequency.

LOOP FILTER

The input cun-ent Into the Buffer Amplifier is offset by a
matched current out of the Charge Pump, and even so is

much less than the switching current in or out of the Charge

Pump. It can therefore be assumed that all the Charge

Pump switching current goes into the Loop Filter compo-

nents Ri and Ci and Cz- The tolerance of these compo-

O
•o
00

at
lO

I i

iivco

FIGURE 9. VCO Capacitor

GNDO^
TL/F=/8418-11

FIGURE 8. VCO Current Setting Resistor

CVCO (PF) i

Rvcofvco'

5

2.5

10

5

IDEAL t=^

20 Ivco MHz

^g DATA RATE (MBIT/SEC) FDR MFM
TI./F/6418-13

FIGURE 10. VCO Capacitor Value for Disk Data Rates
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Circuit Operation (continued)

nents should be the same as Rrate and Rboost. and will

determine the overall loop gain variation. The three compo-

nents connected to the Charge Pump output are shown in

Figure 11. Note the return current goes to analog GND,
which should be electrically very close to the GND pin Itself.

The value of capacitor Ci determines loop bandwidth—^the

larger the value the longer the loop takes to respond to an

Input change. If C^ Is too small, the loop will track any jitter

on the ENCODED DATA input and the VCO output will fol-

low this Jitter, which is undesirable. The value of C-g should

therefore be large enough so that the PLL is fairly immune
to phase jitter but not large enough that the loop won't re-

spond to longer term data rate changes that occur on the

disk drive.

The damping resistor R^ Is required to damp any oscillation

on the VCO input that would otherwise occur due to step

function changes on the input. A value of Ri that would give

a phase margin of around 45 degrees would be a reason-

able starting point.

The main function of the capacitor Cj Is to "smooth" the

VCO input voltage. Typically its value will be less than one

tenth of Ci.

Figure /^ shows the relevant phase-locked-ioop blocks that

determine system response, namely the Phase Detector,

iOk

-WV—

I

Filter/Buffer Amplifier, and VCO. The Phase Detector

(Phase Comparator and Charge Pump) produces an aggre-

gate output cun-ent i which is proportional to the phase dif-

ference between the input signal and the VCO signal. The
1 .78 Vrf fvry^

constant (Ki ) is amps per radian where N = .

2irRN fDATA
R is either Rrate or Rrate II Rboost- fiis aggregate cur-

rent feeds into or out of the filter impedance (Z), producing a
voltage to the VCO that regulates the VCO frequency. The
VCO gain constant is 0.4 covcq/Vbe radians per second per

volt. Under steady state conditions, i will be zero and there

will be no phase difference between the input signal and the

VCO. Any change of Input signal will produce a change In

VCO frequency that Is determined by the loop gain equa-

tion. This equation is determined from the gain constants

Ki, A and Kg and the filter v/l response.

The impedance Z of the filter is:

X|| f-L ^ = ^ 1_+_sCiRi

sCa VsCi .,)
=

IfCj

sCi(l +^ + sCaRi)

< Ci then the impedance Z approximates to:

1 + sCiRi

sCi (1 + sCaRi)

I
I m

[
1

1 swrrcHED

L •
uteET/IBStTcft,,

J *— 2
suiiTrHEn

Tl_/F/M18-U

FIGURE 12. Loop Response Components
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Circuit Operation (continued)

The overall loop gain is then

G(s)=M!^x I+SC1R1

s sCi(1 + sCaRi)

1 + SC1R1

Let G(K) = Ki A K2

^^^^
' SCi (1 + SC2R1)

The Overall Closed Loop Gain Is;

4)0UT _ Gflo F(s)

<f.lN s + G{K) I={S)

Substituting, We Get

<^OUT ^ G(K1 (SCtRi + 1)

<f.|N S3RiCiC2 + S2Ci +GK(SCiRi +1)

(G(io/Ci)(SRiCi + 1)

S3 R1C2 + S2 + SG(K)Ri + G(K)/Ci

If C2 < Ci, we can Ignore the 3rd Order Component Intro-

duced by C2 then:

'i'OUT (Gfio/Ci)(SRiCi + 1)

A... S2 + SfifsnR- + Qnn/C...

This Is a second Order Loop and can be solved as follows:

S2 + SG(K)Ri + G((o/Ci = $2 + 2£ c«nS + a„^

.-. Ci

Rr
G(K)

From the above equations:

0) = (G(K)/C1)y2

G(K) = KI X A X K2 =

[(0.89X Vbe)/(2X Pi X R)l X [(0.4X Wvco)/Vbe] X [3.5]

2,7 coded data has a 2.67 to 1 .0 frequency range within the

data field. The expression K = (0.89 x Vbe/2 x Pi x R) is

valid when the VCD frequency is twice the ENCODED
DATA frequency. In order to make this equation more gen-

eral, It may be written as follows: K = (1 .78 x Vbe)/(2 x PI

X R X N) where N is defined as the VCO frequency divided

by the encoded data pulse frequency, or N = Fvcq/Fdata
(N = 3 for maximum data rate and N = 8 for minimum data

rate). Now G(K) can be written as follows:

G(K) = [(1.78 X Vbe)/(2 X Pi X R X N)] X

[(0.4 X wvCO)/Vbe] X [3.5]

= (2.5 X Fvco)/(R X N)

con =[(2.5 X Fvco)/(C1 X R x N]]Vi

where,

R = Rrate in ^^ low tf^ck rate;

R = (RraTE'/RbOOST) in the high track rate.

From the atx)ve equattons:

<0N = (R1 X G(K))/(2?)

G(K) = CI X (o)n2)

C, = (damping factor) = (R1 x canX C1)/2

The damping factor should be approximately 0.5 when an Is

minimum. Response to bit shift is minimized when the

damping factor Is small; however, if the damping factor

drops much tielow 0.5, the system tends to be oscillatory

(underdamped). Additionally, loop performance is poor (ex-

cessive phase-acquisithin times) if the damping factor te-

oomes much larger than 1.0. Any Increase in loop band-

width (due to R decreasing In the high track rate) produces

a proportional increase In the damping factor, and should be

limited to the point where the maximum damping factor Is

1.0. With the damping factor range established, loop design

can proceed.

From the Disk Interface Design Guide And User's Manual

Chapter 1 , Section 1 .3- 1 .7, it Is shown that a 946 krads/sec

loop bandwidth during acquisition results in a 7 byte crystal

reference clock acquisition and data frequency acquisition

(VCO settled to within 2 ns of window center). We recom-

mend that these design guide sections be reviewed In con-

junction with the DP8462 data sheet in order to obtain a

more detailed explanation of the loop bandwidth selection

used here, as well as for disk system PLLs in general.

This design example Is for a 10 MBit/sec data rate and

assumes that the IBOOST ENABLE pin is tied to the

PREAMBLE DETECTED pin. This results in the track rate

being switched from high to low after four bytes of preamble

are detected. As an alternative, the IBOOST ENABLE pin

may be tied to an Inverted READ GATE signal, resulting In

the track rate switching immediately to low when READ
GATE Is asserted. This Is discussed further in the Design

Guide.

We will assume a 1-0-0-0 . . . preamble. During acquisition

we are in the high track rate and thus (i>u is at maximum

value. In the read mode the highest frequency pattern we
can encounter is 1-0-0 . . . ; however, ojn will be lower since

we will be In the low track rate.

WN = [(2.5 X Fvco)/(C1 X R XN)]y2

Choose Rp = Rrate // Rboost = 575n'

946 X 103 = [(2.5 X 20 X 106)/(C1 X 575 X AiV^

CI = 0.028 fiF Choose CI = 0.022 jiF

We don't want i to exceed 1 .0. Therefore,

tt>N X R1 X CI

1.0 =

R1 = 96n

(946 X 103 X R1) X 0.022 X IQ-S

Choose R1 = lOOfl

'Note: Designing a PLL is an iterative procedure. For the DP8462, design

values for Rrate and Rboost typically range from 700a to 1.5 l<a

The application note provides a more thorough discussion for choos-

ing these values.

The continuous-tiehavlor (non-quantized) approximation

used to predict loop performance assumes that ttie phase

detector output Is constantly proportional to the Input phase

difference. In reality, the phase detector output Is a pulse

applied for a period of time equal to the phase difference.

The function of C2 is to "smooth" the phase detector output

(VCO control voltage) over each cycle. C2 also adds a sec-

ond pole to the filter transfer function. This pole should be

far enough outside the loop bandwidth (at least one order of

magnitude) that its phase and amplitude contrlbutkjn Is neg-

llgable in the loop bandwidth. If

C2 = C1/50 = 390pF

the acquisition performance and the margin loss are not

significantly changed from the predictions. If a larger C2 is

used, the margin loss can be reduced at the expense of the

acquisition time. This may be desirable for some systems.

Please see the Disk Interface Design Guide And User's

Manual Chapter 1, Sections 1.3-1.7 for a discussion of the

functk5n of C2.

Oo
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Circuit Operation (continued)

As soon as the PREAMBLE DETECTED output goes low we
switch to the low track rate. To maintain stability we must

ensure that £min ^ '^^

Jniin occurs when on is minimum; i.e., when we have seven
consecutive zeroes (N = 8).

(MNmin X R1 X CI)

0.5

4min ~

_ (<DNmin X 100 X 0.022 X 10-6)

tmax —

t^Nmin = 454.5 krads/seo

We can now calculate Rrate

o>Nmin = [(2.5 X Fvco)/(C1 X Rrate X N)]V2

454.5 X 103 = [(2.5 X 20 X 106)/(0.022 X
10-6 X Rrate x 8)]%

Therefore, Rrate = 1 -375 kn

Choose, Rrate = 1 .2 kn

Now we calculate cuNmax ^nd £max in the low track rate

t^Nmax = [(2.5 X 20 X 10e)/(0.022 X 10-6 x Rrate X 3)]%

«>Nmax = 794 krads/sec

_ (<»Nmax X R1 X CI)

2

imax = 0.87

The final component to be determined Is Rboost

Rboost X Rrate

Rboost + Rrate

Rboost X 1.2 x io3

Rboost + 1.2x103

Therefore, Rboost = 1-1 kn

DIGITAL CONNECTIONS TO THE DP8462

Figure IS shows a connection diagram for the DP8462 in a
typical application. All logic inputs and outputs are TTL com-
patible as shown in Figure 14 and 15. The VCO Clock out-

put Is 74AS compatible. All other outputs are 74ALS com-
patible. All inputs are 74ALS compatible and therefore can
be driven easily from any 74 series devices.

Since, Rp =

575--

K4tH
I 1

TL/F/8418-17

FIGURE 13. Alternate Loop Filter Configuration

-Wcc

-hi I eND

TL/F/841S-ie

FIGURE 14. Logic Inputs

-Vbc

FIGURE IS. Logic Outputs

TABLE II. Loop Filter External Component Values

Data Rate Pulse Gate Components (Note 3) Charge Pump (Note 1) Loop Filter (Note 2)
(NRZ)

RpQ2 RpGI CpGI CpG2 Rrate "boost R1 Ci C2

5 Mbit/sec

10 Mbit/sec

15 Mbit/sec

4.7k

1.8k

0.75k

i5on
68n
39n

I.OjiiF

2.2 jiF

3.9|LiF

0.1 fiF

0.22 ^^F

0.39 laF

820n
1.2 kft

820n

1.5 kn
1.1 kn
2.7 kn

loon
lOon
33n

0.03 jxF

0.022 jitF

0.082 jiiF

600 pF
390 pF

leoopF
Note 1; Component tolerances are system dependent, they depend on tiow much loop gain deviation can be tolerated.

Note 2: Component tolerances are typically 5% but they depend on the amount of Loop Bandwidth tolerance that can be accepted.

These values have been altered from oaioulated values based on empincal tests of the loop.

Note 3: Component tolerances typicaily 10%, not cntical.
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Circuit Operation (continued)

The Incoming data from the pulse detector in the drive is

connected to the ENCODED DATA input. PREAIWBLE SE-

LECT Input is tied high or low depending on whether the

user's system Is employing 1000 or 100 preamble pattern.

The LOCK CTL input is to be tied high or low depending on

whether or not it is desired to keep the PLL In Phase and

Frequency comparison mode while detecting preamble.

Phase and Frequency comparison lock while detecting pre-

amble will eliminate the chances of the PLL locking onto a

harmonic of the preamble frequency when Read mode Is

first entered. (Susceptibility to a harmonic lock is increased

when using the 1000 preamble). Since a high level on

IBOOST ENABLE input puts the PLL in high track rate, it

should be held high during Non-Read (standby) mode so

that a quick lock is achieved upon entering Read mode.

Once the PLL Is locked onto the incoming data, however,

this input should be taken low. Although the user Is free to

do this anytime, one possible method is to tie this Input to

the PREAMBLE DETECTED output of the chip—as shown

in Figure 16. The READ GATE input is used to place the

chip In and out of Read mode and therefore should be tied

to the controller and/or a 2, 7 code Encoder/Decoder).

As for the outputs, SYNCHRONIZED DATA and VCO
CLOCK may b© tied to the Encoder/Decoder—which in turn

would deseriallize and decode the data before sending it to

the controller. PREAMBLE DETECTED output can be tied

to the controller and/or the Encoder/Decoder to provide an

indication when 4 consecutive bytes of preamble pattern

have been detected. The only output that is not shown in

Figure 16 is the PHASE COMPARATOR TEST output. This

output is the logical OR of the Phase Comparator's outputs

(Charge-Up and Charge-Down inputs of the Charge-Pump).

As such, pulses generated at this output provide information

about the loop filter's behavtor in that the envelope of the

pulses generated at this output is a waveform that repre-

sents the loop filter's response to any phase difference de-

tected by the Phase Comparator.

Finally, to improve noise immunity, Digital and Analog VCC
pins should be tied together and also the Digital and Analog

Ground pins should be tied together. PG1 pin should also

be grounded.

Applications of the DP8462 Data

Synchronizer
The DP8462 Is part of National Semiconductor's DP8460

Series Disk Chip Set and therefore, is designed to work In

conjunction with other members of this family; such as

DP8464—the pulse detector, and DP8466—the disk data

controller. A typical system application employing these

components is shown in Figure 17. The DP8462 is based

upon the proven circuitry of the DP8465 (Data synchronizer

and separator for the MFM code)—-the first Integrated circuit

to place on one chip a PLL with features that offer the im-

proved speed and reliability required by the disk industry.

Not only does the chip simplify disk system design, but also

provides fast lock-on to the incoming preamble. Once

locked on, the loop is set Into a lower bandwidth mode. This

Inherent loop stability allows for a sizable amount of jitter on

the data stream, such as is encountered in many disk sys-

tems. Once in the stable tracking rate, the SYNCHRO-
NIZED DATA output represents the incoming ENCODED
DATA and Is synchronous with VCO CLOCK. This synchro-

nized data Is then deserialized by the ENDEC using the

VCO CLOCK.

The DP8462 is capable of operating at up to a 20 Mblts/sec

data rate and so Is compatible with a wide assortment of

disk drives. The faster data rates of the 8-inch and 14-inch

disk drives will mandate the selection of the DP8462-3 parts

with nan-ower window margin on the Incoming data stream.

This will also be the case when 5%-inoh drives achieve

higher data rates. Some 8-inch and 14-inch disk drives in-

corporate the functions of the DP8462, but use many dis-

aete ICs. In these cases, replacing these components with

the DP8462 will offer reduced P.C. board area, lower cost,

and Improved performance while simplifying circuit testing.

Most 5%-inch and many 8-inch and 14-inch disk drives

manufactured at present do not incorporate any of the func-

tions of the DP8462. This Is so primarily because the PLL

function is difficult to design and Implement and requires

circuitry which covers a large area of the printed circuit card.

This Is undesirable both from the drive size aspect and from

the cost aspect (the cost Includes soldering, testing, and

adjusting the components). Consequently, most smaller

disk drives output RLL encoded data so that the phase-

locked-loop and data separatton have to be performed by

the controller. The DP8462 will therefore replace these

functions In controller designs, as shown in Figure 18a.

System design criteria may now change because the

DP8462 is a one-chip solution, requiring only a few external

passive components with fixed values. It operates from a

-I-5V supply, consumes about 0.5W, and is housed In a nar-

row 24-pln package. The circuitry has been designed so that

the external resistors and capacitors need not be adjusta-

ble; the user chooses the values according to the disk drive

requirements. Once selected, they will be fixed for that par-

ticular drive type. These features make it possible to trans-

fer these functions to the disk drive, as shown in Figure 18b.

Apart from a slight increase in board area, the advantages

outweigh the disadvantages. First, the components select-

ed are fixed for each type of drive and this facilitates the

problem of interchangeabllity of drives. At present, compo-

nents in the controller are adjusted to function with each

specific drive; with the DP8462 in the drive, component ad-

justment will no longer be required. Second, there is often a

problem of reliability of data transfer. The Incoming data

signal Is susceptible to noise, bit shift, etc. Soft errors will

occur when the incoming disk data bit position is outside the

Pulse Gate window as it Is being synchronized to the VCO
clock in the phase-locked-loop. Obviously, the nearer the

PLL Is to the data source, the less chance there Is that

BTors will occur. Thus placing the DP8462 in the drive will

Increase the reliability of data transfer within the system.

Oo
eo
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Applications of the DP8462 Data Synchronizer (continued)

A third advantage is data rate upgrading. Most 5%-inch

drives have 5 Mbit/sec data rate because the early drives

were made with this data rate. This meant the controllers

had to be designed with PLLs which operate at this data

rate. It is therefore difficult for drive manufacturers to intro-

duce new drives that are not compatible with existing con-

trollers. Since no new standard data rate has emerged, they

must continue to produce drives at this data rate to be com-
patible with the controllers on the market. With the DP8462
in the drive, and its associated components set for the

drive's data rate. It no longer becomes a problem to in-

crease the data rate, assuming the controller's digital cir-

cuitry can accommodate the change. This will allow the

manufacturers to increase the bit density and therefore the

capacity of their drives.

12 lit

hIvcc HI-

n til-

vcc

•vcc 0.22

.01;»F

1.2 ka

.01 /iF

1.1 Ka'

D.022mF

|-VW-|f-i
lOOC

390 pF

39 pF

rlh n
1 ka ± 1 %

PG4 PG2 PG1 PG3

DIGmL VCC

ANALOG VCC

IRSET BSET CPOUT

2F CLOCK

CI C2 RVCO

LOCK CTL

READ GATE

PREAMBLE DETECTED

ENCODED PREAMBLE SYNCHRONIZED VCO
DATA SELECT DATA CLOCK

ANALOG
GND

DIGITAL

GND
IBOOST

ENABLET
FROM PULSE DETECTOR

CRYSTAL DERIVED OR
FROM SERVO CLOCK

-X-
GND

2, 7 CODE ENDEC

CONTROL

SIGNALS

DATA k
CLOCK

DISK DATA

CONTROLLER

(SUCH AS

DP8466)

FIGURE 16. Typical Connection to DP8462 For:

1) RLL (2.7 Code) Data Input, 10 Mbit/sec Data Hate

2) 1-0-0 Preamble Pattern

3) PLL to stay in Phase-Frequency Comparison mode until 4 bytes of Preamble Detected

4) PLL to stay in high Track Rate until PREAMBLE DETECTED asserted

5) Delay line left unadjusted (PG2 & PG4 shorted together)
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Applications of the DP8462 Data Synchronizer (continued)

EXT. COMPONENTS

(i.7)
^ ' w

ENCODED DATA
DPM62

SYNCHRONIZER

(PLL)

READ GATE

PULSE

DETECTOR

(SUCH AS DP8464)

2F CLOCK ^

' '

k-

DISK DATA

CONTROLLER

(SUCH AS DP8466)

(2.7)

SYNCH

DATA

vco

CLOCK

DISK HOI
FROM SERVO CLOCK

OR XTAL OSC
'

"" "^

2,7 ENDEC
^ CONTROLS

'

J READ/WRIIE,DATA & CLOCK^DRWER

(+ PRECOMP ?)

(2,7) WRITE DATA

J f" r

TL/F/8416-20

FIGURE 17. Typical Application of DP8462 in a System Employing RLL (2,7) Code

ESDI OR SMD

INTERFACE

PULSE

DETECTOR
t—

DISK

2F aOCK

DRIVER

DP8462

ENDEC 4-*-»

DISK DATA

CONTROLLER

PULSE

DETECTOR
t—

DISK

T
2F CLOCK

*-*

DISK DATA

CONTROaER

TL/F/84ie-21 TUF/8418-22

a) DP8462 in the Controller b) DP8462 in the Drive

FIGURE 18. Two Different tHethods of Utilizing DP8462

PRECAUTIONS IN BREADBOARDING AND PCB
LAYOUT

The DP8462 contains a high performance analog PLL and

certain precautions must t>e taken when breadboarding or

designing a PCB layout. The following guidelines should be

adhered to when worlting with the DP8462:

1 ) Do not wire wrap.

Keep component lead lengths short, place components

as close to pins as possible. This applies to R1, 01, R2,

Cvco. Rrate. Rboost. Crate. Cboost. RPGI, rpg2,

andCPGI.

Provide a good ground plane and use a liberal amount

of supply bypassing. The quieter a PLL's environment,

the happier it is.

Avoid routing any digital leads within the vicinity of the

analog leads and components.

We have used a PC board approach to breadboarding the

DP8462 that gives us an excellent ground plane and keeps

component lead lengths very short. W/ith this setup we have

2)

3)

4)

found very stable and reliable operation. Illustrations of

component layout is shown in Figure 19. Note that the

board layout is a recommendation not a requirement.

ADDITIONAL NOTES

1) PQ1 should be grounded to improve noise immunity.

2) 2F clock must be applied at all times; without the 2F

clock, the pulse gate circuitry will not operate properly

making it impossible to lock onto the incoming data

stream.

3) The programming capacitor for the Vco can be calculat-

ed as:

Cvco = 1 /(Vco * Rvco) - 5 PF

The 5 pF value is due to parasitic internal device capaci-

tance.

4) Care must be taken in final PC board layout to minimize

pin to pin capacitance, particularly in multi-layer printed

circuit boards.

5) Please refer also to Precaution For Disk Data Separator

Designs, NSC Application Note AN-414.

Oo
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Connection Diagram

PREAMBLE DETECTED

3— SYNCHRONIZED DATA

TL/F/8418-23

FIGURE 19. Recommended Component Layout
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DP8463B (2, 7) ENDEC
General Description
The DP8463B (2, 7) ENDEC performs the encoding and

decoding necessary to use either of two different Run-

Length Limited (RLL) Codes for disl< drive memory systems.

Either code gives a disl^ system the ability to record up to

50% more message data in the same media space without

any increase in the Flux Changes per Inch (FCI), when com-

pared to a system using Modified Frequency Modulation

(MFM) coding. The DP8463B also performs several other

functions to enable many disk controllers, designed for

MFM or other codes, to use RLL codes. These added func-

tions are: the writing and reading of an Address Marl< for

soft-sectored disk formats, and the writing and reading of a

Preamble pattern (Phase Looked Loop (PLL) Sync Field)

that is compatible with the (2, 7) RLL Code. There are three

different Address Marks and two Preamble patterns that

may be programmed along with two possible encode/de-

code tables In seven possible formats for soft sectored

disks or three possible formats for hard sectored disks. The

user can also select two possible lengths of Preamble to

count before issuing a "Lock Detect" signal or an external,

user provided, signal may be accepted so any Preamble

length may be counted before issuing a Lock Detect signal.

The term "Message" is used to designate unencoded data,

and the term "Code" is used to designate the encoded

data.

Features
Up to 50% increase in recorded data density over MFM
Encodes and decodes IBM (2, 7) Code

Encodes and decodes Xerox (2, 7) Code

Soft-sector Address Mark generation and detection

Preamble generation and detection (maximum frequen-

cy "3T" = 100 ... or "4T" = 1000 . .
.

)

Programmable formats:

• Hard sector

• Soft sector with Address Mark preceding Preamble
• Soft sector with Address Mark following Preamble

Programmable Address Mark:

• SMD 3-Byte gap with no transitions, preceding

Preamble

• IBM 2-Byte gap with two transitions, preceding

Preamble

• Address Mark not violating (2, 7) constraints following

Preamble

Programmable Preamble length counted before "lock-

detect" issued:

• Externally determined

• 8

Code output Is synchronized to 2f crystal/servo clock

Glitchless multiplexer switching between VCO clock for

reading and 2f clock for writing

Message Data Rate to 25M bits per second (Code

Rate = 50 Mbps)

TTL Compatible Inputs and Outputs

Compatible with Phase-Locked-Loop of DP8462 Data

Separator

Compatible with DP8466 Disk Data Controller

28-Pln wide Dual-ln-Llne Package & 28 pin Plastic Chip

Carrier

2-Micron, Dual Metal CMOS
Single +5V Supply

Connection Diagrams

Dual-ln-Line Package Plastic Chip Carrier

AM MODE 1
—

4T/5f PREAMBLE—
l/XCODE—I 3

REFERENCE aOCK

CODE IN —
VCO aOCK

MESSAGE OUT

CODE OUT

MESSAGE IN —
WRITE CLOCK —
OND (Vss)— 11

2f CRYSTAL/SERVO CLOCK — 12

FORMAT CONTKOL 2

RESET

1
-CT-

28

2 27

3 26

4 25

5 24

6 23

7 22

8 21

9 20

10 19

11 18

12 17

13 16

14 15

(PRODUCTION TEST PIN)

AM MODE

-Vcc (Vdo)

ADDRESS MARK ENABLE

• UNSYNCNRONIZED CODE

ADDRESS MARK FOUND

WRITE SATE

READ GATE

• EXT. SET PREAMBLE COMPLETE

- FORMAT CONTROL 1

LOCKOrECf
- PREAMBLE LENGTH 1

PREAMBLE LENGTH

- EXT. WRHE CLK. MODE

I M '
s^

S S IS I

COKM
VCO CLOCK

MESSAGE OUT

CODE OUT

MESSAGE N

WRITE aOCK

GROUHO

3 1 1 2S 27 26
25

24

23

22

10 20

t1

1! 13 u 15 IB

19

17 18

ADDRESS MARK EJIABLE

UNSYNCHRONIZCD CODE

ADDRESS MARK FOUND

WRTIE GATE

EXT. SET PROUBLE LQIGTH

FORMAT CONTROL 1

ii

Top View

28 Pin Package
Order Number DP8463BN
See NS Pacicage N2SB

5i
S y H

Top View

28 Pin Package

Order Number DP8463BV
See NS Package V28A

TL/F/8433-2
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Absolute Maximum Ratings Recommended Operating
Supply Voltage 0.5 to TV COnditlOnS
Input or Output Voltage -O.StoVcc + 0.5V Symbol Parameter MIn Max Units

Storage Temperature -65°Cto +150°C Vqc DC Supply Voltage 3 6V
Lead Temperature 300°C V|,Vo Input or Output Voltage Vcc V

lo High or Low Level Output Current ±25 mA
Ice Vcc or GND per pad ±50 mA
Ta Operating Temperature Range -40 +85 °C

DC Eiectricai Characteristics
Vcc = 5V + 10%, Min./Max. limits apply across temperature unless othierwise specified.

Symbol Parameter Conditions MIn Max Units

V|H Min. High Level Input

Voltage
Vo = 0.5VorVcc-1V,
hol = 1l^A

2 V

V|L Max. Low Level Input

Voltage
Vo = 0.5VorVcc-1V,
llol = IfiA

0.8 V

VOH High Level Output

Voltage

V| = VccOrGND, Vcc-0.05 V

Vol Low Level Output

Voltage

V| = VccorGND,
|lol=1fiA

0.05 V

lOH High Level Output

Cun'ont

V| = VccorGND,
Vo = Vcc -0.8V

-6 mA

lOL Low Level Output

Cun-ent

V| = VccorGND,
Vo = 0.4V

6 mA

l|H High Level Input

Current
Vcc = Max., V| = 2.7V + 1 ,xA

l|L Low Level Input Cun-ent Vcc = Max., V| = 0.4V -45 jxA

icc Supply Cuffent V| = VccorGND
TA = 25'CVco = 50Mb/S

100 mA

AC Electrical Characteristics Vcc = SV ± 10%, Min./Max. limits apply across temperature unless otherwise

specified. Input load = 1 pF, Output Load = 15 pF.

Symbol Parameter Part No MIn Typ Max Units

fOATA Maximum message data frequency DP8463-10 10 Mb/s

DP8463-20 20 25 Mb/s

fvco Maximum VCO frequency DP8463-10 20 Mb/s

DP8463-20 40 50 Mb/s

tMI SET-UP Set-up time of MESSAGE IN before WRITE
CLOCK positive edge for IBM Encoder

10 ns

'mi hold Hold Time of MESSAGE IN for IBM Encoder ns

tCK-DATA Propagation delay allowed

external controller between
negative edge of REFERENCE
CLOCK and start and of

MESSAGE IN for Xerox

Encoder

DP8463-10
Freq.

VI 60 ns
lOMb/s

DP8463-20

15 10 50 ns

20 40 ns

25 10 30 ns

tCI SET-UP Set-up time of CODE IN before VCO CLOCK
positive edge

7 ns

tCI HOLD Hold time of CODE IN after VCO CLOCK positive

edge 3 ns

tpdIE Propagation delay of IBM Encoder from positive

edge of WRITE CLOCK to start of CODE OUT
(5 = logical delay, 1 = circuit delay)

5 6 6
code
bits

tpdlD Propagation delay of IBM Decoder from VCO
CLOCK to MESSAGE OUT 4 6

code
bits
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AC Electrical CharSCteristiCS Vcc = SV ±10%, Min./Max. limits apply across temperature umess otherwise

specified. Input load = 1 pF, Output Load = 15 pF. (Continued)

O
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01Symbol Parameter Min Typ Max Units

tpdXE Propagation delay of Xerox Encoder from internal

strobe of MESSAGE IN to CODE OUT
code

bits

tpdXD Propagation delay of Xerox Decoder from VCO
CLOCK to MESSAGE OUT

code

bits

Note: Mb/s = Megabits/second

DP8463 Pin Definitions

POWER
11. GND(Vss)

26. Vcc (Vdd)

INPUT SIGNALS

14.

24.

10.

RESET

Active low input resets various flip-flops when

the next VCO CLOCK positive pulse is received.

The DP8463 should be reset after each time

pGVSr'€r !3 3ppi!@C.

VCO CLOCK

This is the clock output of the data separator

circuit (e.g., DP8462). During the read mode (I.e.,

when READ GATE is high) it is the clock derived

from the code recorded on the disk. During the

write mode, it is the 2f frequency output of a

crystal oscillator or a disk's servo track.

CODE IN

This is the encoded data output of the data sep-

arator circuit (e.g., DP8462). It is synchronous

with the VCO CLOCK. The positive edge of the

VCO CLOCK signal is used to strobe the CODE
IN signal into the (2, 7) ENDEC. A "one" is a

high level for 7 or more nanoseconds before the

positive VCO CLOCK edge.

UNSYNCHRONIZED CODE

This Is the encoded data output of the pulse de-

tector circuit (e.g., DP8464). It is used by the

DP8463 for detecting soft-sector Address Marks

(gaps) that precede the Preamble ( = PLL=PLO
Sync Field). A "one" is a high level for 7 or more

nanoseconds. A "one" resets the Address Mark

Counter which counts VCO CLOCK pulses.

MESSAGE IN

This is the unencoded "write data" from the disk

data controller (e.g., DP8466). When IBM codes

are used (i.e., I/X Code input is high) and a high

level is on the EXTERNAL WRITE CLOCK
MODE input, the WRITE CLOCK strobes the

MESSAGE IN data into^the DP8463. When Xe-

rox codes are used (I/X Code input is low), the

EXTERNAL WRITE CLOCK MODE input must

be low. The MESSAGE IN data is strobed into

the DP8463 by an internal clock signal that Is a

If clock derived from the VCO CLOCK. The

"tcK-DATA" specifies the constraints on the time

between the REFERENCE CLOCK and the start

of the data MESSAGE IN signal.

WRITE CLOCK

This clock strobes the MESSAGE IN (write data)

data into the IBM encoder section and is the

clock for the IBM encoder.

21. READ GATE

A high level signal places the (2, 7) ENDEC in

the mode to read code from the disk and decode

it, plus detect and count a number of Preamble

patterns. Address Marks that foliow the Pream-

ble and do not violate the (2, 7) RLL constraints

are read while READ GATE is high.

22. WRITE GATE

A high level signal places the (2, 7) ENDEC in

tho mode to encode data and write code '^n the

disk, and where appropriate, to write an Address

Mark, Preamble pattern and Phase Sync pattern.

A low level signal puts the (2, 7) ENDEC In a
mode to detect gap-type Address Marks that

precede the Preamble.

25. ADDRESS MARK ENABLE

This pin must be held high for the full time an

Address Mark is written on a soft sectored disk.

WRITE GATE must also be high during the writ-

ing of the Address Marit.

PROGRAMMING INPUTS

2. 4T/3T PREAMBLE MODE
A high level places the (2, 7) ENDEC in the

mode to generate and detect "4T" Preamble

patterns (Le., 1000 In code which is 4 Time peri-

ods). The MESSAGE IN signal Is Inverted in the

(2, 7) ENDEC before being encoded so the 4T

code pattern is generated from an all zeros

MESSAGE IN data stream. The output of the de-

coder is also inverted in this mode so the inver-

sion is transparent to the user. The double inver-

sion is performed during all reading/writing, not

just during the Preamble. A low level input places

the (2, 7) ENDEC in the "3T" Preamble Mode
(i.e., 100 .. . code pattern). The I/O is not invert-

ed in this mode.

15.

IBM/XEROX CODE

A high level places the (2, 7) ENDEC in a mode
to encode and decode according to the IBM

Message Data/Code Table. A low level has the

(2, 7) ENDEC encode and decode according to

the Xerox Message Data/Code Table.

EXTERNAL WRITE CLOCK MODE
A high level on this pin makes the DP8463 re-

sponsive to WRITE CLOCK inputs. When the

DP8463 is being used for Xerox codes, this pin

must be low. When IBM codes are used, this pin

must be high (except for special modes dis-

cussed In a separate applteation note).
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DP 8463 Pin Definitions (24 pin version) (continued)

1&27.

AMM1

1

ADDRESS HilARK MODE
AMMO MODE

Hard Sector

1 Soft Sector, Generate & Detect

SMD Address Marl<

Soft Sector, Generate & Detect

IBM 8/20 Address Marl<

1 1 Soft Sector, Generate & Detect

N7V Address Mark

1 6 & 1 7. LENGTH OF PREAMBLE READ
PL1 PLO LENGTH OF PREAMBLE

Set by EXTPREC Pulse

1 6 Message (Data) Bytes

1 8 Message (Data) Bytes

These programmable inputs determine the

length of Preamble that Is read until an active

low LOCK DETECTED signal is output.

20. EXTERNALLY SET PREAMBLE READ COM-
PLETE (EXTPREC)

A positive level ^ 10 ns from an external counter

determines the length of the Preamble read be-

fore issuing an active low. LOCK DETECT signal

and switching the (2, 7) ENDEC out of its Pream-

ble Mode into its normal Decode Mode. For ex-

ample, the short 15 ones count of the DP8462 (3

or 4 message bytes length) could be used. The
DP8463 must receive at least one message byte

of the preamble pattern before the EXTPREC is

received.

OUTPUT SIGNALS

4. REFERENCE CLOCK

This is a divide-by-two derivation of the VCO
CLOCK received from the Data Separator Cir-

cuit. The REFERENCE CLOCK is fed to the

Formats

23.

"Read Clocl<" Input of the Disit Data Controller.

During the reading of the Preamble, a group of

Phase Sync Code Patterns appear so the proper

two code bits at the 2f frequency are synchro-

nized with the If Reference Clock Flip-Flop. Dur-

ing the read mode, the positive edge of the REF-
ERENCE CLOCK should be used by the Disk

Data Confroller to strobe the MESSAGE OUT
(NRZ) data bit or the ADDRESS MARK FOUND
signal. During the write mode, the negative edge
of the REFERENCE CLOCK should cause the

Digital Data Controller to issue a new message
data bit With WRITE GATE active (high) the

REFERENCE CLOCK is as undelayed as possi-

ble from its VCO CLOCK source, to maximize

the time window of receiving MESSAGE DATA
for the Xerox encoder. When WRITE GATE is

inactive (low), the REFERENCE CLOCK is de-

layed so its positive going edge occurs later in

the MESSAGE OUT signal period to maximize

the set-up time for the controller to receive it.

CODE OUT
A high level for a code bit period is output for

each "one" in code that is to be written on the

disk media as a flux transition by a write amplifier

containing a write flip-flop that changes state ev-

ery time a positive pulse is received. This output

can also be strobed by the appropriate phase of

a 2f Clock signal.

ADDRESS MARK FOUND (AMF)

When the SMD or IBM Address Mark Is detect-

ed, a positive pulse, the width of two message
data bits, is issued on this pin. When the N7V
A.M. is detected, the AMF Is one message bit

wide. When the Address Mark is a gap preceding

the Preamble, this "Address Mark Found" (AMF)

External Write Clock Internal Write Clock

Son Sector
Hard
Sector Soft Sector

Hard
Sector

Format Element:

Address Mark, SMD 1 1 1

Address Mark, IBM 1

Preamble, 4T, ENDEC
inverts I/O 2 2 1 1 1 2 1

Preamble, 3T, Natural 2 1 1

Phase Sync, 4T, Natural 3 2 2

Address Mark, Non (2, 7)

violation 2 2 3

Code, IBM 3 3 3 2

Code, Xerox 3 3 4 4 2 3

Notes
A. Each table entry is the sequence of appearance of the format element.
B. "Natural" means the DP8463 outputs are from inputs transformed only by the encoder/decoder without inversions in the DP8463.
C. The 4T Preamble inherently provides the Phase Sync function.
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DP 8463 Pin Definitions (Continued)

can be used as a "Sector Mark" input to a disk

data controller operating in a hard sector mode.

When the AM follows the Preamble, the disk

data controller would synchronize on byte

boundaries when it received the AMF and a pre-

programmed byte is detected (e.g. see DP8466

specifications).

7. MESSAGE OUT

This is the "read data" for the disk data control-

ler. A high level signal represents a "one" of de-

coded data. It is strobed into the disk data con-

troller by the positive edge of the REFERENCE
CLOCK.

18. LOCK DETECT

A low level signifies that a minimum, uninterrupt-

ed length of a Preamble pattern has been read.

The length of Preamble is programmed by PL1

and PLO. This output may be used to switch a

Data Separator Circuit from a high to a low track-

ing rate mode.

Message Data/Code Tables

1. IBM (2, 7, 1, 2, 3) Message Data/Code Table

Normal Inverted

Message Data Message Data Code

MSB LSB MSB LSB MSB LSB

000 111 0O010O

10 01 0100

010 101 100100

0010 1101 00100100

11 00 1000

011 100 001000

0011 1100 00001000

Most Significant Bit (MSB) is read/written first

2. XEROX (2, 7, 1, 2, 3) Message Data/Code Table

Normal Inverted

Message Data Message Data Code

MSB LSB MSB LSB MSB LSB

1 xo

01 10 0001

001 110 000010

000 111 001001

X = 1 , [f 2 or more zeros immediately precede present code word

X = 0, if eittler of the 2 preceding t>rts is a one

IMSB is read/written first

NOTE:

Definition of (2, 7, 1,2,3):

2 = minimum numtser of zeros lietween adjacent ones

7 = maximum number of zeros tjetween adjacent ones

1 = 1 ratio of message data tiits to code bits.

2 = J first number is message data

3 = number of different lengtfis of message data words

Description of Circuit

Characteristics
1. Address Marks

There are three programmable Address Marks for soft

sector formats:

A. SMD Address Mark:

This is a gap without any flux transitions on the disk for

a length of three message data bytes. It appears at the

start of a sector. It is written by the Disk Data Control-

ler (DDC) having Its ADDRESS MARK ENABLE active

high for a time equal to 24 message data bits while

WRITE GATE is also active high. The gap is detected

any time an interval of 16 message data bits passes

without a flux transition. The detection occurs when
WRITE GATE Is inactive (low). The state of ADDRESS
MARK ENABLE during the detecting of the gap is a

"don't care" so the DP8463 is compatible with both

Storage Module Device (SMD) and Enhanced Small

Disk Interface (ESDI) standards.

B. IBM Address Mark:

This Address Mark is a gap of 32 code bits which has

no flux transitions except for two transitions in posi-

tions 8 and 20 (and the first seven positions are "don't

care" values according to IBM's definition). The
DP8463 writes a "1" in positions 1, 8 and 20, and de-

tects the Mark by detecting two gaps of 8 to 1 1 bits

with a "1" between the two gaps. (The "1" in position

1 insures that the first detected gap will be after, not

before, position eight.)

C. Non Seven Violation (N7V) Address Mark:

This address mark is a unique word which does not

violate the (2,7) RLL constraints but can not be gener-

ated by a message data pattern in the Xerox or IBM

encoders. This N7V Address Mark (A.M.) should follow

the Preamble. The N7V A.M. is two message data

bytes wide. The first byte is a "4T" phase sync pattern

in code. The second byte is the unique A.M. pattern.

2. Phase Sync Pattern

Since (2, 7) RLL Code has two bits for every one mes-

sage data bit, the decoder must be able to align itself

properly on the first bit of each code word. The maximum

frequency code pattern of (2, 7) RLL Code is the "3T"

pattern "100." In decoding a series of 100100...code pat-

terns, it is Impossible to determine if any individual code
"1" is an odd or even bit unless you know exactly where

the pattern began, which is impossible in the Preamble.

If the "4T" code pattern is used, i.e., 1000, and if we

know what message data pattern was used to encode it,

then the decoder knows that every "1" in code is the

beginning of a code word, when an all ones message

data pattern was input to the encoder during the Pream-

ble. Therefore, a "4T" Preamble is able to attain phase

sync naturally while a "3T" Preamble must be foltowed by

a 4T pattern to attain phase sync before any data is read.

3. Byte Sync Pattern

The purpose of a Byte Sync pattern is to tell the Disk

Data Controller the location of the message data byte

boundary. With hard-sector disks or soft sector formats

where the Address Mark precedes the Preamble, the

Sync Byte may be user-selected without any DP8463

constraints. If a "3T" Preamble or a N7V Address Mark is

used, there are constraints on the Sync Byte. When a

"3T" Preamble is used, the Sync Byte message bits must

be "all ones" so that a "4T" code pattern is generated

which provides the necessary Phase Sync pattem when

reading. When a N7V Address Mark is used, there must

also be a "4T" phase sync pattern generated by the Byte

Sync. An "all ones" in message bits Byte Sync is used

with the "3T" Preamble as noted above, but when the

O
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Description of Circuit Characteristics

DP8463 is used in its data inverting mode, tile Sync Byte

must be mostly zeros, i.e., 10000000 in message bits.

4. Externar Write Clock

The external WRITE CLOCK input to the DP8463 from

the Disk Data Controller (DDC) has its source in the 2f

CLOCK, but there are many propagation delays between

the two clocks that may vary with different combinations

of DP8463S, DDCs, buffers, and cables. When the IBM

(Continued)

Encoder is used with the external WRITE CLOCK input,

the timing of the CODE OUT signal to the disk's write

amplifier is dependent upon the WRITE CLOCK'S duty

cycle and the different high-to-low versus low-to-high

propagation delays in the IBM encoder. This may not be
significant at low speeds, but at high speeds an unsym-
metrical duty cycle will make a significant contribution to

bit jitter of the IBM Encoder output.

1
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DP8463 (2, 7) Endell Endec Block Diagram

EXnRNALLY SET
PREAMBLE ^

READ LENGTH -^

CODE IN -^

VCO CLOCK

UNSYNC CODE

READ GATE

WRITE CLOCK

WRITE GATE
ADDRESS MARK

ENABLE

RESET

I /X CODE

4T/3T PREAMBLE
EXTERNAL WRITE .

CLOCK MODE
ADD.MK.MODE I

ADD.MK.MODE

PREA.LENGTH I

PREA.LENGTH

TL/F/e433-6
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DP8463B
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OR SERVO

CLOCK

R/W HUl
DP84E4
PULSE
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ENCODED DATA ^
t
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AMPLIFIER
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DP 8482
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DP 8463 7
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rS. SECOND .

i>^Av'>

_ ADDRESS MARK FOUND ^-o p
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DISK DATA
22 CONTROLLER
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PROGRAMMINO PINS
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Description of Circuit Characteristics
The WRITE CLOCK will always be in sync with the 2f

CLCXJK but the phase relationship is a variable depend-

ing upon the system speed and propagation delays.

Therefore, the user must use a flip-flop on the CODE
OUT output which is clocked by the con«ct phase of the

2f CLOCK. With this circuitry, the transition signals to the

write amplifier will always occur on the same edge of the

2f CLOCK whose period is very constant. See DP8463
Application Note for suggested circuits to automatically

do the resynchronization.

5. Interna! Write Clock

When the Xerox Encoder Is used, the CODE OUT signal

is clocked by a 2f signal that is a derivation of the VCO
CLOCK so the output is only switched on the positive

edges of the 2f frequency so no jitter error is Introduced

(Continued)

by the Xerox Encoder. The MESSAGE IN data is also

strotied into the Xerox Encoder by a derivation of the

VCO CLOCK that is half the CODE OUT frequency. This

places a slight constraint on the total propagation delay

of the DDC from the time it receives the REFERENCE
CLOCK (Read Clock to DDC) until the MESSAGE IN

(Write Data from DDC) signal is issued. The time limits

are specified In the AC Electrical Characteristics.

6. Error Propagation

Since a single bit shift error in a code word may be de-

coded as a different message data word, there is error

propagation. The longest error burst found for the IBM
Code is 5 bits long, and for the Xerox Code, 6 bits. There-

fore, the disk system must have Error Checking and Cor-

recting (ECC) circuitry capable of correcting these errors.

Oo
oa

w
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DP8464B Disk Pulse Detector

General Description
The DP8464B Disk Pulse Detector utilizes analog and digital

circuitry to detect amplitude peaks of the signal received

from the read/write amplifier fitted with the heads of disk

drives. The DP8464B produces a TTL compatible output

which, on the positive leading edge, indicates a signal peak.

Electrically, these peaks correspond to flux reversals on the

magnetic medium. The signal from the read/write amplifier

when reading a disk is therefore a series of pulses with

alternating polarity. The Disk Pulse Detector accurately rep-

licates the time position of these peaks.

The DP8464B Disk Pulse Detector has three main sections:

the Amplifier, the time channel and the gate channel. The

Amplifier section consists of a wide bandwidth amplifier, a

full wave rectifier and Automatic Gain Control (AGC). The

time channel is made from the differentiator and its follow-

ing bi-directional one shot, while the gate channel is made
from the differential comparator with hysteresis, the D flip-

flop and its following bi-directional one shot.

The Disk Pulse Detector is fabricated using an advanced

oxide Isolated Schottky process, and has been designed to

function with data rates up to 15 Megabits/second. The

DP8464B is available in either a 300 mil wide 24-pin dual-in-

line package or a surface mount 28-pin plastic chip carrier

package. Normally, it will be fitted in the disk drive, and its

output may be directly connected to the DP8481 or the

DP8465 Data Separator.

Features
Wide input signal amplitude range—^from 20 mVpp to

660 mVpp differential

Data rates up to 15 Megabits/sec 2,7 code

On-chip differential gain controlled amplifier, differentia-

tor, comparator gating circuitry, and output pulse

generator

Input capacitivety coupled directly from the disk head

read/write amplifier

Adjustable comparator hysteresis

AGC and differentiator time constants set by external

components

TTL compatible digital Inputs and Outputs

Encoded Data Output may connect directly to the

DP8461 or DP8465 Data Separator

Standard drive supply: 12V±10%
Available in 300 mil wide 24-pin dual-in-line package or

a surface mount 28-pin plastic chip carrier package

Block Diagram

I

AUTOMATIC

CONTHOL

FULL
WAVE

RECTIFIER

am
CHMtHEL
INPUT

-VA-|-VA- -^//v-t-VA^

TIME
CHANNEL
WfUT

Pin 5—No connecBon

Pin 8—No connection

DIFFEflENTUL
COMPARATOR

WITH
HYSTEHESIS

77
SET CHANNEL

H^m^lESIS ALIGNMENT
OUTPUT

Note: AN pin numbers in ttiis data sheet refer to the 24-pjn dual-in-line package.
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Absolute Maximum Ratings

Specifications for Military/Aerospace products are not Storage Temperature - 65°C to + 1 50°C
contained in tliis datasheet. Refer to the associated Lead Temp, (Soldering, 10 seconds) 300°C
reliability electrical test specifications document. H/laximum Power Dissipation at 25°C

Supply Voltage T "^""l^V
Molded DIP Package

TTLlnputVdtage 11,13 5.5V
(derate 15.6 mW/"C above 25»C) 1950mW

TIL Output Voltage 12,14,15 5.5V Plastic Chip Carrier Package

Input Voltage 3,4 5.5V (derate 1 2.5 mW/°C above 25°C) 1560mW

Minimum Input Voltage 3,4 -0.5V ^ * r» j-i-
Differentiaiinput 6-7,21-22, 3vor-3v Operating Conditions

Voltage 2-23 Symbol Parameter Min Typ Max Units

Vcc Supply Voltage 10.8 12.0 13.2 V

Ta Ambient Temperature 70 °C

DC Electrical Characteristics over Recommended operating Temperature and supply Range Vref = 0.5V,

Set Hysteresis = 0.3V. Read/Write = 0.3V unless othenwise noted. All Pin Numbers Refer to 24 Pin Dual-ln-Une Package.

Symbol Pins Parameter Conditions MIn Typ Max Units

AMPLIFIER

Zinai 6,7 Amp In Impedance Ta = 25''C

(Note 1)

0.8 1.0 1.2 kn

AVMIN 18,19 MIn Voltage Gain AC Output 4 Vpp

Differential

6.0 V/V

AvMAX 18,19 Max Voltage Gain AC Output 4 Vpp

Differential

200 v/v

Vcagc 16 Voltage on Cagc Av = 6.0

Av = 200 2.8

4.5

3.7

5.5 V

V

GATE CHANNEL

Zingci 21,22 Gate Channel Input

Impedance

Ta = 25°C

(Notel)

1.75 2.5 3.25 kn

'Cagc- 16 Pin leCunentwhich

Charges Cagc
VpiN 16 = 3.9V

|VpiN21-

VpiN22l = 2.6V

-1.5 -2.5 -3.5 mA

'cagc+ 16 Pin 16 Current which

Discharges Cagc
VpiN 16 = 5V

1 VpiN 21
-

VpiN22i = 1.4V

1 5 IxA

'vref 4 Vref Input Bias

Current

-20 -100 ^

Vthagc 22,21

4,16

AGC Threshold (Note 2)

Vp|Ni6=4.2V

0.88 1.0 1.12 V

ISH 3 Set Hysteresis Input

Bias Current

-60 -100 IxA

Vthsh ??,?1

3,16

Set Hysteresis

Threshold

(Note 3) 0.48 0.6 0.72 V

TIME CHANNEL

Zintc 2,23 Time Channel Input

Impedance

Ta = 25°C

(Note 1)

3.5 5.0 6.5 kn

ICd 24 Current into Pin 1 and

24 that Discharges

Cd

1.4 1.8 2.2 mA

oo»
a>
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DC Electrical Characteristics over Recommended operating Temperature and supply Range Vref = 0.5V,

Set Hysteresis = 0.3V. Head/Write = 0.3V unless othenwise noted. All pin numbers refer to the 24 pin dual-in-line package.

(Continued)

Symbol Pins Parameter Conditions Min Typ Max Units

WRITE MODE

ZiNai 6,7 Amp In Impedance

In Write Mode
Vp|Nil=2.0V 100 500 n

'cagc- 16 PinieCun'ent

In Write Mode
Vp,Nll=2.0V
Vp,Ni6=3.9V

|VpiN21-

Vp|N22l=1.3V

1 5 ;*A

DIGITALPINS

V|H 11,13 High Level Input

Voltage

2 V

V|L 11,13 Low Level Input

Voltage

0.8 V

V| 11,13 Input Clamp

Voltage

Vcc = Min

l| 18 mA
-1.5 V

l|H 11,13 High Level Input

Cun-ent

Vcc = l«ax

V| = 2.7V

20 M

l| 11,13 Input Current at

Maximum Input

Voltage

Vcc = Max
V| = 5.5V

1 mA

l|L 11,13 Low Level Input

Current

Vcc = Max

Vi = 0.5V

-200 ^LA

VOH 12,14,

15

High Level Output

Voltage

Vcc = Min

l0H= -40^lA

(Note 4)

2.7 V

Vol 12,14,

15

Low Level Output

Voltage

Vcc = Min

lOL = 800 pA
(Note 4)

0.5 V

los 12,14,

15

Output Short

Circuit Current

Vcc = Max

Vo = OV
-100 mA

Ice 9 Supply Current Vcc = Max 54 75 mA

AC Electrical Characteristics over Recommended operating Temperature and Supply Range

Symbol Pins Parameter Conditions Typ Max Units

DP8464B-2

tpp

14 Pulse Pairing (See Pulse Pairing Set Up) ±1.5 ±3 ns

DP8464B-3

tpp

14 Pulse Pairing (See Pulse Pairing Set Up) ±2 ±5 ns

Note 1: The temperature coefficient of the Input Impedance is typically 0.05% per degree C.

Note 2: The AGC Threshold is defined as the voltage across the Gate Channel Input (pins 21 and 22) when the voltage on Caqc (pin 16) is 4.2V.

Note 3: The Set Hysteresis Threshold is defined as the minimum differential AC signal across the Gate Channel Input (pins 21 and 22) which causes the voltage on

the Channel Alignment Output (pin 15) to change state.

Note 4: To prevent inductive coupling from the digital outputs to Amp In, the TTL outputs should not drive more than one ALS TFL kad each.
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Pulse Pairing Set Up

•Olio

' Transformer CT1) is

Tektronix CT-2 current

prot)e or equivalent

oo
00

DP8464B-2
f = 3.33 MHz and 1.25 MHz
V|N = 40 mVpp Differential

Vref = 0.44V

Cd = 68 pF

Rd = 30on

DP8464B-3
f = 2.5 MHz
V|N = 40 mVpp differential

Vref = 0.50V

Cd = 50 pF

Rd = 43on

Filter

R1 = 240n R2 = 680n

C1 = 15 pF C2= 100 pF

LI = 4.7 nH
This is a 3 pole Bessel with the corner frequency at 7.5

MHz.

Pulse Pairing IMeasurement

Connect a scope probe to pin 14 (Encoded Data Out) and

trigger off its positive edge. Adjust the trigger holdoff so the

scope first triggers off the pulse associated with the positive

peak and then off the pulse associated with the negative

peak (as sfiown in the scope photo Ijelow). Pulse pairing is

displayed on the second pair of pulses on the display. If the

second pulses are separated by 4 ns, then the pulse pairing

for this part is ±2 ns.

Circuit Operation
The output from the read/write amplifier is AC coupled to

the Amp Input of the DP8464B. The amplifier's output volt-

age is fed bacl< via an external filter to an internal fullwave

rectifier and compared against the external voltage on the

VpiEp pin. The AGC circuit adjusts the gain of the amplifier

to make the peak to peak differential voltage on the Gate

Channel Input four times the DC voltage on Vref- Typically

the signal on Amp Out will be set for 4 Vpp differential.

Since the filter usually has a 6 dB loss, the signal on the

Gate Channel Input will be 2 Vpp differential. The user

should therefore set 0.5V on Vref which can be done with a

simple voltage divider from the + 12V supply.

The peak detection is perfomned by feeding the output of

the Amplifier through an external filter to the differentiator.

The differentiator output changes state when the input pulse

changes direction, generally this will be at the peaks. How-
ever, if the signal exhibits shouldering (the tendency to re-

turn to the baseline), the differentiator will also respond to

noise near the baseline. To avoid this problem, the signal is

also fed to a gating channel whk;h is used to define a level

either side of the baseline. This gating channel is comprised

a
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Circuit Operation (continued)

of a differential comparator with liysteresis and a D flip-flop.

The hysteresis for this comparator is externally set via the

Set Hysteresis pin. In order to have data out, the input am-

plitude must first cross the hysteresis level which will

change the logic level on the D input of the flip-flop. The

peak of the input signal will generate a pulse out of the

differentiator and bi-directional one shot. This pulse will

clock the new data at the D input through to the output. In

this way, when the differentiator is responding to noise at

the baseline, the output of the D flop is not changing since

the logic level into the D input has not changed. The com-

parator circuitry is therefore a gating channel which pre-

vents any noise near the baseline from contaminating the

data. The amount of hysteresis is twice the DC voltage on

the Set Hysteresis pin. For instance, if the voltage on the

Set Hysteresis pin is 0.3V, the differential AC signal across

the Gate Channel Input must be larger than 0.6V before the

output of the comparator will change states. In this case,

the hysteresis is 30% of a 2V peak to peak differential sig-

nal at the gate channel input.

Connection Diagrams

Dual-ln-Line (DIP) Package

Cd+ — 1

TIME CHANNEL INPUT + — 2

Sn HYSTERESIS — 3

*ff — 4

NO CONNECTION — S

AMPIN + — 6

AMPIN 7

NO CONNECTION — 8

Vcc
— 9

SET PULSE WIDTH — 10

READ /WRITE — 11

TIME PULSE OUT — 12

24— Cd-

' TIME CHANNEL INPUT

22 — GATE CHANNEL INPUT

19 — AMP OUT

-

' GATE CHANNEL INPUT

' ANALOG GROUND

— AMP OUT +

— DIGITAL GROUND

— C«GC

CHANNEL
ALIGNMENT OUTPUT

ENCODED DATA OUTPUT

— TIME PULSE IN

Top View

Order Number DP8464BN-3 or DP8464BN-4

See NS Package N24C

TL/F/5283-2

Plastic Chip Carrier (PCC) Package

SET

VRff HYSTERESIS TIME IN

+

TIMEIN- GATEIN
• /

NC

NC

AMPINS

AMPIN-

NC

Vcc

NC

4 3 Z • 2S 27 26

12 13 14 15 18 17 18

GATEIN

MUUICGND

AMP OUT-

AMP OUT+

NC

DISITALGND

CAGC

SET mS/mmi TIME TIME ENCODED CHANNEL HC

PULSE PULSE PULSE DATA AlIGH

WIDTH OUT IN

Order Number DP8464BV-3 or DP8464BV-4
See NS Package V28A

TL/F/6283-30
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Pin Definitions
{A!! pin numbers refer to the 24 pin dual-in-line package) Pin* Name

Pin# Name Function Digital Signals

Power Supply 10 Set Pulse

9 Vcc Tlie supply is -l-12V + 10%. Width

17 Digital Digital signals should be referenced

Ground to this pin. 11 Read/Wri

20 Analog Analog signals should be referenced

Ground to this pin.

Analog Signals

6 Amp In -1- These are the differential inputs to

7 Amp In

-

the Amplifier. The output of the read/

write head amplifier should be capac- 12 Time

itively coupled to these pins. Pulse

Out
18 AmpOut-F These are the differential outputs of

19 Amp Out

-

the Amplifier. These outputs should

22 Gate

21 Channel

Inputs

2 Time

Channel

Input -1-

23 Time

Channel

Input-

1

24 Cd-

Set

Hysteresis

Vref

5 No connection

8 No connection

16 Cagc

be capacrtively coupled to the gating

channel filter (if required) and to the

time channel filter.

These are the differential inputs to

the AGC block and the gating chan-

nel. These inputs must tje capacitive-

ly coupled from the Amp Out

These are the differential inputs to

the differentiator in the time channel.

In most applications, a filter between

the Amp Out (pins 18 and 19) and

these inputs is required to band limit

the noise and to correct for any

phase distortion introduced by the

read circuitry. In all cases this input

must be capacitively coupled to pre-

vent disturbing the DC input level.

The external differentiator network is

connected between these two pins.

The DC voltage on this pin sets the

amount of hysteresis on the differen-

tial comparator. Typically this voltage

can be established by a simple resis-

tive divider from the positive supply.

The AGC circuit adjusts the gain of

the amplifier to make the differential

peak to peak voltage on the Gate

Channel Input equal to four times the

DC voltage on this pin. This voltage

can be established by a simple resis-

tive divider from the positive supply.

The external capacitor for the AGC is

connected between this pin and Ana-

log Ground.

13 Time

Pulse

In

15 Channel

Alignment

14 Encoded
Data Out

Function

An external capacitor to control the

pulse width of the Encoded Data Out
is connected between this pin and
Digital Ground.

If this pin is low, the Pulse Detector is

in the read mode and the chip is ac-

tive. When this pin goes high, the

pulse detector is forced into a stand-

by mode. This is a standard TTL in-

put.

This is the TTL output from the bi-di-

rectional one shot following the dif-

ferentiator. In most applications this

can be connected directly to the

Time Pulse In.

This is the TTL input to the clock of

the D flip-flop. Usually this is con-

nected directly to the Time Pulse Out

pin.

This is the buffered output of the dif-

ferential comparator with hysteresis.

This is usually used in the initial sys-

tem design and is not used in produc-

tion.

This is the standard TTL output

whose leading edge, indicates the

time position of the peaks.

Application information

GENERAL DESCRIPTION

All pin numbers refer to 24 pin dual-in-line package.

The DP8464B Disk Pulse Detector utilizes analog and digital

circuitry to detect amplitude peaks of the signal received

from the Read/Write Amplifier. The analog signal from a

disk is a series of pulses, the peaks of which correspond to

1's or flux reversals on the magnetic medium. The pulse

detector must accurately determine the time position of

these peaks. The peaks are indicated by the positive lead-

ing edge of a TTL compatible output pulse. This task is com-

plicated by variable pulse amplitudes depending on the me-

dia type, head position, head type and read/write amplifier

circuit gain. Additionally, as the bit density on the disk in-

creases, the amplitude decreases and significant bit interac-

tion occurs resulting in pulse distortion and shifting of the

peaks.

The graph in Figure 1 shows how the pulse amplitude varies

with the number of flux reversals per inch (or recording den-

sity) for a given head disk system. The predominant disk

applications are associated with the first two regions on this

graph, Regions 1 and 2. Typical waveforms received by the

pulse detector for these regions are shown next to the

graph.

00

m
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Application Information (continued)

Region 1 is the liigh resolution area characterized by a large

spread between flux reversals and a definite return to base-

line (no signal) between these peaks. Pulses of this type are

predominantly found in drives which use either thin film

heads or plated media, or in drives which utilize run length

limited codes (like the 2,7 code) which spread the distance

between flux reversals.

A Region 2 waveform will vary from a tendency to return to

the baseline (called shouldering) to almost sinusoidal at the

higher frequencies. These pulses come from drives which

use limited frequency codes (such as MFM). The pulses

may contain shouldering on the outer tracks of the disk and

be nearly sinusoidal on the inner tracks since the flux densi-

ty increases towards the inner track.

Detecting pulse peaks of waveforms of such variable char-

acteristics requires a means of separating both noise and

shouldering-caused errors from the true peaks. In the past,

mild shoulder-caused en-ors were blocked by self-gating cir-

cuits (such as the "de-snaker"). These circuits fail when

shouldering is ©(tensive, hence the need for tfie DP8464B

which includes a peak sensing circuit and an amplitude sen-

sitive gating channel in parallel.

The main circuit blocks of the DP8464B are shovm in Figure

2. The output from the read/write amplifier is fed directly to

the Amp Input of the DP8464B. This is the input of a Gain

Controlled Amplifier. The amplifier's output voltage is fed

back via an external filter to an internal fullwave rectifier and

compared against the external voltage on the Vp^p pin. The

AGC circuit adjusts the gain of the amplifier to make the

peak-to-peak differential Gate Channel input voltage four

times the DC voltage on Vref-

The peak detection is performed by feeding the output of

the Gain Controlled Amplifier through an external filter to

the differentiator. The differentiator output changes state

when the input pulse changes direction, generally this will

be at the peaks. However, if the signal exhibits shouldering

(the tendency to return to the baseline) as seen in Region 1

and the upper part of Region 2, the differentiator will also

respond to noise near the baseline. To avoid this, the signal

is also fed to a gating channel which is used to define a

level either side of the baseline. This gating channel com-

prises a differential comparator with hysteresis and a D flip-

flop. The hysteresis for this comparator is externally set via

the Set Hysteresis pin. In order to have valid data out, the

input amplitude must first cross the hysteresis level. This will

change the logic level on the D input of the flip-flop. The

peak of the input signal will generate a pulse out of the

differentiator and bi-directional one shot. This pulse will

clock in the new data on the D input, which will appear at

the Q output. In this way, when the differentiator is respond-

ing to noise at the baseline, the output of the D flop is not

changing since the logic level into the D input has not yet

changed. The comparator circuitry is therefore a gating

channel to prevent any noise near the baseline from con-

taminating the data.

The amount of hysteresis is twice the DC voltage on the Set

Hysteresis pin. For instance, if the voltage on the Set Hys-

teresis pin is 0.3V, the differential Gate Channel Input must

be larger than 0.6V (+0.3V) before the output of the com-

parator will change states. The Time Pulse Out, Encoded

Data, and Channel Alignment Output are designed to drive 1

standard TTL gate.

REGION 1 WAVEFORMT^v^gW
REGION 2 WAVEFORM /\/vw

1.00

§0.75
"^

V
s \
^0.50 - REGION 1

2 \
O.ZS -_ 3 \

BIT DENSITY (BPI)

FIGURE 1. Pulse Amplitude vs. Bit Density with Typical Waveforms
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SF Pin 8—No connection
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+12V J

9 ^ (mi' OUT 1

R GATE T 1 TIME
CHANNEL 9 9 CHANNEL i
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<-^wv-tr-<>

1

INPUT INPUT

9 W 18 21 22 2 23 1 24

GAIN

, CDNTRnilfn

6 1^ AHPUFIEB

4v 1 1 I 1 r TIMEL-
6.5V—

4

7

^
DIFFERENTIATOR BI-DIRECTIONAL

ONE SHOT

PULSE OUT

_^ 12

f^
'

!»

DIFFERENTIAL
COMPARATOR

WITH
13

HYSTERESIS TIME

„

I^V-,
PULSE IN

AUTOMATIC FULL
WAVE

RECTIFIER

[
c a

BI-DIRECTIONAL

ONE SHOT

'

"*'

_ E 4CDDED
DATA

I

W CONTROL ^ I 1 14

'

M 1

Tl

'(I

1

4 17 20

^ 1

10

1

3 15

) ill 11 1
BEAD/ VBEF DIGrTAl ANALOG SET CHANNEL SET
W"ire 600UN0 GROUND HYSTERESIS ALIGNMENT PULSE

OUTPUT WIDTH

TL/F/5283-7

FIGURE 2. DP8464B Block Diagram, Region 1 Connection
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Application Information (continueci)

GAIN CONTROLLED AMPLIFIER

The purpose of the Gain Controlled Amplifier is to increase

the differerrtial input signal to a fixed amplitude while main-

taining the exact shape of the input waveform. The Gain

Controlled Amplifier is designed to accept input signals from

20 mVpp to 660 mVpp differential and amplify that signal to

4 Vpp differential. The gain is therefore from 6 to 200 and Is

controlled by the automatic gain control (AGC) loop. The

amplifier output Is actually capable of delivering typically 5

Vpp differential output but the parts are only tested and

guaranteed to 4 Vpp.

The input to the Gain Controlled Amplifier is shown in Figure

3. The value of the input capacitors should be selected so

that the pole fornied by the coupling capacitor and the 1 k

bias resistor is a factor of 10 lower than the lowest signal

frequency. These input bias resistors have a ±20% toler-

ance and a temperature coefficient of 0.05% per degree C.

When the pulse detector is in the write mode, these bias

resistors are automatically shunted by 425n resistors. This

allows the input circuit to recover quickly from the large tran-

sients encountered during a write to read transition. The
input impedance to the amplifier is therefore 1 k during read

operations and 300a during write operations.

The output of the Gain Controlled Amplifier Is shown in Fig-

ure 4. The outputs are biased at (12V - (0.75 mA x 2.4k)

- 0.75V) or 9.5V. Since each output will swing ± 1V (4 Vpp
differential), each output pin will swing from 8.5V to 10.5V. If

the total differential load placed on the output is Ik, (see

Figure 5) then the circuit must supply 2V/1k or 2 mA. Since

the output is class A, external resistors to ground must be

used to provide the sink current. In this case, in order to sink

2 mA at the lowest voltage, then (8.5V/2 mA) or an external

4.3k resistor from each output to ground is required. Note

that the circuit has additional margin since the internal 2 mA
current sources were not included in the calculation. Typi-

cally the output impedance of the Gain Controlled Amplifier

is 17n, and the -3 dB bandwidth is greater than 20 MHz.

--HI-—
FROM
READ

AMPUFIER
AMPIN

~Hh-=

•6.5V

I"

TL/F/5283-8

FIGURE 3. Input to Gain Controlled Amplifier
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Application Information (continued)

!>Z.4k |>2.4I(

<

--TV?
10k

12V

<

()l.5niA 02mAQ2nA

AMP OUT

FIGURE 4. Output of Gain Controlled Amplifier

^

VbUT

I—O-

|lk

'(-2 mA)

©>S. |>4.3k >4.3k 1^
2 mA UJ2in* l?2mA >2.4raA

"*"
T '?(2.4mA)^{2mA) ~|~

FIGURE 5. Output Stage with Ik Differential Load

TL/F/5283-10
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00

^
00
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Application Information (contmued)

AUTOMATIC GAIN CONTROL (AQC)

The Automatic Gain Control lioids Vne signal level at the

Gate Channel Input at a constant level by controlling the

gain of the Gain Controlled Amplifier. This is necessary be-

cause the amplitude of the input signal will vary with track

location, variations in the magnetic film, and differences in

the actual recording amplitude. The Gain Controlled Amplifi-

er is designed for a maximum 4 Vpp differential output. To

prevent the Gain Controlled Amplifier from saturating, the

Vref level must be set so the maximum amplifier output

voltage is 4 Vpp. The AGC will force the differential peak-to-

peak signal on the Gate Channel Input to be four times the

voltage applied to the Vref Pii- Normally some kind of filter

is connected between the Gain Controlled Amplifier's output

and the Gate Channel Input. Typically this filter has a 6 dB

insertion loss in its pass band. Since the AGC holds the

amplitude at the Gate Channel Input constant, this 6 dB loss

through the Gate Channel filter will cause the Gain Con-

trolled Amplifier's output to be 6 dB larger than the Gate

Channel Input.

The AGC loop starts out in the high gain mode. When the

input signal is larger than expected, the AGC loop will quick-

ly reduce the amplifier gain so the peak-to-peak differential

voltage on the Gate Channel Input remains four times the

voltage on Vref- If the input amplitude suddenly drops, the

AGC loop will slowly increase the amplifier gain until the

differential peak-to-peak Gate Channel Input voltage again

reaches four times Vref- The AGC loop requires several

peaks to react to an increased input signal. In order to re-

cover the exact peak timing during this transition, the Vqut
level must be set somewhat lower than the maximum of

4 Vpp. For instance, if the Vref is 0.5V, and if the loss in the

gate channel filter is 6 dB, then the Amp Output is 4 Vpp. If

the Amp Input suddenly increases 30%, the amplifier may

saturate and the timing for a few peaks may be disturbed

until the AGC reduces the amplifier gain. If the peak detec-

tion is critical during this time, the system may fail. The prop-

er operation, for this example, is to set the Vref si 0.35V so

the amplifier will not saturate if the input suddenly increases

30%.

A simplified circuit of the AGC block is shown in Rgure 6.

When the full wave rectified signal from the Gate Channel

Input is greater than Vref> the voltage on the collector of

transistor T1 will increase and charge up the external ca-

pacitor Cagc through T2. The typical available charging cur-

rent Is 2.5 mA. Conversely, If this input is less than Vref>

transistor T2 will be off, so the capacitor Cagc will 1^ dis-

charged by the base current going into the Darlington T3

and T4. This discharge cun-ent is approximately 1 jiA. The

voltage across Caqc controls the gain of the Gain Con-

trolled Amplifier. This voltage will vary from typically 3.4V at

the highest gain to 4.5V at the lowest gain.

When the AGC circuit has not received an input signal for a

long time, the base cun-ent of the Darlington will discharge

the external Cagc to 3.4V. The amplifier will now be at its

highest gain, When a large signal comes In, the external

Cagc wH' be charged up with the 2.4 mA from T2 thereby

reducing the gain of the amplifier. The formula, I = C x

(dV/dt) can be used to calculate the time required for the

amplifier to go from a gain of 200 to a gain of 6. For in-

stance, if Cagc = 0-01 n'. the charging current I is 2.4 mA,

and the dV required for the amplifier to go through its gain

range is 1.1V, then

dt = (0.01 ;iF X 1.1V)/(2.4mA)or4.6jiis.

In reality, the gain does not change this quickly since the

Cagc would only be charging during a portion of the input

waveform.

By using the same argument, the time required to increase

the amplifier gain after the input has been suddenly reduced

can be calculated. This time, the discharging current is only

1 /Liaso

dt = (0.01 jiF X 1.1V)/1 (lA) or 11 ms.

INTERNAL G.5V

FIGURE 6. Simplified AGC Circuit
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Application Information (continued)

This time can be decreased by placing an externa! resistor

across the Cagc- For instance, if a 100l< resistor is placed in

parallel with Cagc. then the discharge current is 40 fiA. The
time required to increase the amplifier gain is now 40 times

faster or 275 y-s. If this external resistor is made even small-

er, say 10k, then the discharge time will go to 27.5 jis. Now
however, there Is another problem introduced. The re-

sponse time of the AGC is so fast that it distorts the signal

at the output of the Gain Controlled Amplifier. Distortion of

the signal at the Amplifier Output can affect the time posi-

tion of the peaks of this signal. Be sure to check this distor-

tion over the range of input levels you expect to encounter,

when choosing the external R and C values for the AGC.

If the value of the bleed resistor across the Cagc is de-

creased (in order to equalize the AGC attack and decay

times) the value of Cagc '^"st be increased in order to

maintain an AGC response that does not distort the signal.

There is a second order effect on the amplitude that results

from this attack and decay time equalization. Referring to

Figure 2, notice that the AGC is driven from a full wave
rectified version of the Gate Channel Input signal. When the

AGC is operated normally (ie. fast attack and slow decay)

the voltage that appears across Cagc is the peak detected

value of this full wave rectified waveform. However, if you

equalize the AGC attack and decay times the voltage

across Cagc is the RMS voltage (0.707 times the peak) of

the full wave rectified waveform. Thus, the voltage across

Cagc is less and the amplitude out of the Gain Controlled

Amplifier will consequently be 1 .4 times larger.

It is possible to externally drive the Cagc Pin to control the

gain of the amplifier. It must be noted that the gain of the

amplifier is not always exactly 200 when the voltage on

Cagc is 3-4V. The transfer curve between the gain of the

amplifier and the voltage on Cagc is only approximate. This

transfer cun/e will vary between parts and with temperature.

Care should be taken to prevent the voltage on the Cagc
pin from going below ground or above 5.5V. Figure 7 shows
a typical curve of the Gain Controlled Amplifier Gain vs. the

voltage across Cagc (Vpin 16.)

250

s zoo

C9

I
BO

° 100

2.00 2.40 2.aO 3.20 3.60 4.00 4.404.80

VRN 16 (VOLTS)

TL/F/5283-12

FIGURE 7. Gain Controlled Amplifier Gain vs. Vpin 16

It is possible to change the time constant of the AGC circuit

by switching in different external components at the desired

times. For instance, as shown in Figure 8, an external open
collector TTL gate and resistor can be added in parallel with

Cagc to decrease the AGC response time. Similarly, an ex-

ternal capacitor could bie switched in to increase the re-

sponse time. Since in the absence of an external resistor

the discharge time of Cagc 'S much longer than the attack

«

time there may be some applications where it is desirable to

switch in a parallel resistor to quickly discharge Cagc then

switch it out to force a quick attack. Because of the quick

attack time, the AGC obtains the proper level quicker than it

would had Cagc simply been allowed to discharge to the

new level.

There are some applications where it is desirable to hold the
AGC level for a period of time. This can be done by raising

the READ/WRITE pin. This will shut off the input circuitry,

and it will take time (about 2.5 (is) for the circuit to recover

when going tiack into the read mode. Figure 9 shows a
method to hold the AGC level while remaining in the read

mode (which could be used in embedded servo applica-

tions). If the voltage on Vref is raised to 3V, then the ampli-

fier output voltage cannot get large enough to turn on the

circuitry to charge up Cagc- i^of this to work properly, there

can not be a large discharge current path (resistor in parallel

with Cagc) across Cagc- The AGC block can be bypassed
altogether by connecting Vref to 3V. In this way, the user

can use his own AGC circuit to drive the Cagc Pin directly.

OPEN
COLLECTOR

-| y^/A-

J

0P8464B

TL/F/62e3-13

FIGURE 8. Circuit to Decrease AGC Response Time

OPEN
COLLECmROu -»,TOVref

PIN 4

m
FIGURE 9. Circuit forAGC Hold

TL/F/5283-14

READ/WRITE

In the normal read mode, the signal from the read/write

head amplifier is in the range of 20 mVpp to 660 mVpp.
However, when data is being written to the disk, the signal

coming into the analog input of the pulse detector will be on
the order of 600 mV. Such a large signal will disturb the

AGC level and would probably saturate the amplifier. In ad-

dition, if a different read/write amplifier is selected, there will

be a transient Introduced because the offset of the pream-

plifiers are not matched. A READ/WRITE input pin has

tieen provided to minimize these effects to the pulse detec-

tor. This is a standard TTL input.

When the READ/WRITE pin is low, the pulse detector is in

the read mode. When the READ/WRITE pin is taken high,

three things happen. First, the 1 k resistors across the AMP
IN pins are shunted by 300n resistors, as described previ-

ously in the Gain Controlled Amplifier section. Next, the am-
plifier is squelched so there is no signal on the Amp Output.

O
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Application Information (continued)

Finally, the previous AGC level is held. This AGC hold func-

tion is accomplished by not allowing any current to charge

up the external Cagc- The voltage across this capacitor will

slowly reduce due to the bias current into the Darlington

(see Figure 6 ) or through any resistor placed in parallel with

Cagc- Therefore, as described in the Automatic Gain Con-

trol section, the gain of the amplifier will slowly increase. All

of these three events happen simultaneously.

When the READ/WRITE input is returned low, the pulse

detector will go back to the read mode in a specific se-

quence. First of all, the input impedance at the Amp In is

returned to 1k. Then, after approximately 1 jiS, the Gain

Controlled Amplifier is taken out of the squelch mode, and

finally approximately 1 fis after that, the AGC circuit is

turned back on. This return to the read mode is designed to

minimize analog transients in order to provide stable opera-

tion after 2.5 fiS. It is very important that the analog input be

stable before the chip is returned to the read mode. It is

recommended that other than when writing, the Pulse De-

tector be in the read mode at all times in order to prevent

the 2.5 )u.s delay from slowing up the system. The READ/
WRITE pin may be connected to the Write Gate output of a

controller (such as the DP8466 Disk Data Controller).

TIME CHANNEL FILTER

The peak detection is performed by feeding the output of

the Gain Controlled Amplifier through an external filter to

the differentiator. The differentiator output changes state

when the input pulse changes direction, generally this will

be at the peaks. The differentiator can also respond to

noise near the baseline, in which case the comparator gat-

ing channel will inhibit the output. The purpose of the exter-

nal filter is to bandwidth limit the incoming signal for noise

considerations. Care must be used in the design of this filter

to ensure the delay is not a function of frequency. For this

reason, a high order Bessel filter with its constant group

delay characteristics can tie used In this application. Often,

this filter must be specifically designed to correct errors in-

troduced by the non-ideal phase characteristics of the input

read head. The typcial -3 dB point for this filter is around

1 .5 times the highest recorded frequency. The design of this

filter is complex and will not be discussed here. However,

the following discussion does give a feel for some of the

considerations involved In the filter design. The reader Is

referred to reference #3 listed at the end of the Applica-

tions Notes for further filter design Information.

Figure 10 shows a typical Region 1 waveform where there Is

no bit Interaction. This waveform Is primarily the sum of the

fundamental frequency and Its 3rd harmonic (higher odd

harmonics are present when there is more shouldering).

If the filter is to preserve this wave shape (this would be the

case if no read/write head phase compensation were nec-

essary) then the phase relationship between the fundamen-

tal frequency and its harmonics must not be altered. Figure

11 shows the output when the 3rd harmonic has the proper

magnitude, but the phase relationship Is not maintained.

The result is that the output waveform is not the same
shape as the input (In a severe case it may be almost unrec-

ognizable) and the time position of the peaks has been al-

tered.

One electrical parameter which describes how well a filter

will preserve a wave shape Is called group delay. Group

delay is defined as the change in phase divided by the

change in frequency. If the group delay is constant over the

TL/F/5283-15

FIGURE 10. Typical Region 1 Waveform

TL/F/6283-16

FIGURE 11. Region 1 Waveform with

the Incorrect Phase Relationship

frequencies of interest, then the wave shape will be main-

tained. An MFM coded signal will contain three basic fre-

quency components for the various digital patterns of data.

For instance, a 10 Megabit/sec MFM signal will consist of

analog frequencies of 2.5 MHz, 3.33 MHz and 5 MHz. On
the outer track the bit density is the lowest and the 5 and

3.33 MHz signals will look sinusoidal while the 2.5 MHz sig-

nal will have a tendency to retijrn to the baseline. This re-

turning to the baseline is called shouldering and is illustrated

In Figure 10. Since this shouldering is rich in 3rd harmonic

—

the 2.5 MHz signal will have a strong 7.5 MHz component.

The 10 Megabit/sec MFM signal will therefore have

2.5 MHz, 3.33 MHz, 5 MHz, and 7.5 MHz components which

must be filtered with constant group delay in order to repro-

duce the original waveform. For example, if the phase shift

through the filter at 2.5 MHz is 33.3", then at 3.33 MHz the

phase shift must be 44.3°, at 5 MHz—66.6°, and at

dd
7.5 MHz—99.9°. The group delay — for this case is

dt

13.32°/MHz. This can be better Interpreted as a time delay.

33.3° of a 2.5 MHz signal is equivalent to (33.3/360) X

(1/2.5 MHz) or 37 ns. Similariy, 66.6° on a 5 MHz signal is

(66.6/360) X (1/5 MHz) = 37 ns.

The third order Bessel Filter as shown in the 10 Mbit/sec.

pulse pairing measurement board on the data sheet is de-

signed for a constant group delay and a -3 dB point of

7.5 MHz. At this frequency the delay through the filter is 35

ns. The Gain Controlled Amplifier of the DP8464B is de-

signed for a group delay of a 7.8 ns ±0.5 ns for frequencies

up to 7.5 MHz. The 7.B ns delay in the Gain Controlled

Amplifier and the 37 ns delay in the Bessel Filter do not

introduce any timing error, only a delay of 44.3 ns from the

Amp Input to the output of the filter.

DIFFERENTIATOR

A simplified circuit of the first stage of the differentiator is

shown in Figure 12. The voltages at V3 and V4 are simply

two diodes down from VI and V2. Therefore the voltage
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FIGURE 12. Simplified Differentiator First Stage
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across the external differentiator network (Cd In series with

Rd) Is the differential Input voltage V1 - V2. When Ra is

zero, the current through Cd Is I
= C x (dV/dt) or Cj x

(dV|N/dt). The Q2 collector current is the sum of the 1.8 mA
current source plus the current through Cj or

1.8mA + C(j X (dV|N/dt).

Similarly, the Q3 collector current is

1.8 mA- Cd X (dV|N/dt).

Therefore, the differentiator output voltage, V5 - V6, is

1.5kx2xCdX (dV|N/dt).

The Input is at a peak when V5 - V6 = OV.

The differentiator network (Cj and Rd) should be selected

so the maximum current into the differentiator network is not

greater than the minimum current of II and 12 over tempera-

ture. In the electrical specifications, the minimum current is

specified for 1.4 mA (Icd Current into Pin 1 and 24 that

discharges Cd). For example, the highest analog frequency

In a 10 Megabit/sec, MFM signal Is 5 MHz. Since the AGC
loop has forced the Input to the differentiator to 2 Vpp

(which includes the 6 dB loss of the filter), then the voltage

across the capacitor (assuming Rd is 0) is:

V|N = 1 X sin(2 X 77 X 5E6 X t)

and

dV|N/dt = 1 X 2 X IT X 5E6 X cos(2 X ir X 5E6 X t)

and the maximum slope Is

(dV|N/dt)max = 1 x 2 x tt x 5E6 = 314E5V/seo.

For this example, Cd can now be calculated. Since I = C x

(dV/dt), then tor I
= 1.4 mA, dV/dt = 314E5, then the

maximum Cd must equal 45 pF. From this example, a follow-

ing simple design equation for the value of Cd can be de-

rived.

Cd = 445/(V|N X fmax)

where

Cd Is the maximum external differentiator capacitor in pF

V|N Is the peak to peak differential Time Channel input

voltage

fmax is the maximum analog frequency in MHz

Note that this is the maximum value for the capacitor when

the series resistor Rd is zero. The value of the capacitor can

be increased if a series resistor Is used, but the maximum

current through the differentiator network must not exceed

1 .4 mA. If too large a value for Cd is used, the delay through

the differentiator will become dependent on frequency. This

will not show up in a single frequency test such as a test tor

pulse pairing.

For the MFM code, the maximum analog frequency is % the

data rate. For the 1/2(2,7) code, the maximum analog fre-

quency is Vs the data rate. The above sinusoidal analysis is

valid as long as the highest frequency on the outer track is

nearly sinusoidal. If, however, there Is significant shoulder-

ing of this signal then the value of Cd should be reduced

accordingly.

The following table summarizes the value of Cd to use for a

2 Vpp differential signal to the time channel Input.

Data Rate Code Maximum Frequency Cd

5 mbits/sec MFM 2.5 MHz 90 pF

5 mbits/sec 2,7 1.6 MHz 140 pF

10 mbits/sec MFM 5.0 MHz 45 pF

10 mbits/sec 2,7 3.3 MHz 67 pF

^s noted above, the value of the capacitor can be increased

if a series resistor is used, but the maximum current through

the differentiator network must not exceed 1 .4 mA. For ex-

ample, the components used in the Pulse Pairing Setup

(see AC Electrical Specifications) are for a typical 10 Mbits/

sec MFM drive. The combination of the Cd of 50 pF and the

Rd of 430n gives a combined impedance of 768n at the

highest frequency of 5 MHz. This gives a maximum cun-ent

of 1 .3 mA—well below the 1 .4 mA limit.

A resistor is placed in series with Cj in order to bandlimit the

differentiator response. This resistor also has an effect on

the phase linearity of the differentiator. An ideal differentia-

tor produces an output that is 90 degree phase shifted from

the Input regardless of the input frequency. The presence of

the series resistor produces an output phase shift that is

less than 90 degrees and changes with the Input frequency.

This resistor can be used to correct for frequency related

phase problems encountered elsewhere in the read path.
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Application Information (continued)

To properly decode the information on the disk, the read

channel must determine if there is a peak (or a "1
") during a

period of time called a detection window. The detection win-

dow for MFM and the (2,7) code Is

1/(2 X data bit rate).

This detection window must accommodate en-ors in many
parts of the system including filters, data separator, and
peak shift variations in the data pattern. The pulse pairing of

the DP8464B should be included in the error budget calcu-

lation.

Unequal delays through the bi-directional one shots will

corrtribute to pulse pairing. To minimize this effect, pin 2
should be connected to 22 and pin 23 should be connected

to 21. If connected this way, the delays tend to cancel. For

the PCC Package, Pin 26 to Pin 2, and Pin 25 to Pin 27.

DIFFERENTIAL COMPARATOR WITH HYSTERESIS

The actual peak detection is done in the time channel with

the differentiator. Unfortunately, the differentiator not only

responds to signal peaks but also responds to noise at the

baseline. In order to prevent this noise from generating false

data, the signal at the output of the Gain Ck>ntrolled Amplifi-

er is also passed through a gating channel which prevents

any output change before the Input signal has crossed an
established level. This gating channel comprises a differen-

tial comparator with hysteresis and a D flip-flop. The hyster-

esis for this comparator is set externally via the Set Hystere-

sis pin. The amount of hysteresis is twice the voltage on the

Set Hysteresis pin. For instance, if the voltage on the Set

Hysteresis pin is 0.3V, the differential input signal must be
larger than 0.6V(±0.3V) before the output of the compara-
tor will change states. The 0.6V hysteresis represents 30%
of a typical 2V differential input signal level to the

gating channel. The hysteresis level is usually set between
15% to 40% of the differential input signal.

The operation of the gating channel is shown in Figure 13.

At the top is a typical Region 1 waveform which exhibits

shouldering on the lowest frequency and is almost sinusoi-

dal on the highest frequency. In this example, this waveform
is fed to both the timing and the gating channel. The hyster-

esis level (of about 25%) has been drawn on this waveform.

The second waveform Is the output of the differentiator and
its bi-directional one shot This is the wavefomn on the Time
Pulse Out pin. While there is a positive edge pulse at each
peak, there is also noise at the shoulders. In this example,

the Time Pulse Out is connected directly to the Time Pulse

In without any external delay. This output is therefore the

clock for the D flip-flop.

The third waveform in Figure 13 is the output of the Compar-
ator with Hysteresis which goes to the D input of the flip-

flop. The true peaks are the first positive edges of the Time
Pulse Out which occur after the output of the comparator
has changed states. The D flip-flop will "clock" In these

valid peaks to the output bi-directional one shot. Therefore,

the noise pulses (due to the differentiator responding to

noise at the baseline) just "clock" in the old data through

the flip-flop and the output does not change.

The Q output of the flip-flop drives the output bkJirectional

one-shot which generates the positive edges corresponding

to the peaks. The width of the data pulses can be controlled

by an external capacitor from the Set Pulse Width pin to

ground. This pulse wklth can be adjusted from 20 ns to Vi
the period of the highest frequency. Typfcal values for this

capacitor are 20 pF for a 25 ns pulse width to 100 pF for a
100 ns pulse.

^M
TIME nJLSE OUT

OUTPUT OF

DIFF COMFARATOR

WrrH HYSTERESIS

JL I Jl

S
fl a JL
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m

112 cm
™™ _I1 D n n n n n

FIGURE 13. Time and Gate Channel Operation for Region 1 Signals
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PULSE DETECTOR OPERATION IN REGIONS 1 AND 2

Figure 14 shows the input waveform for the lowest frequen-

cy followed by the highest frequency for an MFM code. In

MFM the highest frequency is twice the lowest frequency.

The outer traoi< has the least flux changes per inch (FCI)

and is illustrated in the waveforms at the top. There Is so

much room between the pulses that the signal returns to the

baseline for the lowest frequency while there is shouldering

at the highest frequency. As you go towards the inner track,

the pulses become more crowded and bit interaction oc-

curs. At the third curve down (N x 1.7 FCI), there is shoul-

dering at the lowest frequency while the highest frequency

Is almost sinusoidal. At higher bit densities, the lowest fre-

quency looks sinusoidal, while the highest frequency is de-

creasing In amplitude, in Figure 14, the first three wave-

forms are examples of Region 1 operation (very little

change in amplitude with frequency). The last two wave-

forms are examples of Region 2 operation.

In a disk system, the bit density changes about a factor of

1.7 between the inner and the outer track. For instance, if

the Input waveform for the F-2F signal on the inner track of

a system looks similar to waveform #4 in Figure 14 (N x
2.2 FCI), then the outer track will have a bit density that is

approximately N x 2.2/1.7 or N x 1.3 FCI. This is shown in

the second waveform. Tracks half the way in will have a bit

density of the average between the inner and outer tracks,

in this case N x 1.7 FCI which Is illustrated in the third

waveform. Note that the analog waveforms change consid-

erably with track location. Self-gating circuits ("desnakers")

can be used in MFM systems which operate in these last

three curves (from N X 1.7 FCI to N X 2.9 FCI). If the FCI

becomes much less, the shouldering on the lowest frequen-

cy will let in too much noise. If the FCI Is increased, the peak

resolution gets very poor. Now we can compare these

waveforms to longer run length limited codes.

Figure 15 shows the analog waveform for the lowest fre-

quency followed by the highest frequency for a 2,7 code. In

the 2,7 code, the frequency range is from F to 2.66 x F.

Unlike the MFM code, there is no region where the self-gat-

ing "desnaker" will work on both the Inner and outer tracks.
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FIGURE 14. MFM F-2F Pulse Waveforms

for Various Flux Changes per Inch

FIGURE 15. F-2.66 X F Pulse Waveforms
for Various Flux Changes per Inch
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The simplest operation is for systems operating entirely in

Region 1, that is, no amplitude reduction between the high-

est and the lowest frequency at the inner track. The inner

track is specified (because the pulse interaction is most se-

vere on the inner track. For Region 1 operatton, only the

Time Channel filter is required, so the Gate Channel Input is

connected to the Time Channel Input. Since no external

time delay is required to align the time and gate channels,

the Time Pulse Out is connected directly to the Time Pulse

In. The Region 1 connection is shown in Figure 2. The inter-

nal timing for this operation is shown in Figure 13.

If there is significant amplitude reduction at the highest fre-

quency, the peak detection tiecomes more complex. If the

worst case waveform is like the fourth waveform on Figure

14, then the Region 1 connection might still work satisfacto-

rily. However, if the input begins to approach the fifth wave-

form, this system configuration will completely fail One
problem is that the AGC will respond to the frequency de-

pendent amplitude modulation and distort the waveform.

Figure 16 illustrates this prot>lem which is encountered In

systems operating in Region 2. If the input digital pattern

suddenly shifts from a high frequency to a low frequency,

the bit density may shift from the 70% level on the BPI

curve of Figure 1 to a point at 90% on the BPI curve. As
shown, the AGC loop is correcting for this frequency-in-

duced change in amplitude by quickly decreasing the ampli-

fier gain. The situation gets worse if the input digital pattern

shifts back to a high frequency. The AGC loop now cannot

quickly increase the amplifier gain, so the output waveform
will very slowly increase. The AGC response to frequency

related amplitude change is not desirable since the AGC is

now distorting the input waveform. This can be prevented by
inserting a lead network between the Gain Controlled Ampli-

fier's output and the AGC input, as shown in Figure 17. This

will increase the amplitude of the higher frequency into the

AGC, thereby preventing the AGC from changing gain.

Another problem encountered in Region 2 operation is that

the amplitude of the highest frequency may be so low that it

may not trip the hysteresis level. If this happens, these
peaks would not be gated on to the output. This problem
can also be con-ected by placing a separate filter to the

gating channel which will make the amplitude of the highest

frequency equal the amplitude of the lowest frequency. This

Is illustrated In the following example.

Consider a disk system which uses the 2,7 code and has an
input at the Inner track which looks like the fifth waveform in

Figure 15. Since the flux density on the outer track is 1/1.7

times the flux density of the inner track, the outer track

waveform will look like the third waveform. One filter cannot

perfectly compensate both these extremes, so we design to

compensate a waveform between these two. The track

which is % of the way in towards the inner track is a good
compromise. The filter in this example Is a single zero

placed such that the lowest frequency followed by the high-

est frequency have the same amplitude on the track % of

the way in. Figure 18 shows the operation of the inner track

of this example. While the gating channel filter has made
the amplitudes of the two frequencies nearly the same, the

time relationship to the Time Channel Input has not been
preserved. The proper operation Is to have the positive

edge of the signal at the Time Pulse In pin, whicli corre-

sponds to a peak, be the first positive edge after the output

of the comparator has changed states. This can be accom-
plished either of two ways. One way is to Insert an external

delay between the Time Pulse Out and the Time Pulse In as
shown in Figure 18. The required delay can be determined

by comparing the Time Pulse Out to the Channel Alignment

Output with both external filters In the circuit. Another way is

to design the Time Channel Filter with more group delay.

This will probably require addJtk>nal poles.

Figure 19 shows the outer track operation of our example.

Notice how the system has taken care of the shoulder-in-

duced-noise on the Time Pulse Out. The external delay has
shifted the Time Pulse In so the noise Is not clocking In new
data to the flip-flop. It is important to select this delay such
that the positive edge conresponding to a signal peak is al-

ways the first positive edge after the output of the compara-
tor has changed states.

While the gating filter has equalized the amplitudes between
the highest and the lowest frequency, the amplitude be-

tween the Inner and the outer track has not been held con-

stant. This can be seen by comparing the Gate Cfiannel

Input between Figure 18 and Figure 19. In order to avoid

saturating the Gain Controlled Amplifier, the voltage on the

Vref pin must be set so that the voltage out of the Gain

Controlled Amplifier is 4 Vpp or less for all tracks. The low

frequency signal on the inner track contains far more funda-

mental frequency than the low frequency signal on the outer

track. Consequently, the low frequency inner track signal

will experience more attenuation than the low frequency

outer track signal in passing through the gating channel fil-

ter which, for this example, has been optimized to pass
higher frequencies. The AGC tends to hold the input to the

gating channel constant for a fixed Vref level. Therefore

the largest output from the Gain Controlled Amplifier is for

the low frequency inner track signal. The voltage on Vref
should tie adjusted so that the differential output swing of

the Gain Controlled Amplifier is 4 Vpp maximum for this

signal. This means that the output voltage on the outer track

will be less than 4 Vpp.

REGION 2

INPUT

SIGNALaM/V\AA/\fflgg

FIGURE 16. Improper AGC Response to Region 2 Signal

TL/F/52S3-22
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Application Information (continued)
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FIGURE 18. Region 2 Inner Track Operation

V ^ v%^/^INPUT

CHANNEL
;

TIME PULSE OUT

TIME PULSE IN

DIFFCOMPARATOfl '

WTH HYSTERESIS

1 rLTLn
^^'

n n fULfuuLi
FIGURE 19. Region 2 Outer Track Operation
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Application Information (continued)

Another troublesome input pattern wtiich should be Investi-

gated is a high frequency triplet surrounded by the lowest

frequSncy as shown in Figure 20. Since the center txt of the

triplet does not rise very much above the t>aseline, there is

the possibility it will not trip the hysteresis level. This pattern

should be checlted to ensure the gating channel filter raises

this center bit enough for the proper operation of the gating

channel. The operation of the triplet in the previous example

is shown In f^uris^/.

LAYOUT CONSIDERATIONS

Figure 22 is a top view of the component layout for the

PP8464B application board whose schematic is shown in

Figure 23. Care must be exercised in the board layout in

order to isolate all digital signals from analog signals. The

layout shown in Figure 22 is a good example of what is

required In this regard. In particular the Amp. In pins (pins 6

and 7) and the Cqiff pins (pins 1 and 24) must be isolated

from all digital signals. An analog ground plane will greatly

aid in this isolation as will separate digital and analog

grounds. The Vcc (pin 9) should have a 0.1 jaf bypass ca-

pacitor to analog ground located close to the 0P8464B. The

component list is provided as an example. These compo-

nents will need to be optimized for a specific read channel.

:7^^^
JUF/SSa3-2S

FIGURE 20. (2,7) Triplet

CHANNEL
INPUT

A zx

GATE

CHANNEL

INPUT.#%^f^
TIME PIHSE OUT

TIME PULSE IN

OUTPUT OF

DIFF COMPAIUnm
WITH HYSTBIESIS

Jl Jl

a

Jl

IL

Jl

Jl

JL

JL

JL

f^

—

I

ru—

L

-"" n n n n n r

FIGURE 21. Region 2 Triplet Operation
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Application information (continued)

Encffiled Dab Out

FIGURE 22. DP8464B Component Layout—Top View
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Application Information (Continued)

PARTS LIST FOR DP8464B BOARD

Component Note
Function

Value for Value for

Name *
ruiivbiuii

Value 5Mbtts/sec lOMbits/sec

R2 3 Adjustment for Vrep (AGC amplitude) Ik pot

R3 3 Adjustment for Set Hyst. (threshold) Ikpot

R4 2 Adjustment for differentiator network Q 5k pot

R5 1 Low pass filter resistor 560ft

R6 1 Low pass filter resistor 240n

R7 1 Low pass filter resistor 240n

R8 Amp Out emitter bias resistor 4.3k

R9 Amp Out emitter bias resistor 4.3k

R10 Pull down resistor for Read/Write Pin 5.1k

R11 Resistor In parallel with Cagc 100k

R12 Encoded Data Out damping resistor 51ft

R13 Read/Write damping resistor 51ft

R14 Divider network for Set Hyst and Vref 2.4k

R17 6 Series resistor for Time Channel Input Not required onDP84g4B

R18 6 Series resistor for Time Channel Input Not required on DP8464B

C1 VREFcap 0.1 )iF

C2 Set Hyst. cap 0.1 fiF

C3 2 Differentiator cap 100 pF SOpF
C4 Time and Gate Channel In coupling cap 0.01 fiF

C5 Time and Gate Channel In coupling cap 0.01 (iF

C6 1 Low pass filter cap 200 pF 100 pF

C7 1 Low pass filter cap 30 pF 15 pF

C8 4 Cagc cap 0.01 (iF

CIO Vcccap 1.0 fiF

C11 Vcccap 0.1 ^F
CI 3 5 Amp In coupling cap 2200 pF

014 5 Amp In coupling cap 2200 pF

C16 Set Pulse Width cap 100 pF 50 pF

L1 2 Differentiator inductor 3.6 jxH 1.6 jiH

L2 1 Low pass filter inductor lOjiiH 4.7 fiH

L3 1 Low pass filter inductor lOjiH 4.7 ;tH

BREADBOARD OPERATION NOTES
1. The low pass filter is a 3 pole Bessel with the corner

frequency at 3.76 MHz for the SMbits/sec board (7.5

MHz for the 10 Mbits/sec board).

2. The differentiator is a simple RLC filter with the break

frequency at 8.5 MHz for the 5 Mbits/sec board (17 MHz
for the 10 Mbits/sec board). The resistor can be adjusted

to correct for phase distortion in the channel.

3. The VpEp should be set at 0.5V. Since the low pass filter

has a 6 dB loss, the signal on AMP OUT is 4 Vpp differen-

tial while the amplitude into the gate channel is 2 Vpp
differential. The Set Hyst. should be nominally set at

0.3V.

4. The AGC attack time (the response to an increased input

amplitude) is about 2 (is. To increase this time, increase

the value of C8 («ie AGC capacitor). The AGC decay time

(the response to a decrease in amplitude) is about 10 ms.

To increase this time, increase the value of R11. Care
must be taken to not allow the response of the AGC loop

to become too fast, othenwise loop instability may occur.

5. The input pole is set at 72 kHz (1k input Impedance and a

2200 pF input coupling capacitor).

6. Pulse pairing (described in the differentiator section of

this data sheet) can be caused by unequal delays through

the Bi-directional one shots. To minimize this effect, pin 2
shpuld be connected to pin 22, and pin 23 should be
connected to pin 21. If connected this way, the delays

tend to cancel.

REFERENCES

1. 1. H. Graham, "Data Detection Methods vs. Head Resolu-

tion in Digital Recording," IEEE Transactions on Magnet-

k:s Vol. MAG-14, No. 4 (July 1978)

2. 1. H. Graham, "Digital Magnetic Recording Circuits," to be
published.

3. Anatol I., Zverev, Handbook of Filter Synthesis, John Wi-

ley & Sons publisher, 1967.
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DP8466 Disk Data Controller

General Description
The DP8466 Disk Data Controller (DDC) is an intelligent pe-

ripheral which interfaces Winchester or Floppy disk drives to

microprocessor based systems. It transfers data between a

buffer memory or host system and the serial bit data stream

with disk rates up to 25M-bits per second. High speed sys-

tem data transfer Is possible with full on-chip DMA control of

buffer or main memory. The 16-bit system I/O interface al-

lows use with any popular 8-bit, 16-bit or 32-bit microproces-

sor. Programmable track format enables reconfiguration of

the DDC for different drive types in a multiple drive environ-

ment. Using other National DP8460 series disk data path

chips, the DP8466 conforms to ST506, SMD and ESDI stan-

dard drive interfaces, as well as to intelligent standard inter-

faces such as SCSI (SASI) and IPI.

The DP8466 is available in three performance versions

DP8466N-12, DP8466N-20 and DP8466N-25.

PRELIMINARY

Part

Number
Max Disk

Data Rate

Max DMA
Transfer Rate

DP8466N-25 25 Mbit/sec 10 Mbyte/sec

DP8466N-20 20 Mbit/sec 8 Mbyte/sec

DP8466N-12 12 Mbit/sec 6 Mbyte/sec

o
Ik
at
a>

Features
Easily conforms to any standard drive interface

Compatible with floppy, hard and optical disk drives

Compatible with 8, 16 or 32-bit mk^oprocessor systems

Programmable disk fonnat

Sector lengths up to 64k bytes, with up to 25S sectors

per track

Programmable 32 or 48-bit ECO polynomiai

Internal ECC correction in less than a sector time

Disk data rate to 25M bits per second

Multiple sector transfer capability

32 byte internal FIFO data buffer with interleavable

burst capability

8 or 16-bit wide data transfers

Single 32-bit or dual 16-bit DMA channel addresses

Up to 10M bytes per second DMA transfer rate

-I-5V supply, 48 pin DIP, microCMOS process

PULSE

DETECTOR

DP8464

DATA

SEPARATOR

DP8460/5
DISK

ST 506

ESDI, ANSI, SMD

DISK

DATA

CONTROaER
DP8466

MICRO-

PROCESSOR

MEMORY

I/O PORT

SCSI (SASI)

o HOST

FIGURE 1. Typical System Configuration

Table of Contents
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2.0 PIN DESCRIPTION 10.0 SYSTEM CONFIGURATIONS
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1.0 introduction
National's DP8466 Disk Data Controlier (DDC) chip is de-

signed to concentrate only on the data aspects of a disi<

system, leaving the control signals to either a low cost sin-

gle chip controller or an I/O port from a microprocessor. For

this reason, the DtX) will work with any standard drive inter-

face.

The DP8466 is an advanced VLSI chip, fabricated in Nation-

al's latest 2 jK. CMOS technology, that allows for operation

with disk data rates from the slowest floppy to the fast Win-

chester and Optical data rates of 25 megabits per second.

The CMOS design significantly helps the system designer

because of reduced power consumption. The chip typically

consumes 100 mW.

The DDC is designed for maximum programmability that not

only allows the user to select any drive type he wishes, but

also allows for different types of drives to be used on the

same system. The chip contains 64 registers that can be
loaded at any time by a microprocessor connected to the

chip's bus. These registers determine the number of bytes

in each field of the format, and the byte pattern that each of

these fields will repeat. The number of data bytes per sector

is selectable from 1 byte to 64k bytes. Finally, both the

header field and the data field can each be appended with

either a Cyclic Redundancy Check (CRC) field (the 16-bit

code used on floppies) or a programmable Error Check and

Conrect (ECC) field.

The DDC allows the user to load In any 32 or 48-bit ECC
polynomial from the microprocessor along with the format

parameters. Once an error has been detected, the micro-

processor decides whether to re-read the sector during the

next revolution of the disk, or to attempt a con-ection. The
DDC can correct en-ors in a time shorter than that required

to read the next sector.

Key blocks in the DDC include a 32-byte FIFO and two 16-

bit DMA channels that give the chip a 10 megabyte per

second memory transfer capability. This high system data

throughout is needed for the high speed drives now becom-
ming available. The small FIFO allows for bursts of data to

take place on the bus, thereby leaving the bus free for use-

ful periods of time. The threshold for FIFO data storage is

selectable to allow for some degree of system latency. The
DDC alkjws for bursts of 2, 8, 16 or 24 bytes of data to be
transfen-ed between the FIFO and memory. The width of the

data bus is selectable for either 8 or 16-bit transfers. The
system designer selects the threshold so that when the

FIFO contains the selected amount of data, the DDC will

issue a request. The CPU can continue its operation and
then stop to acknowledge the DDC, which then bursts the

data between FIFO and memory, before the FIFO has time

to overflow or underflow. With a 10 megabit per second disk

data rate and a 10 megabyte per second memory transfer

cycle, the bus will only be occupied for one-eighth of the

time transfening data between FIFO and memory. This

leaves the bus free for microprocessor usage for over 80%
of the time.

Blocit Diagram

READ CLOCK (RCLK)

READ DATA

SERIAL DATA VALID (SDV)

EXTERNAL ECC FiaO(EEF)

EXTERNAL STATUS

WRITE DATA(WDATA) 4-*—

T

WRITE CLOCK (WCLK) -i L

WRITE GATE

READ GATE

AMF/EPRE

AME/LPRE

SECTOR PULSE

INDEX PULSE

RSO-5

ADO-7

ADa-15

DISK DATA

TIMING

AND

CONTROL

DATA BUS

TIMING

AND

CONTROL

READ(RD)
• WRITE (WR)
CHIP StLECT(CS)

• RESET
• INtERRUPT(INT)
• BUS aOCK(BCLK)
ADSO
AOSI/RRQ

LRO

-LACK
-RACK

TL/F/5282-2

FIGURE 2. DDC
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Connection Diagrams

Dual-ln-Line Package S S o S 3 S
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AD8- 1

AD9- 2

*D10- 3

A011- «

A012- 5

AD13- 6

AD14- 7

AD15- 8

UlSO- 9

WR- 10

RB- 11

GND- 12

AME/LPRE- 13

Vcc- '"

RDATA- 15

AUf/EPRE- 16

•EXT STAT- 17

WDATA- 18

RGATE- 19

WCATE- 20

WCLK- 21

•SECTOR- 22

INOEX- 23

R^- 24
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-A01
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-AD3
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-A05
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-BOX
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-LRQ
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RSI
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-SDV

-EEF

-RCLK

HC- 11

AD15- 12

AOSO- 13

SS- 14

RD- 15

CND- 16

GND- 17

NC

AME/LPRE-|l9

VCC- 20

VCC- 21

RDATA- 22

AMP/EPRE- 23

EXT. STAT- 24

NC- 25

' ' ' I I I I I I

8 7 6 5 4 3 2 1 67 66 65 64 63 62 61

IB

NCH26 441-HC
27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43

ill» »= * 11

59 -A06

58 -A07

57 -BOK

56 -LACK

55 -NC

54 -RACK

S3 -AOSI/RRQ

52 -NC

51 -IRO

50 -NC

49 -RSO

48 -RSI

47 -RS2

46 -RS3

45 -NC

S Ii3 IS

TLyF/5282-:

Top View

•This pin must be grounded if nol used.

2.0 Pin Descriptions

2.1 BUS INTERFACE PINS

Top View

Order Number DP8466D or DP8466N
See NS Pacioge Numl>er D48A or N48A

Order Number DP8466V
See NS Paclcage Number V68A

FiGURE 3

Symboi DIP Pin No. PCC Pin No. Type Function

CS 28 38 CHiP SELECT: Sets DDC as a standard I/O port for reading and writing

registers. Configures RD and WR pins as inputs when DMA is inactive.

Tliis pin is ignored if on-chip DMA is enabled and performing a transfer.

INT 29 39 iNTERRUPT: An intemjpt can be generated on any en-or, or after

completion of a command, a correction cycle or arry header operation.

RESET 24 34 RESET: Clears FIFO, Status and Error registers. Halts DMA immediately.

Halts disl^ read and write immediately. Does not affect parameter and

most count and command registers. On power-up, must be held low for at

least 32 RCLK cycles and 4 BCLK cycles. Note that both RCLK and BCLK
must be active for the reset cycle to complete.

RD 11 15 I/O READ:
• MICROPROCESSOR ACCESS MODE, with CS pin low and DMA

inactive (RACK AND LACK low): Places data from FIFO or register as

selected by pins RSO-5 onto the ADO-7 bus.

• SLAVE MODE, with LACK pin high: Places data from FIFO onto the

AD0-7/AD0-1 5 bus. __
• MASTER MODE: When DMA is active, RD pin enables data from the

addressed device onto tfie address/data bus.

WR 10 14 I/O WRITE:
• MICROPROCESSOR ACCESS MODE, with CS low and DMA inactive

(RACK and LACK low): Latches data from ADO-7 bus to internal

registers selected by RSO-5.
• SLAVE MODE, with LftCK pin high: Latches data from ADO-7/ADO-1

5

bus to FIFO.

• MASTER MODE: When DMA is active, WR pin enables data from the

address/data bus to the addressed device.
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2.0 Pin Descriptions (continued)

2.1 BUS INTERFACE PINS (Continued)

Symbol DIP Pin No. PCC Pin No. Type Function

BCLK 40 57 1 BUS CLOCK: Used as a reference clock when DDC Is bus master. Used
only during reset and DMA operations. Maximum ratio of RCLK/BCLK is 4

for Word Mode, and 2 for Byte Mode.

RACK 38 54 1 REMOTE DMA ACKNOWLEDGE: System input granting use of the bus

for a remote DMA bus cycle. If RACK Is de-asserted during a transfer, the

cun'ent transfer cycle will complete.

LACK 39 56 1 LOCAL DMA ACKNOWLEDGE: System input granting use of bus for a

local DMA bus cycle. If LACK is deasserted during a transfer, the current

transfer cycle will complete. LACK has priority over RACK.

RSO-5 35-30 41,42

46-49

1 REGISTER SELECT: Used as address inputs to select internal registers

when CS pin Is low.

ADO-7 48-41 58,59

63-68

I/O ADDRESS/DATA 0-7: These pins float if CS pin = 1 and DMA Is

inactive.

• STANDARD I/O PORT, With DMA Inactive and C§ pin low: Command,
Parameter, Count and Status register data is transfened.

• SLAVE MODE, with external DMA controller active and LACK pin high:

DO-7 are transferred between FIFO and memory.

• MASTER MODE, with internal DMA active, and LACK pin high: A16-23,

AO-7 and DO-7 are transferred depending on DMA mode and bus

phase.

LRQ 36 51 LOCAL DMA REQUEST: Requests are automatically generated when the

FIFO needs to have data transferred.

AD8-15 1-8 1-7

12

I/O ADDRESS/DATA 8-15:

• STANDARD I/O PORT, with DMA Inactive and CS pin low: These pins

become indeterminate, but are driven (low impedance).

• SLAVE MODE, with external DMA active and LACK pin high: D8-15 are

transfen-ed between FIFO and memory.

• MASTER MODE, with Internal DMA active and LACK pin high: A24-31,

A8-1 5 and D8-1 5 are transferred, depending on DMA mode and bus

phase.

ADSO 9 13 I/O ADDRESS STROBE 0:

• INPUT with DMA inactive: ADSO latches RSO-5 inputs when low. When
high, data present on RSO-5 will flow through to internal register

decoder.

• OUTPUT: ADSO latches low order address bits (AO-15) to external

memory during DMA transfers.

ADS1/RRQ 37 53 ADDRESS STROBE 1/REMOTE REQUEST: In 32-bit DMA Mode, A0S1
latches high order address bits (A1 6-31) to external memory. For remote

DMA modes, RRQ pin is active high when SRI or SRO bits in the OC
register are set in non-tracking mode, or during a remote transfer in

tracking mode. (See RT register description in DMA REGISTERS Section.)

2.2 DISK INTERFACE PINS

Symbol DIP Pin No. PCC Pin No. Type Function

RCLK 25 35 1 READ CLOCK: Disk data rate clock. When RGATE is high, RCLK Input

will be the recovered/separated clock from the recorded data and is used

to strobe data into the DDC. When RGATE Is low, this input should

become the reference clock which will be delayed and used as WCLK to

strobe data to the drive. The transition between the recovered/separated

clock and reference clock must be made with no short pulses. If RCLK Is

inactive for longer than the maximum RCLK cycle time (see timing

diagrams), the DDC will need to be reset upon RCLK becoming active.

Maximum ratio of RCLK/BCLK Is 4 for Word Mode, and 2 for Byte Mode.
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2.0 Pin Descriptions (Ck)ntinued)

2.2 DISK INTERFACE PINS (Continued)

Symbol DIP Pin No. PCC Pin No. Type Function

RGATE 19 29 READ GATE: Set active high during any disl< read operation. This pin

commands data separator to acquire locl<. Enables RDATA input pin.

RDATA 15 22 1 READ DATA: Accepts NRZ disk data from the data separator/decoder.

WCLK 21 31 WRITE CLOCK: Used when NRZ data is on WDATA pin. Also active when

MFM data Is used, but normally not utilized. WCLK fr«iuenoy follows

RCLKpin.

WGATE 20 30 o WRITE GATE: When writing data onto a disk, WGATE is asserted high

with the first bit of data and deasserted low after the last bit of data.

WGATE is also de-asserted on reset or on detection of an error.

WDATA 18 28 WRITE DATA: During any write operation, MFIM or NRZ encoded data is

output to disk, dependent upon MFM bit status In the DF register. This pin

is inactive low when WGATE is low.

AMF/EPRE 16 23 I/O ADDRESS MARK FOUND/EARLY PRECOMPENSATION: Address mark

input is monitored if the HSS bit in the DF register is low (for soft

sectoring), if the MFM bit in the DF register and the EP bit in the OC
register are both set, then this pin becomes the EPRE control. If both

functions are used, WGATE pin determines the function as follows:

• WGATE asserted: EPRE output.

• WGATE de-asserted: AMF input.

AME/LPRE 13 19 ADDRESS MARK ENABLE/LATE PRECOMPENSATK)N: If the MFM bit

In the DF register Is low, AME will Indicate that an address mark byte(s) is

being output on WDATA pin. If the MfM bit in the DF register and the EP

bit in the OC register are both set, LPRE control is output (if internal MFM
encoding is used).

SECTOR 22
1

32 1 SECTOR PULSE: In hard sectored drives, this signal comes from the start

of a sector. In a soft sectored drive this pin must be tied low.

INDEX 23 33 1 INDEX PULSE: This signal comes from the disk drive, indicating the start

of a track.

SDV 27 37 SERIAL DATA VALID: Asserted when the DDC is either issuing or

receiving header field, internal header CRC/E(X, data field, or internal

data CRC/ECC informatk>n. Mainly used for external ECO and

diagnostics.

EEF 26 36 o EXTERNAL ECC FIELD: Only used if the External ECC Byte Count

register(s) are non-zero. Asserted when external ECC check bits are being

generated (WGATE high) and checked (RGATE high).

EXT STAT 17 24 1 EXTERNAL STATUS: IMPORTANTNOTE: Thispin MUSTbe eedlowifit

is not to be used. This pin has three functions:

• 1 : If EEW bit in the RT register is set, the read and write strobes are

extended for both remote and local transfers as long as this pin is high.

This is the External Wait State function.

• 2: If the EEW bit in the RT register is low, this pin will accept a pulse

granting valkl byte alignment on the last bit of the synch byte before

header or data bytes. This Is an OR function with the internal synch

detect.

• 3: External ECC Check. Only used if External ECC Byte Count

register(s) are non-zero, and EEW bit in the RT register is low. After the

last byte of external ECC, this pin will accept a pulse confirming that

there has been no error. A CRC/ECC error will be flagged if this pulse is

not received.

Vcc
GND

14,

12

20,21

16,17

POWER, GROUND: -h 5V DC Is required. It Is suggested that a decoupling

capacitor be connected between these pins. It is essential to provWe a

path to ground for the GND pin with the lowest possible impedance.

Otherwise any voltage spikes resulting from transient switching cun'ents

will be reflected In the logic levels of the output pjns.

1

o

a>
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3.0 Internal Registers of the DDC
The numerous registers within the DDC are presented be-

low, grouped according to their function. A key is given as

an aid for the use of each register. The l<ey data is only

suggested for common operation, and should not be con-

sidered as an absolute requirement. Following this listing is

a description of each register, in the order of which they are

listed below. The HA column at the left of this listing gives

the Hex Address of each register.

KEY

D May be updated when a different drive type Is se-

lected

May be updated before each command

May be read at any time

Used during formatting

Used during Initialization

Operation is not possible

COMMAND

FORMAT (Continued)

C

R

F

I

NO

HA Register Bits Write Read

10 Drive Command Register (DC) 8 C NO
11 Operation Command Register (OC) 8 C NO
35 Disk Format Register (DF) 8 D NO

00 Status Register (S) 8 NO R

01 Error Register (E) 8 NO R

12 Sector Counter (SC) 8 C R

13 Number of Sector Operations

Counter (NSO)
8 C R

OF Header Byte Count (HBC)/lnterlock 3 F R

36 Header Diagnostic Readback (HDR) 8 NO R

HA Register Bits Write Read

26 Header Byte 2 Control Register (HC2) 5 D R

16 Header Byte 2 Pattern 8 D R

27 Header Byte 3 Control Register (HC3) 5 D R

17 Header Byte 3 Pattern 8 D R

28 Header Byte 4 Control Register (HC4) 5 D R

18 Header Byte 4 Pattern 8 D R

29 Header Byte 5 Control Register (HC5) 5 D R

19 Header Byte 5 Pattern 8 D R

28 ID External ECC Byte Count 5 D R

2C ID Postamble Byte Count 5 D R

3C ID Postamble Pattern 8 D R

2D Data Preamble Byte Count 5 D R

3D Data Postamble Pattern 8 D R

2E Data Synch # 1 (AM) Byte Count 5 D R

3E Data Synch #1 (AM) Pattern 8 D R

2F Data Synch #2 Byte Count 5 D R

3F DataSynoh #2 Pattern 8 D R

38 Data Format Pattern 8 F R

38 Sector Byte Count L 8 D R

39 Sector Byte Count H 8 D R

2A Data External ECC Byte Count 5 D R

20 Data Postamble Byte Count 5 D R

30 Data Postamble Pattern 8 D R

34 Gap Byte Count 8 F R

3A Gap Pattern 8 F R

DMA
HA Register Bits Write Read

37 DMA Sector Counter (DSC) 8 NO R

37 Remote Transfer Register (RT) 8 1 NO
36 Local Transfer Register (LT) 8 1 NO

1A Remote Data Byte Count (L) 8 C R

IB Remote Data Byte Count (H) 8 C R

1C DMA Address Byte 8 C R

ID DMA Address Byte 1 8 C R

IE DMA Address Byte 2 8 C R

IF DMA Address Byte 3 8 c R

CRC/ECC

FORMAT

HA Register Bits Write Read

21 ID Preamble Byte Count 5 D R

31 ID Preamble Pattern 8 D R

22 ID Synch # 1 (AM) Byte Count 5 D R

32 ID Synch #1 (AM) Pattern 8 D R

23 ID Synch #2 Byte Count 5 D R

33 ID Synch #2 Pattern 8 D R

24 Header Byte Control Register (HCO) 5 D R

14 Header Byte Pattern 8 D R

25 Header Byte 1 Control Register (HC1) 5 D R

15 Header Byte 1 Pattern 8 D R

HA Register Bite Write Read

02 ECC SR Out 8 NO R

03 ECC SR Out 1 8 NO R

04 ECC SR Out 2 8 NO R

05 ECC SR Out 3 8 NO R

06 ECC SR Out 4 8 NO R

07 ECC SR Out 5 8 NO R

02 Polynomial Preset Byte (PPBO) 8 D NO
03 Polynomial Preset Byte 1 (PPB1) 8 D NO
04 Polynomial Preset Byte 2 (PPB2) 8 D NO
05 Polynomial Preset Byte 3 (PPB3) 8 D NO
06 Polynomial Preset Byte 4 (PPB4) 8 D NO
07 Polynomial Preset Byte 5 (PPB5) 8 D NO
08 Polynomial Tap Byte (PTBO) 8 D NO
09 Polynomial Tap Byte 1 (PTB1) 8 D NO
OA Polynomial Tap Byte 2 (PTB2) 8 D NO
OB Polynomial Tap Byte 3 (PTB3) 8 D NO
OC Polynomial Tap Byte 4 (PT84) 8 D NO
OD Polynomial Tap Byte 5 (PTB5) 8 D NO
OE ECC/CRC Control (EC) 8 D NO
08 Data Byte Count L 8 NO R

09 Data Byte Count H 8 NO R
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3.0 Internal Registers of the DDC (Continued)

DUAL-PURPOSE REGISTERS

Some of the above listed registers have dual functions de-

pending on whether they are being written to or read from.

These registers are repeated below to help clarify their op-

eration.

HA Register Bits Write Read

02 ECGSROutO 8 NO R

02 Polynomial Preset Byte (PPBO) 8 D NO

03 ECC SB Out 1 8 NO R

03 Polynomial Preset Byte 1 (PPB1) 8 D NO

04 ECC SR Out 2 8 NO R

04 Polynomial Preset Byte 2 (PPB2) 8 D NO

05 ECC SR Out 3 8 NO R

05 Polynomial Preset Byte 3 (PPB3) 8 D NO

06 ECC SR Out 4 8 NO R

06 Polynomial Preset Byte 4 (PPB4) 8 D NO

07 ECC SR Out 5 8 NO R

07 Polynomial Preset Byte 5 (PPB5) 8 D NO

08 Polynomial Tap Byte (PTBO) 8 D NO

08 Data Byte Count (0) 8 NO R

09 Polynomial Tap Byte 1 (PTB1) 8 D NO

09 Data Byte Count (1) 8 NO R

36 i Header Diagnostic Readbacl< (HDR) 8 NO R

36 Local Transfer Register (LT) 8 1 NO

37 DMA Sector Counter (DSC) 8 NO R

37 Remote Transfer Register (RT) 8 1 NO

3.1 COMMAND REGISTERS
DRIVE COMMAND (DC) Hex Address (10) Write Only

The locations within this register, when written to, initiate

disk commands and chip functions. For a disk operation,

after the DDC has been configured, this register is loaded to

initiate command execution.

D02
7

D01

6

H02

5

H01

4

FIVIT

3

MSO
2

SAIS

1

RED

RED: Re^nable DDC

A 1 should be written into this location during the power up

initialization process (see POWER UP AND INITIALIZA-

TION Section), or after an error has t)een encountered in

order to re-enable the DDC to accept commands. (NOTE: If

the RES bit in the OC register has been set, a should be

written to that location before this operation is performed.) If

no error has been encountered, and a command Is being

issued, a zero should be written to this bit

SAIS: Start at Index or Sector

Operation begins only upon receipt of an Index

pulse.

1 Operation begins on either an Ind^x pulse or sector

pulse for hard sector drives or Immediately for soft

sector drives.

MSO: Multi-sector Operation

Single-sector operation.

1 Multi-sector operation using NSO register.

FMT: Format Mode

No Format Operation.

1 When set, along with other DC register bits, will initi-

ate disk formatting upon receipt of an Index pulse.

H01, 2: Header Operation Bits:

H02 H01

IGNORE HEADER: associated data transfer

operation will take place with any valid sector en-

countered.

1 COM'/4/?EWe4Dfi'?.- Normal mode used to find a
specific sector. The Header Pattern registers con-

tain the comparison pattern.

1 WRITE HEADER (Write ID): Normally used only

during Format mode to write ID patterns to disk.

1 1 READ HEADER (Read ID): Reads header informa-

tion from disk for diagnostic purposes.

D01, 2: Data Operation Bits:

D02D01
NO OPERA TION: Can be used only with an Ignore

Header command. No disk operation is performed

with this combination, and it can be used along

with the RED command to re-enable the DDC (see

OPERATING MODES).
1 CHECKQ4 TA- No DMA actton and no data move-

ment between disk and FIFO. CRC/ECC checks

are calculated and Interrupts, if enabled, are as-

serted on proper conditions. DFE bit in Error regis-

ter will be set If a data CRC/ECC en-or occurs un-

less in Interiock Mode.

1 WRITE DA TA: Initiates local DMA action to fill the

FIFO. Writes data to disk with the proper pre and

post appendages In the data field. FIFO is replen-

ished by local DMA.
1 1 fle4D047"A- Data enters FIFO from disk, and lo-

cal DMA transfer Is initiated when the FIFO con-

tains the number of bytes specified by the Burst

Length in the LT register.

The foltowing table shows a Hst of valid commands combin-

ing the HOI, H02, D01, D02, FMT bits from the DC register

and the FTF bit in the DF register. No other DC register

combinations are allowed.

Oo
OS
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3.0 Internal Registers of the DDC (continued)

Valid DDC Commands

D02 D01

DC Register

H02 HOI FMT
DFReg

Operation

X No Operation

1 1 X Check Data, Compare Header

1 1 X Check Data, Write Header

1 1 1 X Check Data, Read Header

X Write Data, Ignore Header

1 X Write Data, Compare Header, (normal write)

1 X Write Data, Write Header

1 1 Write Data,Write Header, Format with No FIFO Table

1 1 1 Write Data, Write Header, FIFO Table Format

1 X Read Data, Ignore Header, (recover data)

1 1 X Read Data, Compare Header, (normal read)

1 1 1 X Read Data, Read Header

OPERATION COMMAND (OC)

Hex Address (11) Write Only

The fields within this register enable on-chip operations. In

non-tracking tTKxie, a remote DMA operation will be initiated

by loading the SRO or SRI bits in this register.

IR

7

sec
6

EP

5

SRO
4

SRI

3

EHI

2

El

1

RES

RES: Reset DDC
Clears a previously set RES function. Allows

riormal operation.

1 DDC immediately enters a stand-by mode. The
FIFO is reset, Status and En-or registers are

cleared and all operations In progress are

stopped. DDC is placed in the Reset mode (see

OPERATING MODES). RGATE and WGATE
pins are de-asserted if active. All DMA counters

are cleared. Format Parameter, DMA Address
and ECC registers are unaffected.

El: Enable Interrupts

Disabled, INT pin remains inactive high.

1 Enables intemjpts generated by the following:

• Correction cycle complete.

• Error which sets ED bit in Status register.

•Command successfully completed (including

independent remote DMA transfer).

EHI: Enable Header Interrupt

El bit must be set if this bit is set.

Disabled.

1 Interrupt issued at start of ID postamble field

wfien:

• Header matches in Compare Header opera-

tion.

• Header finished in Read, Write or Ignore

Header operation.

SRI, SRO: Start Remote Input, Start Remote Output

These bits are only operational in non-tracking mode. The
Remote Start Address and Remote Data Byte Count regis-

ters must be loaded first.

SRI SRO
Remote DMA operation unchanged.

1 START REMOTE OUTPUT: Asserts RRQ pin

and RCB flag in Status register, to begin a re-

mote DMA operation from memory to I/O Port.

1 STARTREMOTE INPUT: Asserts RHQ pin and
RCB flag in Status register, to begin a remote

DMA operation from I/O Port to local memory.

1 1 STOP CURRENTREMOTE OPERA TION. RRQ
pin is de-asserted and RCB flag is reset in

Status register.

EP:.Enable Precompensatlon

Early and late precompensatlon signals are

forced low during a disk write operation.

1 Permits precompensatlon signals to be output to

external precompensatlon circuitry (see MFM
ENCODED DATA). This bit is only valkl if the

MFM bit is set in the OF register.

SCC: Start Correction Cycle

No con-ection is attempted.

1 Setting this command will begin the internal cor-

rection cycle. The CCA flag in the Status register

Is set and drive commands should not be issued

during this time. At the completion of the cycle,

an interrupt is issued.

IR: interlodc Required (Interlock Mode)

No interlock function.

1 The interiock (HBC) register must be written to

after the header operation has completed and

before the DDC encounters the data postamble

field. This allows updating of header bytes dur-

ing a Format operation or changing of drive

commands during a multi-sector operation. Nor-

mally used with the header interrupt enabled.
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3.0 Internal Registers of the DDC (continued)

DISK FORMAT (DF) Hex Address (35) Write Only

ID2

7

1D1

6

IH2

5

1H1

4

FTF

3

HSS
2

SAM
1

MFM

MFM: MFM Encode

(See MFM Encoded Data section.)

NRZ data is output on the WDATA pin wlien

WGATE is active.

1 MFM data is output on tlie WDATA pin when

WGATE is active. Also configures AMF/EPRE
and AME/LPRE pins as EPRE and LPRE out-

puts when Write Gate is active. Precompensat-

ed outputs are enabled by the EP bit in the OC

SAM: Start with Address Marie

(See Formatting section)

Address Marl(S will be generated In the synch

# 1 fields If MFM bit = 1 , or AME will be gener-

ated if MFM bit = 0.

1 Address Mark Enable will be generated in ID

preamble if MFM bit = 0.

HSS: Hard or Soft Sectored

(See Hard Sector vs. Soft Sector Operation).

Sets DDC for soft sectored operation.

1 Sets DDC for hard sectored operation.

FTF: FIFO Table Format

Formatting Is done without the use of DMA.

1 The local DMA channel loads the co^ect num-

ber of header bytes (HBC register) per sector

into the FIFO from local memory. This data is

then substituted for the header bytes during a

format operation.

IH1, 2: Internal Header Appendage

IH2 IH1

No CRC/ECC is internally appended, but exter-

nal ECC must be attached.

1 16-bit CRC CCITT polynomial is appended.

1 32-blt programmable ECC code is appended.

1 1 48-blt programmable ECC code is appended.

External ECC may be used with any internal CRC/ECC se-

lection. 1 to 31 bytes of external ECC may be added.

ID1, 2: Internal Data Appendage

ID2, ID1

No CRC/ECC Internally appended.

1 16-bit CRC CCITT polynomial is appended.

1 32-bit programmatile ECC code is appended.

1 1 48-bit programmable ECC code Is appended.

External ECC can be appended to any of the

four cases dependent upon the Data External

ECC Byte Count register.

STATUS (S) Hex Address (00) Readonly

The RESET pin and the RES bit in the OC register reset all

of the bits in this register.

ED
7

CCA
6

LCB

5

RGB
4

LRQ
3

HMC
2

NDC
1

HF

HF: Header Fault

This bit Is valid after a Compare Header or Read
Header operation.

SET CRC/ECC er'or detected in a header field.

RESET This bit is reset when the DDC begins the next

disk operation after a new disk command has

been Issued.

All ID fields entering the DDC during the opera-

tion are checked. The HF bit will be set if an

error is detected in any header field encoun-

tered. However, If the header being sought is

found and has no CRC/ECC error, the HF bit is

reset This bit does not produce an error that will

stop operation, assert an interrupt, or set the ED
bit in the Status register in a compare header

operation, but will in a read header operation.

This bit could provide useful diagnostic informa-

tion if a Sector Not Found en-or occurs (see Er-

ror Register in this section).

NDC: Next Disk Command

SET DDC will accept a new command Into the DC
register. The header operation Is completing the

last sector being operated on.

RESET On receipt of a new disk command.

HMC: Header Match Completed

For each of the following, this bit is set and the

Interrupt Is generated at the start of the header

postamble field.

Compare Header Operatior}:

SET Header field con-ectly matched with no CRC/
ECC en^r.

RESET At beginning of subsequent header operation.

Read Header Operationr.

SET Header field has been read with no CRC/ECC
error.

RESET At beginning of subsequent header operation.

Ignore Header or Write Header Operatiorr.

SET Always set at end of header field.

RESET At beginning of subsequent header operation.

LRQ: Local Request

This bit follows the LRQ pin, and allows applica-

tion of the DDC in a polled mode.

SET LRQ pin is asserted.

RESET LRQ pin is not asserted.

RCB: Remote Command Busy

Non- Tracking Mode:

SET When OC register is loaded with a DMA instruc-

tion.

RESET Upon completton of the instmction or upon inter-

nal or external reset.

Tracking Mode.

SET When RRQ pin is first asserted in a disk write

mode, or when the Drive Command register is

toaded in a disk read mode.

RESET Upon completion of the instruction or upon inter-

nal or external reseL

LCB: Local Command Busy

SET When command requiring local DMA is loaded.

Oo
a>
a*
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3.0 Internal Registers of the DDC (continued)

RESET Upon completion of the last local or remote

DMA transfer (In tracking mode) or upon Internal

or external reset.

CCA: Correction Cycle Active

SET On asserting SCC bit in ttie OC register.

RESET At the end of the con-ection cycle, simultaneous-

ly with the INT pin, if enabled.

ED: Error Detected

SET On assertion of one or more bits in the En-or

register.

RESET Upon internal or external reset.

ERROR(E) Hex Address (01) Readonly

Any bit set in this register generates an interrupt (if El bit in

the OC register is set) and stops the current operation. The
RESET pin and the RES bit in the OC register reset all of

the bits in this register.

LI

7

CF

6

FDL

5

NDS
4

SO
3

SNF
2

DFE
1

HFASM

HFASM:
Matched

SET

RESET

Header Failed Although Sector Number

(See HFASM description in ADDITIONAL FEA-
TURES)

The header bytes(s) marked with the EHF bit In

the corresponding HC register(s) matched cor-

rectly, but other header bytes were in error.

Upon internal or external reset.

DFE: Data Field Error

SET On detection of a data field CRC/ECC error in a
Read Data or Check Data operation. This bit

may tie set wtien another error occurs; especial-

ly an en'or occumng during a Write operation.

These errors would be Sector Oven-un or FIFO
Data Lost.

RESET Upon internal or external reset.

The RED command must be loaded into the IX
register if error correction is to be attempted.

SNF: Sector Not Found

SET When header cannot tie matched for two con-

secutive index pulses in any Compare Header
operation.

RESET Upon internal or external reset.

SO: Sector Overrun

SET If RGATE is active and FIFO is being written to

when a sector or index pulse is received. If

WGATE is active, this bit Is set when a sector or

index pulse is received.

RESET Upon internal or external reset.

An SO error will not occur during a Forniat oper-

ation.

NDS: No Data Synch

SET If a sector or index pulse occurs while the DDC
Is waiting to byte align on the first data synch
field (synch #1 or synch #2), or if the DDC byte
aligns to the first synch word of the data field but

does not match to subsequent bytes (synch #1
or synch #2).

RESET Upon internal or external reset.

FDIj FIFO Data Lost

SET During a disk read operation If the FIFO over-

flows, or during a disk write operation if the FIFO
is read when it is empty.

RESET Upon Intemal or external reset

CF: Correction Failed

SET If correction is attempted (SCC bit set in OC reg-

ister) and correction failed.

RESET Upon intemal or extemal reset.

LI: Late interlock

Will only occur if IR bit In OC register is set.

SET Controlling logic has failed to write to the Inter-

lock (HBC) register before the end of the data

field of the present sector.

RESET Upon internal or extemal reset.

SECTOR COUNTER (SC)

Allowable Value 0-255 Hex Address (12) Read/Write

In a multi-sector operation, the SC register Is first loaded

with the starting sector number. It is incremented after each
header operation is completed. The contents of the SC reg-

ister will replce any header Byte if the SSC bit Is set in the

corresponding HC register.

NUMBER OF SECTOR OPERATIONS COUNTER (NSO)

Allowable Value 0-255 Itex Address (13) Read/Write

In a multisector operation, the NSO register is loaded with

the numtier of sectors to be operated on. It is decremented
after every header operation. When zero, the command Is

finished. This counter must be reloaded after a reset of the

DDC.

HEADER BYTE COUNT (HBC)/iNTERLOCK

Allowable Value 2-6 Hex Address (OF) Read/Write

This register loads the DMA with the number of header
bytes to expect in a Read Header, or a Format operation

where FIFO table formatting is used. This register is also

used in interiock mode to signal completion of update. The
upper five bits of this register are pulled low when read.

HEADER DIAGNOSTIC READBACK (HDR)

Hex Address (36) Readonly

If a Compare Header/Check Data operation is performed

and an HFASM error occurs, the header bytes for that sec-

tor will have been loaded into the FIFO. By consecutively

reading this address, the header bytes are read from the

FIFO to the microprocessor. Data will be valid for only the

number of header bytes specified in the parameter RAM.
(NOTE: This is a dual function register, sharing operation

with the Local Transfer register, see DMA REGISTER.)

SECTOR BYTE COUNT REGISTER (L, H)

Allowable Value 1-64k Hex Address (38, 39) Read/Write

The two bytes (most and least significant) that comprise this

register are loaded during initialization, and define the data
field size for each sector. The numt)er of bytes transferred

with local DMA is always equal to what has been loaded into

this register. Loading both with zero is not allowed.
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3.0 Internal Registers of the DDC (continued)

3.2 DMA REGISTERS
LOCAL TRANSFER (LT) Hex Address (36) Write Only

This is a dual function register, sharing operation with the

Header Diagnostic Readback (HDR) register (see COM-
MAND REGISTERS). If any Internal DMA is being used, or if

the Remote Data Byte Count registers will be read by the

processor, the LT (and RT) register must be loaded before

the Sector Byte Count and Remote Data Byte Count regis-

ter pairs.

LBL2

7

LBL1

6

LTEB

5

U
4

LSRW
3

RBO
2

LWDT
1

SLD

SLD: Select Local DMA Mode

SLA VE MODE: External DMA must be used In

place of on-chip DMA.

1 NON-TRACKING MODE: Local DMA Is enabled.

Whenever local transfers are needed, the DDC
becomes the bus master.

TRACKING MODE: Local and remote DMA are

enabled. DMA transfers are interleaved (see

DMA In DATA TRANSFER section).

LWDT: Local Word Data Transfer

Address increments by 1, 8 bit wide transfers.

1 Address Increments by 2, 16 bit wide transfers.

Address, AO, remains unchanged as it was set

by the DMA address.

RBO: Reverse Byte Order

Valid If LWDT bit is set.

First byte to/from FIFO is mapped onto the

ADO-7 bus.

1 First byte to/from FIFO is mapped onto AD8-15
bus (e.g. 68000).

LSRW: Local Slow Read And Write

DMA cycles are four clock periods.

1 DMA cycles are five clock periods. RD and WR
strobes are widened by one ck)ck period.

LA: Long Address

Valid only If SLD = 1 , and SRD = In Remote
Transfer register.

16 address bits are issued and strobed by the

ADSO pin. ADS1/RRQ Is available for use by the

remote DMA.

1 32 address bits are issued, the lower 16 are

strobed by ADSO pin. The most significant 16

address lines are only Issued when a rollover

from the least significant 16 address lines oc-

curs, or after toading the upper half of the 32-blt

address. When the upper 16 address lines are

issued, that DMA cycle is five clock cycles long

if no internal or external wait states are used.

LTEB: Local Transfer Exact Burst

When DMA tranfer is needed, the FIFO will tie

filled when writing to disk or emptied when read-

ing from disk.

1 When DMA tranfer is needed, the FIFO will re-

ceive (when writing) or deliver (when reading) an

exact burst of data.

LBL1, 2: Local Burst Length

LBL2 LBL1

1 word (2 byte)

1 4 word (8 byte)

1 8 word (16 byte)

1 1 12 word (24 byte)

When reading from disk, these bits select the

number of bytes needed in the FIFO in order to

generate an LRQ signal. When writing, these

bits select the number of bytes that need to be

removed from a full FIFO in order to generate an

LRQ. In either case. If the LTEB bit is set, this bit

pair indicate how many data transfers will be al-

lowed before LRQ is removed.

REMOTE TRANSFER (RT) Hex Address (37) Write Only

This is a dual function register, sharing operation with the

DMA Sector Counter (DSC) (see DSC at the end of this

section). If any Internal DMA is being used, or If Remote
L/oto Byte wCunt registers will be read by the processor, the

RT (and LT) register must be loaded before the Sector Byte

Count and Remote Data Byte Count register pairs.

RBL2
7

RBL1
6

RTEB
5

TM
4

RSRW
3

EEW
2

RWDT
1

SRD

SRD: Select Remote DMA
Remote DMA inhibited, ADS1/RRQ pin is con-

figured as ADS1

.

1 Remote DMA enabled. This Is necessary but not

sufficient to start remote transfer.

RWDT: Remote Word Data Transfer

Remote address increments by 1

.

1 Remote address increments by 2. Address AO
remains unctianged as it was set by the starting

DMA address.

EEW: Enable External Wait

No external wait states acknowledged. Func-

tions 2 and 3 of EXT STAT pin are enabled (see

PIN DESCRIPTIONS).

1 The EXT STAT pin will lengthen RD and WR
stroties during DMA transfers as long as it is

maintained at a high level.

RSRW: Remote Slow READ/WRITE

Remote DMA cycles are four clock periods long.

1 Remote DMA cycles are five clock periods long.

If external wait states are not asserted.

TM: Tracking Mode

See Tracking Mode description in DATA
TRANSFER Section.

DMA channels are independent and addresses

are allowed to overlap.

1 DMA channel addresses are not allowed to

overlap.

RTEB: Remote Transfer Exact Burst

If a remote fransfer has been Initiated, the RRQ
pin will remain asserted until the number of

bytes specified by the Remote Data Byte Count

registers has been transferred, or until the oper-

O
TJ
00
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3.0 Internal Registers of the DDC (continued)

ation is reset or SRI and SRO bits in the OC
register are Ixitti set when in non-tracl<ing mode,

or when DMA sector counter reaches zero when
in tracking mode.

1 If a remote transfer has been initiated, the RRQ
pin will remain asserted until the exact number

of bytes specified by RBL1 and RBI^ has been

transferred, or if any of the conditions described

in the previous paragraph occur.

RBL1, 2: Remote Burst Length

LBI^ LBL1

1 word (2 byte)

1 4 word (8 byte)

1 8 word (16 byte)

1 1 12 word (24 byte)

REMOTE DATA BYTE COUNT (L, H)

Allowable Value 0-64k Hex Address (1A, 1B) READ/
WRITE

This pair of registers specifies the number of bytes in one

remote transfer using the 1 6-bit address of the remote DMA
channel. In the non-tracking mode, the remote DMA can

transfer 1 -64k bytes independent of the local DMA. Load-

ing both registers with zero will be Interpreted as a 64k byte

count. These registers are ignored in tracking mode.

DMA ADDRESS BYTE 0-3

Allowable Value 0-255 Hex Address (1C-1F) READ/
WRITE

These address bytes are configured dependent on the cur-

rent DMA mode. In 32-bit mode, all four bytes form the

physical address with 1F containing the most significant

byte. In 16-bit mode, bytes and 1 form the low and high

bytes of the local DMA channel, and bytes 2 and 3 form the

low and high of the remote DMA channel, if enabled.

DMA SECTOR COUNTER (DSC)

Hex Address (37) Read Only

This counter is only valid during tracking mode and holds

the difference between the numtier of sectors transfen'ed by

the local and remote DMA channels. In tracking mode,
when DSC = 0, remote transfer is disabled in a disk read

operation so invalid data Is not exchanged between local

and host memory. This Is a dual function register, sharing

operation with the Remote Transfer (RT) register described

eariier in this section.

3.3 FORMAT REGISTERS
The disk formal is defined by using the format pattern and

control registers. Generally, these registers are set up in

pairs. In each pair, one register is loaded with an appropri-

ate 8-bit pattern that will be written to the disk during a

Format or Write command, or will be used during a Read or

Compare command for byte alignment or a comparison in

locating a sector. Refer to Figure 4, below, for a listing of the

format registers, and the manner In which they are paired.

The FORMAT, READ AND WRITE Section contains a listing

and description of each of the fomnat fields.

The other register In the pair is used to control the use of

the corresponding pattern register. These Byte Count regis-

ters are loaded with a 5-bit binary number Indicating the

number of times the associated pattern will be repeated,

therefore defining the size of that particular field (0-31

bytes). The Gap Byte Count register is the only one with 8

bits, allowing a field of up to 256 bytes in length.

The External ECC Count registers do not perfomi any pat-

tern repetition. The external ECC appendage Is provided

from outside the DDC, and must be fit into the field whose
length is defined by these registers (0-31 bytes). If any field

Is to be excluded from the disk format, the Byte Count regis-

ter associated with that field must be loaded with zero. This

is particularly Important with the External ECC Byte Count

registers. If these are non-zero, the EXT STAT pin will ex-

pect a pulse for each external ECC field during a Read oper-

atk>n. If these pulses are not supplied, the operation will be

aborted In an error condition. Also, no more than two con-

secutive fomnat fields may be deleted at one time.

The Header Byte Control registers also do not perform any

pattern repetition, nor do they define field size. They are

provkled for controlling the function of each corresponding

header byte.

HEADER CONTROL (HCO-S)

Hex Address (24-29) Read/Write

There is one HO register for each of six Header Byte pattern

NU
4

NCP
3

EHF
2

ssc
1

HBA

VBHc Header Byte Active

The corresponding Header Byte is not Included

In the header tiyte field and will not be used in

the ID operation. All other bits in each HC regis-

ter in which this bit is set to zero must also be

set to zero. A minimum of two Header Bytes

must be enabled out of six, with no more than

two disabled consecutively.

1 The corresponding Header Byte contains valid

data and will be used In the ID operation.

SSC: Substitute Sector Counter

The corresponding Header Byte as stored in tfie

pattern register is directly written to the disk for

a Write Header command, and will lie compared

for Compare Header command.

1 The contents of tfie Sector Counter (SC) are

substituted for this Header Byte during a Write

Header command and compared during a Com-
pare Header command. This Is normally used in

multisector operations.

EHF: Enable HFASM Function

See HFASM functton description In ADDITIONAL FEA-
TURES.

HFASM function is disabled.

1 HFASM functton is enabled. The corresponding

Header Byte is designated as that byte that

must match In order to generate an HFASM er-

ror, typically the sector number.

NCP: Not Compare

The corresponding Header Byte will be com-

pared normally.

1 A valid comparison will always be assumed, re-

gardless of the true outcome.

NU: Not Used

This bit must be set to zero. If set to 1 unspeci-

fied operations may occur.
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3.0 Internal Registers of the DDC (continued)

Pattern Register "** ''**'**™ Control
5* A#4«4i' CMiiMMk FunctionAddr Source

•"nwse are not pattern registers.

Hex
Addr

ID Preamble 31 Internal Repeat0-31X 21

IDSynch#1(AM) 32 22

ID Synch #2 33

14

23
Header Byte Define/Control 24

Header Byte 1 15 25
Header Byte 2 16 26
Header Byte 3 17 27

Header Byte 4 18 28
Header Byte 5 19

*

3C

29
ID External ECC External 0-31 Bytes 2B

ID Postamble Interna/ Repeat0-31x 2C
Data Preamble 3D 2D

Data Synch #1 (AM) 3E 2E
Data Synch #2 3F

38
2F

Data Format ReldSize 38

•

30

3A

1-64k Bytes 39
Data External ECC Extanal 0-31 Bytes 2A

Data Postamble Internal Repeat0-31x 20
Gap HepeatO-zsSx 34

Control Register

ID Preamble Byte Count

ID Synch #1 (AM) Byte Count

ID Synch #2 Byte Count

Header Byte Control

Header Byte 1 Control

Header Byte 2 Control

Header Byte 3 Control

Header Byte 4 Control

Header Byte 5 Control

ID External ECC Byte Count

ID Postamble Byte Count

Data Preamble Byte Count

Data Synch #1 (AM) Byte Count
Data Synch #2 Byte Count

Sector Byte Count L

Sector Byte Count H
Data External ECC Byte Count

Data Postamble Byte Count

Gap Byte Count

ao
CO

FIGURE 4. Format Registers

3.4 CRC/ECC REGISTERS
The following registers are for programming and controlling

the CRC/ECC functions of the DDC. Many of these regis-

ters have dual functions, depending on whether tfiey are

being written to or read from. Iske care in noting which

these are, to avoid confusion later. Only a basic functional

description of these are provided here. Detailed Instructions

on their use can be found in the CRC/ECC section.

ECC SR OUT 0-5 Hex Address (02-07) Read Only

The syndrome bytes for performing a con-ection are avail-

able from these registei's, and are externally XOR'ed with

the en'ored data bytes. These are dual function registers,

sharing operation with the Polynomial Preset Bytes.

POLYNOMIAL PRESET BYTES 0-5 (PPBO-5)

Hex Address (02-07) Write Only

The ECC shift registers can be preset by loading a bit pat-

tern into these registers. These are dual function registers,

sharing operation with the ECC SR Out registers.

POLYNOMIAL TAP BYTES (PTBO-5)

Hex Address (08-OD) Write Only

These registers are used for programming the taps for the

internal 32 or 48-blt ECC polynomial. PTBO and PTB1 are

dual function registers, sharing operation with the Data Byte

Counters.

DATA BYTE COUNTER 0, 1 (LS, MS)

Hex Address (08, 09) Readonly

The Data Byte Counters indicate the location of the byte in

error after an ECC cycle. These are dual function registers,

sliaring operation with the Polynomial Tap Bytes & 1. The
Sector Byte Count Register must be reloaded with the sec-

tor length plus the number of ECC bytes before the start of

a correction cycle. If the CF bit in the En-or register is reset

after a correction, the Data Byte Counter will contain an
offset poirrting to tfie first byte in error.

ECC/CRC Control (EC)

Hex Address (OE) Write Only

DNE
7

IDI

6

lEO

5

HNE
4

CS3

3

CS2

2

CS1

1

cso

CS0-CS3: Correction Span Selection Bits

These four bits program the number of bits that

the ECC circuit will attempt to correct. Errors

longer than the con-ection span will be treated

as non-correctable. The allowable correction

span is 3-15 bits. If a span outside this range is

loaded, the DDC will automatically default to a
span of three bits.

For example, a five bit con-ection span would load as:

CS3 CS2 CS1 CSO10 1

HNE: Header Non-Encapsulation

Header address marl< and/or synch fields are

encapsulated In the CRC/ECC calculation.

1 Header address mark and/or synch fields are

not encapsulated in the CRC/ECC calculation.

NOTE: The SAM bit in the OF register must be
reset when performing a Compare or Read
Header operation, and the HNE bit is active low.

If this is not done, the CRC/ECC calculation will

begin at ttie synch word of the header, resulting

in a Header Fault that will abort a Read opera-

tion or a Sector Not Found en-or for a Compare
Header operation.

lEO: Invert ECC Out

See note under ID! bit, below.

Checkbits exiting ECC/CRC shift register are

unaltered.

1 Checkbits exiting ECC/CRC shift register are in-

verted.
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3.0 Internal Registers of the DDC (continued)

IDI: Invert Data In

Data and checkbits entering the ECC/CRC shift

register are unaltered.

1 Data and checkbits entering the ECC/CRC shift

register are inverted.

NOTE: This inversion option has been included

for compatability with a few systems that require

ECC input and/or output inversion.

DNE: Data Non-Encapsulation

Data address mark and/or synch fields are en-

capsulated in the CRC/ECC calculation.

1 Data address mark and/or synch fields are not

encapsulated In the CRC/ECC calculation.

4.0 DDC Operation

4.1 MICROPROCESSOR ACCESS
The DDC requires microprocessor control to initiate opera-

tions and commands, and to check chip status. All registers

in the DDC appear as unique memory or I/O locations. Each

can be randomly accessed and operated on. When the

DMA is not performing a memory transfer, the chip can be

accessed as a memory location or standard I/O port. Only

eight bits of data may be transferred at this time, using pins

ADO-7 (the upper 8 bits of a 16 bit microprocessor are not

used). Six dedicated address pins (RSO-5) individually se-

lect all of the DDC's internal registers. By using these dedi-

cated lines with an address strobe input (ADSO), the chip

can be used in both multiplexed and demultiplexed address

bus environments. The ADSO and RSO-5 pins operate as a

fall through type latch. By asserting CS active low, the DDC
recognizes it has to be a slave and allows RD and WR to

effect the internal registers. With multiplexed address and

data lines, a positive strobe pulse on ADSO will latch the

address. The ADSO line may be derived from a mk^oproc-

essor address strobe such as ALE. In systems with a dedi-

cated address bus (demultiplexed), ADSO may be pulled

high to allow address information to flow through the latch.

Finally, by applying CS and a RD or WR strobe, any of the

64 internal locations can be accessed. It is important to note

that most registers are read or write only. Some registers,

however, change function dependent on whether they are

being read from or written to (see Dual Function register list

in INTERNAL REGISTERS).

4.2 OPERATING MODES
The DDC can be thought of as operating in four modes:

RESET, COMMAND ACCEPT, COMMAND PERFORM ^n6

ERROR. These modes are given here in order to provide a

functional operating description of the DDC, particularly

when an en-or has been encountered.

Mode 1 RESET: All functions are stopped, and no com-

mand can be issued. During power up and be-

fore initalization, the DDC is held in this mode.

To leave this mode, pin 24 (RESET) must be

high, a must be written to the RES location in

the OC register, and a RED command loaded

into the DC register. This places the DDC into

MODE 2.

Mode 2 COMMAND ACCEPT: The DDC is free and

ready to receive the next command (NDC t>it set

in Status register). Upon receipt of a command,
the DDC will enter MODE 3.

Mode 3 COMMAND PERFORM: The directed operation

is performed. If no error is encountered, the

DDC will return to MODE 2. An eror will put the

DDC into MODE 4.

Mode 4 ERROR. The en-or needs to be serviced, and

then the DDC can be reset by MODE 1.

FIGURE 5. Microprocessor Access to DP8466
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4.0 DDC Operation (Continued)

MODE t

RESET

RESET

MODE 4

ERROR

POWER UP

RE-ENABLE
MODE 2

COMMAND
ACCEPT

COMMAND
COMPLETE

I

NO ERROR

I

DISK

I COMMAND

ERROR DETECTED MODE 3

COMMAND
PERFORM

TL/F/S2B2-5

FIGURE 6. DDC Operating Modes

4.3 POWER UP AND INITIALIZATION
In powering up the DDC, the counters and registers must be
initialized before a drive can be assigned and the appropri-

ate information loaded. This can be done by either holding

pin 24 (RESET) low, or by setting the internal RES bit in the

(X register. Both require that the DDC be held in the reset

condition for a minimum of 32 RCLK periods and 4 BCLK
periods before the reset condition can be cleared. Figure 7
shows a general algorithm for both methods. After power
up, and whenever a new drive is assigned, the appropriate

drive format registers need to be loaded before any drive

operation is performed.

Oo
00

/- \
I POWER UP 1

•SEE NOTE

EXTERNAL RESET (PIN 24)

HIGH

SET INTERNAL RES BIT

(LOAD 01 INTO OC REG-
ISTER)

WRITE TO RED BIT IN DC

REGISTER (LOAD 01)

SET LOCAL AND REMOTE

TRANSFER REGISTERS

LOAD ALL NECESSARY

DRIVE FORMAT REGISTERS

(SEE REGISTER LISTINGS)

c CONTINUE

Note: As shown various methods are possible for power up, and it is up to the user as to which is more suitat)le.

The DDC should be reset and RCLK and BCLK should be applied after power up, oltierwise it may draw an excessive amount of current,

and may cause bus contention.

FIGURE 7. Power Up and Initialization Algorithm

6-95



00
Q.a

5.0 Format, Read and Write

5.1 DISK FORMATTING
The formatting process is carried out through the format

parameter and pattern registers (see FORMAT REGIS-

TERS). These registers should be loaded during the initiali-

zation process for the particular drive in use. The pattern

registers are loaded with the specific 8-bit pattern to be writ-

ten to the disk. The count registers specify the number of

times each 8-bit pattern is to be written. In loading these

registers, several things need to be kept in mind:

• If any byte count register is loaded with zero, that field

will be excluded, and no pattern for the con-esponding

pattern register need be loaded.

• At least two header bytes must be used, with rra more

than two consecutive unused header bytes. This also

applies to all the fields in the format, where no more

than two consecutive fields may be deleted. The one

exception is the intemal header ECC and external head-

er ECC field. At least one of these fields must be pres-

ent.

• If the disk is hard sectored, no gap byte count needs to

be loaded. See Hard Vs. Soft Sector Operation in the

FORMAT, READ AND WRITE Section.

The sector format options that are provided with the DDC
are shown in Figure 8. The fields common to the ID and

data fields, such as the preamble, Synch, CRC/ECC and

postamble fields, perfonn similar functions, and are briefly

discussed below.

PREAMBLE: Allows the PLL in the data separator to

achieve phase lock.

SYNCH#1and2: Synch #1oontainsthemissing clock ad-

dress mark for use with soft sectored

disks. Generally, this field is not used In

hard sectored disks. Tfie synch #1 field

can be used to extend the preamble or

the synch fields in hard sectored n'Kxle.

Synch #1 and *2 fields allow for byte

alignment of the DDC.

HEADER BYTES: Used to uniquely identify each sector.

Examples are sector number, cylinder

number, track number, etc.

Information to be stored.

This field Is generated and checked in-

ternally.

Used with external ECC circuitry. Pro-

vides space for externally generated

ECC bytes.

DATA:

CRC/ECC:

EXT.ECC:

POSTAMBLE: Allows read gate turn off time for the PLL

to unlock. Provides a pad so that the

write splice does not occur at the end of

the CRC.

GAP 3: Provides protection against speed varia-

tion. In soft sectored mode, its length is

determined by the Gap Byte Count regis-

ter. In hard sectored mode, this gap will

continue until the next sector pulse.

Format operatkjns always start with an index pulse, and end

with the next index pulse, thus making one track. The DDC
has three approaches for formating disks:

Internal Sequential

FIFO Table

Interlock Type

INTERNAL SEQUENTIAL

This mode is used where the sector number is incremented

for each physically adjacent sector, that is, for an interleave

of one. This mode may tie used on a multi-sector operation

to format a whole track of sequential sectors. The header

bytes other than the sector number, such as cylinder num-

ber and head number, are loaded. The Sector Counter (SC)

Is loaded with the first sector number desired on the track

and the HC register with SSC=1, The Number of Sector

Operations (NSO) counter is loaded with the number of sec-

tors per track. Finally, the FMT bit is set in the DC register

in additton to bits for a Write Header/Write Data, multi-

sector operation. Formatting begins upon loading the DC
register. The last sector number written will therefore be

[SCH-[NS0]-1.

FIFO TABLE

This approach is ideal for sector interieaving and offers the

minimum of microprocessor intervention during the format

operation. The microprocessor sets up the header bytes of

each sector, contiguously in memory. The local DMA chan-

nel or external DMA is used to transfer the header byte sets

into the FIFO. Each set transferred is used once for each

header field. The local DMA transfers a new set for each

sector. The number of sectors transferred is determined by

the NSO register.

The format operation follows the sequence below:

(1) Before the format operatk>n, a full track of header byte

sets is loaded irrto a memory area accessible to the

kx»l DMA channel. Each header byte set must contain

an even number of bytes. If it contains an odd number

of bytes, an extra "dummy" byte must be inserted so

that each header byte set will be contained in an even

byte boundary.

(2) The DMA address is loaded with the location of the first

byte of the first header byte set.

ID FIELD

ID PREAMBLE
0-31 Bytes

ID SYNCH #1 (AM)

0-31 Bytes

ID SYNCH #2
0-31 Bytes

HEADER BYTES

2-6Bytes

ID CRC/ECC
0,2, 4 Of6 Bytes

ID EXT ECC*

0-31 Bytes

ID POSTAMBLE
0-31 Bytes

DATA FIELD

DATA
PREAMBLE
0-31 Bytes

DATA
SYNCH #1 (AM)

0-31 Bytes

DATA
SYNCH #2
0-31 Bytes

DATA
FORMAT PATTERN

1-64k Bytes

DATA
CRC/ECC

0,2, 4 ore Bytes

DATA
EXT ECC
0-31 Bytes

DATA
POSTAMBLE
0-31 Bytes

GAPS

0-255 Bytes

'Note the ID CRC/ECC field and the ID EXT ECC fiald must not tw set to zero simultaneously.

FIGURE 8. Sector Format Fields
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5.0 Format, Read & Write (continued)

(3) The Header Byte Count (HBC) is loaded with the num-
ber of header bytes in each sector (2-6 bytes).

(4) The Disit Format (DF) register Is loaded with the RTF bit

set

(5) The Drive Command (DC) register is loaded for a Write

Header/Write Data, multi-sector, format operation.

INTERLOCK TYPE

This approach offers the most versatility, but requires fast

microprocessor Intervention. It may be used to format a
whole track of interleaved sectors. It can also be used for

creating files of varying sector length, but this can be very

tricky. The DDC can format sectors with data lengtfis from 1

to 64k bytes with single byte resolution.

Interlock type formatting uses the Interlock mode and the

header complete inten'upt to enable the microprocessor to

directly update any format parameter bytes. The Operatran

Command (OC) register is loaded wth IR (Interlock Mode),

EHI and El bits set The Disk Fonnat (DF) register should be

loaded with the FTF bit reset The header byte pattern for

each selected header byte must be loaded Into the relevant

register. The NSO register Is loaded with tfie number of sec-

tors to be formatted. The DC register is then loaded for a

Write Header/Write Data, multi-sector, format operatkin.

After the header field Is written In the first sector, the DDC
Issues the header complete Interrupt With interkxsk mode
set the controlling microprocessor has the block of time

until the preamble field of the next sector to read status,

load the next sector's header bytes into the DDC registers

and confirm this had been accomplished by writing to the

Interlock (HBC) register. This must be done after the HMC
interrupt for every sector, including the last sector of the

operation. If this is not done, a Late Interlock error will occur

when a subsequent command is loaded in the DC register.

In a non-format operation, the user has only until the end of

the data field to write to the HBC register (see Data Recov-
ery Using The Interlock Feature In ADDITIONAL FEA-
TURES). This operation is repeated until the NSO register

decrements to zero. An Interrupt will then be issued indicat-

ing that the operation has completed.

5.2 READ AND WRITE
For initiating Read/Write operations, the necessary format

registers need to be loaded with the appropriate informatktn

to enable the DDC to identify the desired sector. Multi-sec-

tor operations will also require the Number of Sector Opera-

tkjns (NSO) counter and the Sector Counter (SC). Algo-

rithms outlining the read/write operations are shown in Fig-

ures 10 and //. For each of these, it is assumed that the

parameters for the desired sector(s) have been ksaded, and
that the head is positkjned over the proper track.

READ

During a read operation, header data passing under the disk

head Is compared to the header bytes in the DDC parame-
ter RAM. If a match is found after a read command is is-

sued, the data field of the Identified sector will start filling

the FIFO. Once the selected threshold data level (burst

length) is reached, the Local DMA Request (LRQ) pin will be

asserted, signaling that a transfer Is required. When the

LACK pin grants the bus, either the exact burst length or the

entire FIFO contents are transfen-ed to memory. The FIFO
continues filling, and this process repeats until the entire

data field has been transfen'ed to memory.

WRITE
A similar process occurs in reverse for a write operation.

The DMA fills the FIFO, and when the con-ect sector Is

found, this data begins to be written to disk. When the data

in the FIFO falls by an amount equal to the burst length, a
transfer request is issued on LRQ. When LACK is granted,

the DMA either fills the FIFO or transfers the exact number
of bytes specified in the burst length. This process contin-

ues until a number of bytes specified by the Sector Byte

Count register has been written to the disk.

Multi-sector operations follow the same procedure, but the

operation is repeated on the number of sectors specified in

the Number of Sector Operations (NSO) counter, with an
intemjpt being generated on completion of the last sector.

5.3 HARD SECTOR vs. SOFT SECTOR
OPERATION

The chotee between hard and soft sectored operation is

made through the use of the HSS bit in the Drive Format
rAnicfor Thic hit in nnn'ninf^tnn unth nthar ^.rtr^+r/sl kiltc, non
-a.=-<5 — — w..|...w..».. ...... V...V. uvi.uwi wi,.a wall

set the DDC to perform a number of functions depending on
whether a read, write or format operation is to be enacted.

HSS = sets the DDC for soft sectored operation, and
HSS = 1 sets the DDC for hard sectored operation.

FORMAT
In hard sectored operation, the DDC assumes that sector

pulses are present, and will Ignore the gap count Gap bytes

will be written until a pulse Is detected on the SECTOR pin.

In soft sectored operatk>n, the gap count will be used for

every sector except the last The Gap Byte Count register

determines the Gap 3 length. For the last sector, gap bytes

will be written until an index pulse is received.

READ
When reading, the need for the AMF input pulse is deter-

mined by the HSS bit For soft sectoring, the AMF input Is

required for at least one bit time within the Synch #1 fields

In both the ID and Data sections of the sector. For hard

sectoring, the AMF input is not required.

The HSS bit in the DF register, and the SAIS command in

the DC register define when RGATE Is asserted for various

sector formats. This is outlined below.

HSS SAIS RGATE ASSERTED:

1

1

1

1

On index pulse

On receipt of instructran

On index pulse

On index or sector pulse

WRITE
The HSS, MFM and SAM bits in the DF register detemnine

the use of the address mark and the AME pin as follows:

HSS MFIM SAM FUNCTION

AME pin activated during ID and data

synch #1 fields.

AME pin activated during ID preamble.

Missing clocks inserted In ID and data

synch #1 fields.

AME pin indicates LPRE (if enabled).

AME pin disabled.

Synch #1 fields written without

missing clock pulse.

X 1

1 X

1

1 1 X

oo
00

o>
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5.0 Format, Read & Write (continued)

( FORMAT TRACK
J

INTERNAL SEQUENTIAL

NO (son) LOAD GAP

BYTE COUNT

INTERLOCK TYPE

FIFO TABLE

•SELECT AND LOAD HEADER BYTES

•ASSIGN HEADER BYTE(S) AS

SECTOR NUMBER(S) WITH SSC = 1

•LOAD SC REGISTER WITH INITiAL

SECTOR NUMBER DESIRED AFTER

INDEX PULSE

•LOAD NSO REGISTER WITH NUMBER

OF SECTORS PER TRACK

•LOAD DF REGISTER WITH FTF =

•SET UP ARRAY OF HEADER BYTES

ONLY, FOR EACH SECTOR ON TRACK

TO BE FORMAHED. ARRAY IS

TRANSFERRED BY LOCAL DMA.

•LOAD HBC REGISTER WITH

NUMBER OF HEADER BYTES (2-6)

•LOAD DMA ADDRESS BYTES & 1

WITH ARRAY START ADDRESS

LOAD DF REGISTER WTTH FTF = 1

•LOAD HEADER BYTE WITH SSC= 1

IN HC REGISTER WITH FIRST SECTOR

NUMBER

•LOAD OC REGISTER WITH IR = 1,

El = t ANDEHI = 1

SET DDC FOR A WRITE HEADER,

WRITE DATA, MULTI- SECTOR FORMAT

OPERATION (LOAD DC REGISTER

WITH AC)

FIGURE 9. Format Track Algorithm
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5.0 Format, Read & Write (continued)

RESET ERROR BIT ISSUE RED COMMAND

oo

a>

IF ERROR REPEATS IN RETReS,

REPOSmON HEAD

ADDRESS MARKS OR SYNCH WORDS DID

NOT MATCH; IF ERROR REPEATS IN

RETRIES, CHECK SYSTEM SET-UP

SECTOR

NOT FOUND .

?

NO

NO

DATA SYNCH

SECTOR
^

OVER RUN DISK FIELD TOO LARGE FOR ALLOnED
MEMORY SPACE; CHECK SYSTEM SET-UP

COULD INOKATE SPEED INCOMPATI-

BILITY BETWEEN SYSTEM AND DISK

DRIVE; IF ERROR REPEATS IN

RETRIES, CHECK SYSTEM

CRC/ECC ERROR IN DATA FiaO; IF

ERROR REPEATS B4 RETRIES, GO TO
CORRECTION CYCLE

NO

HFO
DATA LOST

7

LATE

INTERLOCK

?

DATA

FCLDERRORj
?

NO

MKROPROCESSOR TOO SLOW FOR

INTERLOCK MODE, OR TOO MANY
CHANGES ATTEMPTED; CHECK SOFTWARE

OTHER ERRORS SHOULD NOT OCCUR IN

A NORMAL READ OPERATION

TL/F/5282-8

FIGURE 10. Simple Read Operation
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5.0 Format, Read & Write (continued)

I RESET ERROR BIT ISSUE RED COMMAND \

LOAD NSO REGISTER WITH NUMBER OF

SECTORS, AND SC REGISTER WITH 1ST

SECTOR ADDRESS IF USED

I
LOAD DC REGISTER FOR COMPARE

HEADER/WRITE DATA WITH MSO=0

LOAD DC REGISTER FOR COMPARE

HEADER/WRITE DATA WITH MSO=l

i
1
CHECK STATUS REGISTER UPON

1
RECEIPT OF INTERRUPT

IF ERROR REPEATS IN RETRIES,

REPOSITION HEAD

COULD INDICATE SPEED INCOMPATI-

BILITY BETWEEN SYSTEM AND DISK

DRIVE; IF ERROR REPEATS IN

RETRIES, CHECK SYSTEM

T CONTINUE
J

MICROPROCESSOR TOO SLOW FOR

INTERLOCK MODE, OR TOO MANY

CHANGES ATTEMPTED; CHECK SOFTWARE

DATA HELD TOO LARGE FOR ALLOTTED

MEMORY SPACE; CHECK SOFTWARE

OTHER ERRORS SHOULD NOT OCCUR IN

A NORMAL WRITE OPERATION

TL/F/5282-9

FIGURE 1 1. Simple Write Operation
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5.0 Format, Read & Write (continued)

5.4 MFM ENCODED DATA
MFM encoding of write data is controlled by the MFM bit in

the DF register MFM = 1 sets the DDC to write MFM data

to the disk. MFM = sets the DDC to write NRZ data to the

disk.

PRECOMPENSATION OF MFM ENCODED DATA
When the MFM bit in the DF register and the EP bit in the

OC register are set, precompensation will be indicated on
the EPRE and LPRE pins. Precompensatfon is issued for

the middle bit of a 5-bit field. In the DP6466, early and late

precompensation will be enacted for all of the combinations

as shown below. All other patterns will not require precom-

pensation. Precompensation can be disabled by setting the

EP bit in the CX: register inactive low.

EPRE NRZ PATTERNS LPRE NRZ PATTERNS
00010 001 10

00 011 001 11

01100 10000
01101 10 01

11100 10110
11 101 10111

Precompensation outputs are aligned to provkie symmetri-

cal set-up and hold times relative to the rising edge of the

WDATA outputs. This gives a half period of RCLK set-up

time on precompensation outputs. This is shown in Figure

12. Two bits of zero precede the preamble fields at the lead-

ing edge of the write gate when writing MFM data due to

MFM encoded delays.

5.5 ADDRESS MARK PATTERNS, MISSING
CLOCK

During writing and formatting a sector with MFM encoding
enabled, a clock violation, or missing clock pulse, will be
inserted in the synch #1 field. This indicates ttie address
mark. For an example of this, refer to Figure 13.

When writing MFM encoded data with precompensation en-

abled, only the following hex values are allowed to be load-

ed into the synch #1 pattern registers:

A1 , C2, C3, El , 84, 85, 86, 87

With no precompensation, any pattern containing 100001 is

valid.

During a soft sectored read operation, an AMF pulse will be
expected on the AMF/EPRE pin during each byte of the

synch #1 field.

O
OB

WDATA
1

1

1 1

1

1

1

EPRE
1 1

LPRE
1

FIGURE 12. Example of EPRE and LRPE Outputs

'r\M
TUF/5282-11

FIGURE 13. Missing Clock Example

6-101



COaQ
6.0 CRC/ECC
6.1 PROGRAMMING CRC
The DDC is set for internal CRC by programming tlie clisi<

Format (DF) and ECC/CRC Control (EC) registers. The

CRC-CCITT polynomial used by the DDC for the CRC code

is given below:

PW = A-is + *-i2 + J(5 + 1

The DDC uses the pattern preset to all 1's for the CRC
calculation. Note: If no CRC/ECC is used for the ID fields,

an external ECC must be used.

6.2 PROGRAMMING ECC
There are two sets of six registers used to program the

ECC. One set of six is used to program the polynomial taps,

while the other set is used to establish a preset pattern

(typically all 1's). Bits contained In the ECC Control (EC)

register are used to control the correction span. The DF

register contains bits for choosing the desired type of ap-

pendage: Either 32 or 48-blt programmable ECC polynomi-

als, or the 16-bit CCITT CRC polynomial is possible.

PROGRAMMING POLYNOMIAL TAPS

To program a polynomial into the shift register, each tap

position used in the code must be set to 0, and all unused

taps should be set to 1. The bit assignment for these regis-

ters in 48 and 32-bit modes is shown in the tables that fol-

low. It is important that for 32-bit codes, PTB2 and PTB3 all

be set to Vs. Failure to do so will result in improper opera-

tion. Also, y* and )fl^ are implied, i.e., a 32-bit ECC will

always contain the V32 term and a 48-bit ECC will always

contain the x^ term. For both ECC's, tfie term x" (orl) is

also implied, even though this bit is accessible.

Tap Assignment 48-Blt Mode

REG# ADDR
BITNUMBER

DB7 DB6 DBS DB4 DB3 DB2 DB1 DBO

PTBO OB X7 *6 ;f5 yt ;,3 x2 X1 y
PTB1 09 jf15 ;r14 ;f13 ;f12 ;f11 ;f10 ^ ^
PTB2 OA X?S ifiZ ;f21 xZa x-19 ;f18 ;f17 x16

PTB3 OB ;,31 ;^0 ;fZ9 x^^ x" X^ X^ x24

PTB4 OC ;(39 j^8 ,fll j^6 xas ^ ;,33 jfiZ

PTB5 OD X^7 yte yl5 x^ x43 x^Z yii x40

Tap Assignment 32-Bit Mode

REG# ADDR
BITNUMBER

DB7 DB6 DBS DB4 DBS DB2 DB1 DBO

PTBO 08 xT )fi }fi X^ )fi X^ X^ )f>

PTB1 09 X15 x14 A-13 Jr12 X11 X10 1^ *6

PTB2 OA 11111111
PTB3 OB 11111111
PTB4 OC X23 x22 A-21 x20 x19 ;r18 ^17 x16

PTB5 OD ;^1 ^ ^ x28 ;f27 x26 x25 x24

PROGRAMMING PRESET PATTERN

To program the preset pattern that the shift registers will be

preset to, PPB0-PPB5 must be Initialized. As In the polyno-

mial taps, x^, Jf32, and >fi are Implied. The assignment of

the bits for 48 and 32 bit modes is shown In the tables on

the following pages.

The value programmed into each register will be the preset

pattern for the eight bits of the corresponding shift register.

For typical operation, these will be programmed to all 1 's.

All unused presets must be set to 0. In 32-blt mode, PPB2

and PPB3 must be set to all O's. Failure to do so will result in

improper operation.

Preset Bit Assignment 48-Bit Mode _^

REG# ADDR
BITNUMBER

DB7 DB6 DBS DB4 DBS DB2 DB1 DBO

PPBO 02 ;r7 x6 ;f5 x4 x3 x2 x1 >fi

PPB1 03 x\5 x14 >-13 x12 x11 x10 a9 >fi

PPB2 04 X23 Ar22 j(21 x20 X^^ X^^ x17 x16

PPB3 05 x3^ x30 X29 x28 )fil x^ X^S x24

PPB4 06 x39 ;,38 x37 ,fl& xi5 ;<34 ;,33 ^2

PPB5 07 xvi yte x45 x44 x^ x^i. yn yto

Preset Bit Assignment 32-Bit Mode

REG# ADDR
BITNUMBER

DB7 DB6 DBS DB4 DBS DB2 DB1 DBO

PPBO 02 x7 x6 ;»5 x4 *3 x2 x1 JfO

PPB1 03 x15 x14 x13 x12 x11 xlO 1^ ifi

PPB2 04 00000000
PPB3 05 00000000
PPB4 06 x23 ;f22 x21 x20 x19 x18 x^^ x16

PPB5 07 ;^1 x30 Jr29 x28 x27 x^ xZ5 x24

RECOMMENDED POLYNOMIAL AS AN EXAMPLE

To program the 32-bit polynomial of the form:

;f32 + ;f28+ x-26 + >-19 -I- x17 + x^O -I- )fi+ x^ + 1

with a preset of all 1's, a con-ectlon span of 5-blts with no

header/data encapsulation, the following registers would be

programmed as shown. Note that PTB2 and PTB3 must be

all 1 's and PPB2 and PPB3 must be all O's in 32-blt mode.
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6.0 CRC/ECC (Continued)

Polynomial Taps

RE6#
BITNUHBER

7 6 5 4 3 2

PTBO 10 1110
PTB1 111110
PTB2 111111
PTB3 111111
PTB4 11110 1

PTB5 1110 10 1

Preset Pattern

REG#
7 6

BITNUMBER
5 4 3 2 1

PTBO 1 1 1111 1 1

PTB1 1 1 1111 1 1

PTB2

PTB3

KIB4 1 1 1111 1 1

PTB5 1 1 1111 1 1

ECC Control Register

BIT#

SET

6.3 OPERATION DURING CORRECTION
The DDC can be set to correct an en-or any time one has

been detected and before another operation has begun.

The user decides when to initiate the correction. The sector

in question can be re-read several times to insure that the

error is repeatable. If so, the error can be considered a hard

error on the disk and a correction can be attempted. Since

the DDC does not contain drive control circuitry, it is the

user's responsibility to provide the programming for the exe-

cution of any re-read operations and the associated deci-

sion making.

The syndrome bytes in the ECC shift register will contain the

bit en-or information. The bytes in error will already have

been transferred to memory. Once initiated, the connection

is performed internal to the DDC, leaving the bus free for

other operations. An interrupt will be issued within the time it

takes to read a sector, indicating whether the error was cor-

rected or not. During this time, the erroneous sector in

memory will remain unchanged.

Error correction time is determined by the error's location in

the sector. The nearer to the start of the sector, the longer

the DDC takes to locate the error. This time can be deter-

mined using the formula shown at right. It should be noted

that this is internal correction time only; more time is re-

quired for the microprocessor to perform additional opera-

tions.

Before initiating a correction operation, the DDC needs to

be reset, and re-enabled (see Operating IWodes in DDC OP-

ERATION). The Sector Byte Count registers must be initial-

ized to [sector Ien0h] + 4 for 32-bit mode or Isector

length] + 6 for 48-bit mode. The correction command
should be issued when the counter has been updated.

The DDC will Issue an interrupt after the correction cycle Is

complete. Other activities (such as completion of remote

DMA) may issue intenupts before this happens. These Inter-

mpts should be serviced to allow the Con-ection Cycle Com-
plete inten^upt to be issued. The CCA bit in the Status regis-

ter will be high during the entire correction cycle. It will be

reset when the cycle has completed. The ED bit in the

Status register will remain active throughout the correction

cycle.

If after an intermpt, the Status register is read and the CCA
bit is low, the Error register is read to see if the correction

was successful. If the CF bit is set, this signifies that the

error was rion-correctable. This usually means that two er-

rors have occurred with extremities exceeding the selected

correction span. Failure to con-ect an error is serious and

the system should tie notified that the data from that sector

is erroneous.

If the CF bit was not set, the error was corrected. The micro-

processor then computes the address of the first byte in the

data field that contains the error. That address is: [current

value ofDMA Address Bytes 0&1] - [Sector Byte Count L

&H] + [Data Byte Count L&H] - 1

.

Errors are corrected by XOR'Ing syndrome bytes (ECC SR
Out 0-5) with the bytes in the data record in memory that

contain the error. The Data Byte Count can be used to de-

termine whether the error is in the ECC or data field. If the

Data Byte Count is greater than the maximum sector length,

the error is in the ECC field and no correction should be

attempted. If the Data Byte Count is less than the sector

length, the en-or is in the data field (or it may straddle the

data and ECC fields) and may be corrected.

For performing a correction with 32-bit ECC, the following

shift registers should tie read sequentially to obtain the syn-

drome byte pattern:

ECC SR Out 1 , ECC SR Out 4, ECC SR Out 5

ECC SR Out 2 and 3 are not used In 32-bit mode and will

contain O's if read. ECC SR Out will contain all O's If the

error is correctable, and may contain some set bits if it is

not.

ECC SR Out 1 will always contain the first bits in error. The

succeeding bits will be contained in ECC SR Out 4 and 5. If

the maximum span of 1 5 bits Is used, all three registers may

be needed, depending on where the first bit occurs.

To correct the error, the syndrome bits In these registers are

XOR'ed with the data bits contained in buffer memory. The

corrected data is then written back to the buffer memory,

replacing the data in error. The address of the first byte in

error is computed by the microprocessor as described

above.

1
*

DATA FIELD ECC

^x—^
TL/F/5282-12

Approximate Correction Time = (/ - >()lf

I
= Entire length of data field and ECC appendage (in bits)

X - Distance from least significant bit to first error location {in bits)

f = read clock frequency (in hertz)

FIGURE 14. Calculating Correction Time

09
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6.0 CRC/ECC (Continued)

DATA BYTES
FROM

BUFFER MEMORY

1 St Data Byte with En-or

2nd Data Byte with Error

3rd Data Byte with Error

BYTE 27

BYTE 28

BYTE 29

BYTE 30

BYTE 31

SYNDROME
BYTES

CORRECTED
DATA BYTES
RETURNED TO

BUFFER MEMORY

ECCSROUT1

ECC SR OUT 4

ECC SR OUT 5

BYTE 28

BYTE 29

BYTE 30

FIGURE 15. 32-Blt ECC Correction Process

To perform a 48-bit ECC correction, the following registers

should be read sequentially:

ECC SR Out 1 , ECC SR Out 2, ECC SR Out 3

ECC SR Out 0, 4 and 5 are not used for outputting syn-

drome bits for correction in 48-bit mode and will contain O's

for a con'ectable error. If the error is non-correctable, these

registers may contain some set bits. Syndrome bit location

and error con-ection is performed as in 32-bit mode.

EXAMPLE OF A 32-BIT CORRECTION

Shown in Figure 17, is a record with several bits read in

eror from disk. Bits D4, D11, D13 and D14, now located in

memory, were inconectly and need to be corrected. As can
be seen, the correction pattern provided in ECC SR Out 1

and 2 can be used to con-ect bits 04, D11, D13 and D14.

The CPU reads the Data Byte Count and computes that it

points to the first byte read from disk. This byte is XOR'ed
with ECC SR Out 1 and is written back to memory. The
second byte read from the disk is XOR'ed with ECC SR Out
4 and then written back. ECC SR Out 5 need not be used
since it contains all O's.

DATA BYTES
FROM

BUFFER MEMORY

1 St Data Byte with En-or

2nd Data Byte with Enor

3rd Data Byte with En-or

BYTE 13

BYTE 14

BYTE 15

BYTE 16

BYTE 17

SYNDROME
BYTES

CORRECTED
DATA BYTES
RETURNED TO

BUFFER MEMORY

ECCSR0UT1

ECC SR OUT 2

ECC SR OUT 3

BYTE 14

BYTE 15

BYTE 16

FIGURE 16. 48-Blt ECC Correction Process

Syndrome Pattern

REGISTER
7 6

BITNUMBER
5 4 3 2 1

ECCSROUT1
ECC SR OUT 4

ECC SR OUT 5

1

10
10 10

Buffer Memory

CORRESPOHDING
BUFFERDATA BITPATTERN

D7 D6 D5

D15 • *

D23 D22 D21

D12

D20

D3 02 D1

D10 D9

D19 D18 D17

DO

D8

D16

* = location of bits in error

FIGURE 17. Example of a 32-Bit Correction
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6.0 CRC/ECC (Continued)

o
0»

(CORRECTION ^

ISSUE RED COMMAND TO DC

REGISTER

KITIALIZE SECTOR BYTE COUNT REGISTER TO;

•SECTOR LENGTH + 4 (FOR 32-BIT ECC)

•SECTOR LENgrH*6(F0R 48-BIT ECC)

COMPUTE ADDRESS OF FIRST DATA BYTE IN ERROR:

(CURRENT ADDRESS OF DMA ADDRESS BYTES),

- (SECTOR BYTE COUNT L & H)

(DATA BYTE COUNT L 4 H)
-

1

= DESIRED ADDRESS

PULL ONE ERRONEOUS DATA

BYTE FROM BUFFER MEMORY

INCREMENT TO NEXT

ERRONEOUS DATA BYTE

XOR DATA BYTE WITH

CORRESPONDING SYNDROME BYTE

REPUCE ERRONEOUS DATA

BYTE IN BUFFER MEMORY WITH

NEW CORRECTED DATA BYTE

RETURN SECTOR BYTE COUNT

REGISTERS TO ORIGINAL VALUES

( CONTINUE J a
FIGURE 18. Correction Cycle Algortthm

THIS CYCLE CAN ONLY BE

INITIATED AFTER A READ

DATA OPERATION HAS

BEEN COMPLETED
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6.0 CRC/ECC (Continued)

A note of caution: If the DDC is in the tracking DMA mode
when a data error occurs, the remote DMA channel will

transfer the sector in error to its destination in the system.

The DDC will still interrupt to indicate that it has detected an

error. It is then up to the system to get the DDC to correct

the error in buffer memory and retransfer the corrected data

to the system.

6.4 ECC CHECK USING LONG READ AND
LONG WRITE

During a normal read or write operation, the size of the data
field is specified by the Sector Byte Count register pair. If

the data field is extended during a readbacl<, the ECC ap-

pendage can be read in as data and analyzed outside the

DDC. This is what is l^nown as a long read.

- NORMAL READ OF D*TA«-

256 BYTE DATA FELD BTTEECC

-LONG READ OF DATA TO INaUDE ECC APPENDAGE—

TUF/52e2-14

'Read length defined by Sector Byte Count register pair.

FIGURE 19. Example of a Long Read

Likewise, an externally generated ECC appendage can be
added to the data and written to the disk as data with or

without the onboard CRC/ECC generator enabled. This is

known as a /ong write.

By using long reads and long writes in conjunction with ex-

ternal software used to produce data fields and external

CRC/ECC appendages, various diagnostic programs can
be devised to test the DDC's internal con-ection functions

and ECC generation circuitry. These tests could be incorpo-

rated in the initialization algorithm to test the chip each time

rt is powered up.

7.0 Data Transfer

7.1 DIRECT MEMORY ACCESS (DMA)
The DDC is designed to work efficiently in two major system
configurations:

(1)A single system bus with shared data buffer/system
memory (see F^um 20).

(2) A dual bus environment with a local microprocessor,

buffer memory and DP8466 on a local bus interfacing

the host system bus through an I/O port (see Figure 21).

All DMA activity is supported by the following three features:

PROGRAMMABLE BURST LENGTH (THRESHOLD)

Here, the transfer of data between the 32-tiyte FIFO on the

DDC and the external memory (local or main) involves the

use of internal or external tocal DMA channel. While writing

to the disk, the DDC will initiate a transfer when the FIFO
has been depleted by the burst length. It will also initiate a
transfer while reading from the disk when the FIFO fills to

the burst length. This length is selectable from 2, 8, 16 or 24
bytes, allowing for the variations in bus latency time encoun-
tered in most systems.

At the start of a write operation, the FIFO will be filled up in

a series of bursts of the programmed length.

If the exact burst option is not selected, the FIFO will be
completely filled (if writing to disk) or emptied (if reading
from disk) in one DMA operation. The burst length is always
the threshold at which the transfer will be requested and is

independent of the DMA mode, including slave.

8-BIT/16-BIT WIDE TRANSFERS
Byte or word wide data transfer can be selected for both
local and remote DMA channels. Word wide tranfers with

local DMA use the ADO- 15 pins, and byte wide use the
ADO-7 pins. Both the local and the remote DMA addresses
are incremented by 2 for word wide transfers, and 1 for byte
wide transfers. Commands and DDC parameter registers

are loaded and read only 8-bits at a time, using ADO-7.

REVERSE BYTE ORDER
This option is only valid for 16-blt wide transfers using the

local DMA channel. This should not be used for 8 bit wide

transfers. It enables the two bytes being transferred to be
mapped with the high order byte to ADO-7 and the low

order byte to ADS- 15, or vice-versa.

The DDC has provisions to accommodate five DMA modes.
These are as follows:

EXTERNAL DMA: 1 . Slave Mode

INTERNAL DMA, Single Bus: 2. 16-Bit Local Mode

3. 32-Bit Local Mode

Multiple Bus: 4. Non-Tracking Mode

5. Tracking Mode

All five modes accommodate the three configuratkins just

described. All DMA modes, except external slave, use an
incrementing address. Local channel transfers always have
priority over remote channel transfers unless externally re-

prioritized. If the local channel is used, its transfer length is

always automatically loaded from the Sector Byte Count
register pair.

7.2 EXTERNAL DMA
SLAVE MODE
In this mode, no on-chip DMA control is used. LRQ and
LACK pins are connected to an external DMA controller.

After LACK has been granted, i/O RD and I/O WR from the

DMA controller are used to strobe data between the intemal

FIFO and the DDC I/O port. 8-bit and 1 6-bit wide data trans-

fers are possible. Throughout this data sheet, reference has
been made to the use of on-chip DMA for the transfer of

data. It is important to note here that external DMA can be
used in place of this if so desired.

7.3 INTERNAL DMA
The following four modes all use on-chip DMA control with

at least the local channel serving as bus master for data
transfers between the intemal FIFO and memory.

SINGLE BUS SYSTEMS
The following two modes support a single bus and a single

shared buffer/system memory. Bus access should be guar-

anteed before the FIFO overflows or empties during a disk

transfer operation. A FIFO Data Lost error (FDL bit in Error

register) will be flagged and the operation aborted if this fails

to happen. Different system latency times can be accommo-
dated by the selectable burst length.

16-BIT LOCAL MODE
SLD bit is set and LA bit is reset in the LT register. Only the

16-bit local DMA channel is enabled. 64k bytes are directly

addressable by the DDC. Address data is presented on
ADO-15 and latched with ADSO. Transfers always take 4
BCLK cycles if no wait states are issued.
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7.0 Data Transfer (continued)

DP8466 DOC

ADO-15

FIFO

00-7/00-15"^
Idata TO SYSTEM

UTCH
HIGH

A

A16-31

MEMORY
<4G BYTES

DMA

HIGHER

16-BITS

LOWER

16-BITS

A16-31

AO-15

r.
rO SYSTE

t

T
AO-15

1

LATCH

LOW

AA

i k

r

4

_
BUS

ARBITER

LRQ AL HIGH

UCK AL LOW

ADSl BRQ

ADSO BACK MICROPROCESSOR:
'

FIGURE 20. Single System Bus, 32-Blt Address DMA

DP8«6 DDC

|d0-7/D0-15

DMA

LOCAL

CHANNEL

REMOTE

CHANNEL

AO-15

AO-15

MAIN SYSTEM OR STANDARDIZED

BUS (SCSI, IPI, ETC.)

ADO-15 DATA

LATCH

h

BUS

ARBfTER

LRQ AL

UCK BRQ

RRQ BACK

RACK ALE

ADSO

AO-15

ADDRESS

LOCAL

MEMORY
<6+K BYTES

LOCAL

SYSTEM

BUS

I/O PORT

TO LOCAL

MICROPROCESSOR

IF MAIN

SYSTEM BUS,

TO MAIN

MEMORY
AND MASTER

MICROPROCESSOR

IF STANDARDIZED

BUS, TO OTHER

NODE IN SYSTEM

o
TJ
00

OS

FIGURE 21. Dual System Bus, 16-Blt Address DMA
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7.0 Data Transfer (continued)

32-BIT LOCAL MODE
SLD bit and LA bit are both set in the LT register. SRD bit in

the RT register must be reset. The local DMA channel is

now set to issue 32-bit addresses using the remote DIMA
channel as the upper 16-bit address register. 4 G bytes are

addressable by the DDC. During the first DMA cycle of a
newly programmed address, or after a roll-over of the lower
16-bit address counter occurs, A0S1 strobes a new high

order word (A16-31) into the external address latches. Each
time this happens, the DMA cycle Is 5 BCLK periods long.

When a new high order address is not needed, the DMA
cycle is 4 BCLK periods long. ADSO is used as an output to

latch the low order word (AO-1 5) from the ADO-1 5 pins into

the address latch.

MULTIPLE BUS SYSTEMS
The following two modes support a dual bus environment,

where a local microprocessor, buffer memory and the

DP8466 Interface to the host through an I/O port. The dif-

ference between tracking and non-tracking mode is wtiether

the DDC or the controlling microprocessor ensures that an
attempt to read data from buffer memory does not occur

biefore data has been written there. Basic algorithms for

both are shown in Figures 22 and 23.

TRACKING MODE
SLD bit set and LA bit reset in the LT register. SRD bit and
TM bit set in the RT register. The DDC ensures that data is

not ovenwritten by data transfen-ed from the FIFO.

This mode effectively turns the buffer memory into a large

FIFO. This is accomplished through the use of the DMA
Sector Counter (DSC), which keeps track of the difference

between sectors read/written to the disk and the sectors

transfen-ed to/from the host system. Each time the source
transfers a sector of data into buffer memory (length deter-

mined by the Sector Byte Count register pair), the DSC reg-

ister is incremented. It is decremented each time the desti-

nation has transfered a sector of data. Whenever the DSC
register contents become zero, destination transfers are in-

hibited. This mode facilitates multi-sector operations.

Example: Tracking Mode, Disk Read

• Source is local DMA
• Destination is remote DMA
• DSC register is reset automatically upon start of opera-
tion

• Local and remote start address, SC, NSO, OC and final-

ly DC registers ere loaded. Other registers may need to

be updated, but this Is a minimum set.

A sector is read from the disk and is transfen-ed in bursts

from the FIFO to the buffer memory by local DMA. The DSC
register then increments and the remote channel can begin

transferring the first sector from the buffer memory to the
host system. Burst transfers can be interieaved with local

DMA, remote DMA and microprocessor all sharing the bus.
The local channel bursts have priority over remote bursts. If

the remote channel manages to transfer a sector before the
local channel has completed the next sector, the DSC regis-

ter will decrement to zero. Further remote transfers are in-

hibited until the local channel completes another sector and
increments the DSC. In other words, each time a local sec-

tor has been transfen-ed, the DSC is incremented and each
time a remote sector completes, the DSC Is decremented.
Therefore, the DDC prevents further buffer memory con-
tents that have not been previously loaded with valid data
by the local DMA from being transfen-ed to the host system.
The remote channel continues operation until the last byte
from the buffer memory has been transferred. An intenupt is

issued upon completion of the operation.

NON-TRACKING MODE
SLD bit set and LA bit reset in the LT register. SRD bit set

and TM bit reset in the RT register. The remote and local

channel addresses are completely independent. The con-
trolling microprocessor must insure that the data to be
transferred by the remote channel is not over-written by the

local channel and vice-versa. DMA address and count regis-

ters are set up independently. Remote start address (DMA
Address Bytes 2 and 3) and Remote Data Byte Count regis-

ters must be loaded before SRI or SRO bits are set in the
OC register. Local or remote transfers may already be in

progress when the other channel is started. The local chan-
nel has priority over the remote channel. Local bus utiliza-

tion is then interieaved between the local channel, the re-

mote channel and the controlling microprocessor.

By setting both SRI and SRO simultaneously, any non-track-

ing remote DMA operation will stop. The present remote
address and remote data byte count will be retained and the

local DMA will be unaffected. Loading the original OC in-

stmction (input or output) will restart the original instruction

from the last remote DMA address.

DMA Mode Select Table

DMA Mode
LT Register

SLD LA
RT Register

SRD TM

SLAVE

16-BIT LOCAL 1

32-BIT LOCAL 1 1

TRACKING 1 1 1

NON-TRACKING 1 1

NOTE: In either tracking or non-tracking mode, if either

channel is loaded with an odd byte transfer oou,it, the DDC
will transfer the next higher even number of bytes. For ex-

ample, if 511 was loaded into the Remote Data Byte Count
registers, 512 bytes would be transfen-ed, with valid data
only in the first 51 1 bytes.

DMA WAIT STATES

tHTEflNAL

Both DMA cfiannels can independently be set to lengthen
the RD and WR strobes by one clock cycle (LSRW bit in the

LT register and RSRW bit In the RT register). This lengthens

each transfer from 4 cycles to 5 cycles of the BCLK.

EXTERNAL
By enabling the external wait states (in the RT register), the
EXT STAT pin is configured to insert wait states in each RD
and WR pulse as long as this input is high. This is valid for

both the local and remote DMA channels.
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c TRACKING MODE D

LOAD DMA ADDRESS BYTE

REGISTERS WITH LOCAL AND
REMOTE START ADDRESSES

^NON-TRACKING MODEJ

LOAD DMA ADDRESS BYTE

REGISTERS WITH LOCAL AND

REMOTE START ADDRESSES

> LOAD SC & NSO REGISTERS

FOR A MULTI-SECTOR

OPERATION, IF NEEDED

•LOAD OC REGISTER

• LOAD OTHER APPROPRIATE

REGISTERS AS NEEDED

WRITE

Nl
b
O
&>

0)

H
u
3
(0
^»
<D

•LOAD SC * NSO REGISTERS

FOR A MULTI-SECTOR

OPERATION, IF NEEDED

•LOADOC REGISTER WITH

SRI & SRO BITS LOW
• LOAD OTHER APPROPRIATE

REGISTERS AS NEEDED

READ

OR WRtTE

7

READ

LOAD DC REGISTER FOR A

COMPARE HEADER/WRITE

DATA OPERATION

LOAD DC REGISTER FOR A

COMPARE HEADER/READ

DATA OPERATION

<.
CONTINUE >

READ

OR WRITE
WRITE

PERFORM DISK READ:

LOAD DC REGISTER FOR A

COMPARE HEADER/READ

DATA OPERATION

PERFORM REMOTE TRANSFER:

SET SRI BIT IN OC

REGISTER

PERFORM REMOTE TRANSFER:

SET SRO BIT IN OC

REGISTER

TL/F/5282-17

NOTE; DMA oporation is completely automatic for the duration of the command. For example, when reading

disk, local DMA empties/tills the FIFO and remote DMA transfers data at least one sector behind the local

channel to an 1/0 port. For disl( write, local channel will be at least one sector behind the remote channel.

FIGURE 22. Tracking Mode for Normal Disk Read/Write

PERFORM DISK WRITE:

LOAD DC REGISTER FOR A

COMPARE HEADER/WRITE

DATA OPERATION

<:
CONTINUE >

TL/F/62B2-18

NOTE: This is the most basic of non-tracking mode operations, and unlimited, more versatile algorithms

can be built up from this.

FIGURE 23. Non-Tracking Mode for Normal Disk Read/Write
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8.0 Interrupts
Interrupts can only occur if the El bit In the OC register Is

set. If It Is not set, the INT pin is always de-asserted high. 16

RCLK periods (3.2 jiS at 5 Mbit/sec data rate) must pass

before servicing an interrupt (i.e. reading Status). Failure to

do this will result In sen/icing the same interrupt twice. There
are four general conditions that may cause an inten-upt to

occur:

Operation Complete

Header Complete

Error

Correction Cycle Complete

OPERATION COMPLETE

This inten^pt indicates that the current DDC operation has

completed and the DDC Is ready to execute a new com-
mand. Commands can be loaded sooner by setting EHI bit

in the OC register. The Next Disk Command (NDC) bit in the

Status register Is set coincident with the Header Complete
interrupt. New disk commands can be loaded before DMA
operation is finished if NDC is set. If the command is a multi-

sector operation, the end of operation intemjpt will occur

only after the operation is completed in the last sector of

operation. The INT pin is asserted low when:

• Disk operation Is completed for any command that is not

a disk read operation.

• A read operation In the tracking DMA mode after the

remote transfer is complete.

• A read operation in the non-tracking DMA mode after the

local transfer is complete.

• A non-tracking mode remote DMA transfer is completed.

This is independent of the disk operation or the local

DMA.

HEADER COMPLETE:

If the EHI and El bits are set in the OC register, an interrupt

will occur when any header operation is complete. Multi-

sector operations will generate an Intemjpt after each head-
er In each sector has been operated on. It is asserted two
bit times into the ID postamble. This function allows the

changing of header bytes (and parameter RAM in general)

on the fly. The Header Complete interrupt can be used in

conjunction with the Interlock Required (IR) bit in the OC
register set to Insure that changes have been completed
before the next sector is encountered (see Interlock Type
formatting). Another normal mode of use would be to notify

the controlling microprocessor when the next disk com-
mand can be loaded. This intenrupt is coincident with the

Next Disk Command (NDC) bit being set in the Status regis-

ter.

ERROR
Any bit set In the Error register sets the ED bit In the Status

register and causes an interrupt.

CORRECTION CYCLE COMPLETE
An intenrupt will occur at the end of an Internal correction

cycle, regardless of whether the enror was conrected or not.

If the en-or was non-con-ectable, the CF bit will be set in the
Error register. This will not generate two intenupts.

CLEARING INTERRUPTS

The INT pin will be forced inactive high any time the Status
register is being read. If an internjpt condition arises during

a status read, this condition will assert INT as soon as the
status read Is finished.

Intemjpts can also be cleared by setting the internal RES
bit, or by asserting the external RESET pin.

9.0 Additional Features

9.1 DATA RECOVERY USING THE INTER-
LOCK FEATUI^E

The potential use of the interlock feature Is in recovering

data from a sector with an unreadable header field. It is

assumed that the number of the sector physically preceding

the bad sector on the disk is known. A single-sector opera-

tion will tie performed on these sectors, and the Drive Com-
mand register will be changed in between them. The follow-

ing steps will recover the data:

• The header bytes of the physical sector preceding the

desired sector are loaded into the relevant byte pattern

registers.

• The OC register must be loaded with the El, EHI and IR

bits set. This enables the Header Complete inten-upt as
well as the interlock feature.

• The DC register is loaded for a single-sector. Compare
Header/Check Data operation.

• After the Header Complete intemjpt, the DC register

must be loaded with an Ignore Header/Read Data oper-

ation, and the Interlock (HBC) register written to. If the

controlling microprocessor fails to write to the HBC regis-

ter before the end of the data field of the first sector, a
Late Interlock en-or (LI bit In En-or register) will be
flagged, and the operation will be terminated with an in-

temjpt.

• When the HMC intemjpt occurs on the second sector,

the Interlock (HBC) register must be written to again in

order to avoid LI error.

• The operation will terminate normally when the data from
the badly labeled sector has been read.

9.2 HFASM FUNCTION
The Header Failed Although Sector number Matched
(HFASM) function on the DDC can be used to perform

malntainance and diagnostic functions, both of which will be
briefly outlined here.

The HFASM function is enabled by setting the EHF bit in at

least one of the Header Control registers, with a Compare
Header command loaded into the DC register. More than
one header byte may have its EHF bit set. If any one of the

header byte(s) with it's EHF bit set matched, but any other

header byte(s) (regardless of the state of their EHF bit)

don't match, an HFASM error will occur.
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9.0 Additional Features (continued)

TL/F/5282-19

f DATA "N

V. RECOVERY J

,,

LOAD HEADER BYTES OF
PHYSICALLY PRECEDING

SECTOR INTO HEADER

BYTE PATTERN REGISTERS

,,

LOAD OC REGISTER WITH

El, EHI AND IR BITS SET

LOAD DC REGISTER FOR A
SINGLE SECTOR, COMPARE
HEADER/CHECK DATA
OPERATION

^X^terruptV^ no

>^^ RECE

1

IVED ^^^

'yes

CHECK STATUS REGISTER SERVICE INTERRUPT

1

^^ BITS

JcV^,^
ETIN ^»^_40

i .

^"V^^^^STATUS ^y^
YES

LOAD DC REGISTER FOR A
SINGLE SECTOR, IGNORE
HEADER/READ DATA

0PE3UTI0N

1

WRITE TO INTERLOCK
REGISTER (LOAD WITH
NUMBER OF VALID HEADER
BYTES)

1 '

( CONTINUE J

FIGURE 24. DabiReciovery Algorithm

oo
OS
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9.0 Additional Features (continued)

In this way, tine IHFASM function performs a maintenance

type function, and can often indicate that the head is posi-

tioned over the wrong tracl<. It Is independent of whether or

not a CRC failure has occurred. An HFASM failure will not

stop operation until the header CRC bytes have been com-
pared and the CRC check is completed.

To perform a diagnostic function, the header can be read

and analyzed. This can be done only during a Compare
Header/Checl< Data operation with HFASM enabled. This

causes the header patterns coming from the disk to be writ-

ten into the FIFO. We must assume that the FIFO is empty
(or has been reset before the operation) in order for this

operation not to interfere with data transfers. If an HFASM
error occurs during a Header Compare, the FIFO will be left

intact and the header with the error can be read out of the

FIFO from the Header Diagnostic Readback (HDR) register.

(Note: LWDT of the local transfer register must be set to

match the bus width of the accessing MP for this function.)

If an HFASM error did not occur, the FIFO will be cleared

and the header patterns that were stored there will be lost.

This process can only be enabled for one disk command.
The Compare Header/Check Data command will enable
this function. Any other command will disable it.

10.0 Typical System Configurations

10.1 LOW COST SYSTEM
In a single bus system, the DDC can directly address 4G
bytes of main memory. The 16-bit I/O port (ADO- 15) is ex-

ternally demultiplexed and buffered with the octal latches

and drivers. The main microprocessor, through a separate

disk drive control I/O block. Is responsible for commands
like Head Select, Seek, TRK 000, Drive select, etc. Bus ac-

cess must be guaranteed before the FIFO overflows or

empties. A short burst length (LT and RT registers) accom-
modates longer bus latency times and helps to insure this.

The burst capability allows for other bus operations to be
interleaved while the FIFO is filling (during a read) or empty-

ing (during a write). If long, important CPU operations are

required, the next configuration must be used.

DATA

SEFWIATDII

ANSI

SMD
ESDI

ENCOOER

+ FKECOMP

M

tnta
DISK DATA

CONTROLLER

I 1 T-[

LATCH

(2x373)

FIGURE 25. Low Cost System Configuration TL/F/5282-20
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10.0 Typical System Configuration (Continued)

10.2 HIGH PERFORMANCE SYSTEM
This configuration provides a local bus for the DDC to share

with the local microprocessor and a buffer memory. Here,

whole blocks of data can be transfen-ed between the DDC
and buffer memory without interfering with the system bus.

This leaves the main CPU to perform important operations

and to allow data transfers when it is ready. This configura-

tion is also used in intelligent drives or systems that comply

to SCSI or IPI specifications. A local bus, dedicated micro-

processor and buffer memory are main characteristics of an

intelligent disl< Interface. The buffer memory can be used as

a cache for track or file buffering and command lists can be

down-loaded for execution by the microprocessor. The two

DMA channels can both directly address 64k bytes of buffer

memory. The local DMA channel transfers data between

the buffer memory and the internal FIFO. The remote DMA
channel transfers data between the buffer memory and the

host I/O port. With the addition of a bi-directional buffer

Isolating the DDC from the microprocessor, simultaneous

drive operations can be accomplished. While the DDC Is

transfening data via DMA with the buffer memory, the local

microprocessor can issue drive control commands.

Oo
oa
ib
o>
at

STS06

DATA

SEFMAnm

ANSI

SMD
Esn

ENCODER

+ PKCOMP.

I

uicai.diia'1

DISK DATA

CONTROUa

\—

ARMTRXnON
AND CONTML

M l/OCONTmiS

i—
BUFFER

MEMORV

m
SCSI (SASI)

MUUIBUS
VMEBUS

^— I/O

DATA

BI-DIRECTIONAL

(OPnONAL)
^^^^ BI-DIRECTK

i

^

i

FIGURE 26. High Performance System
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11.0 ABSOLUTE MAXIMUM RATINGS

12.0 DC ELECTRICAL CHARACTERISTICS

13.0 AC ELECTRICAL CHARACTERISTICS & TIMING
DIAGRAMS

13.1 Register Read (Latched Register Select:

ADSO Active)

13.2 Register Read (Non-Latched Register Select:

ADSO = 1)

13.3 Register Write (Latched Register Select:

ADSO Active)

13.4 Register Write (Non-Latched Register Select:

ADSO = 1)

13.5 LRQ Timing with External DMA
13.6 Reading FIFO Data in DMA Slave Mode

13.7 Writing FIFO Data in DMA Slave Mode

13.8 Local and Remote DMA Acknowledge

13.9 DMA Address Generation

13.10 DMA Memory Write

13.11 DMA Memory Read

13.12 DMA with Internal Wait States

13.13 DMA with External Wait States

13.14 DMA Control Signals

13.15 Local and Remote DMA Interleaving

13.16 RRQ Assertion after Writing to 00 Register for a
Remote Transfer

13.17 Read Data Timing

13.18 RGATE Assertion from Index or Sector Pulse Input

13.19 Write Data Timing for NRZ Type Data

13.20 WGATE Assertion from Index or Sector Pulse Input

13.21 Write Data Timing for MFM Type Data

13.22 Positional Timing for SDV and EEF

13.23 Field Envelope Timing

13.24 EXT STAT Timing When Used as External Byte

Synch

13.25 EXT STAT Timing When Using External ECO

14.0 AC TIMING TEST CONDITIONS

15.0 MISCELLANEOUS TIMING INFORMATION

15.1 Status Register Timing

15.2 En-or Register Timing

15.3 General Timing for Read Gate

15.4 Write Gate Timing

15.5 Normal Intenrupts

15.6 Derating Factor

11.0 Absolute Maximum Ratings*
Specifications for Military/Aerospace products are not
contained In this datasheet Refer to the associated
reliability electrical test specifications document

Supply Voltage (Vcc) -0.5 to +7.0V

DCInput Voltage (V||vj) -0.5 to Vcc+0.5V
DC Output Voltage (Vqut) -0.5 to Vcc+0.5V

Storage Temperature Range (TSTG) -eS'C to +150°C

Power Dissipation (PD) 500 mW
Lead Temperature (TL) (Soldering 1 sec.) 260°C

ESD maximum rating: All pins are capable of withstanding

1600 volts.

"Absolute Maximum Ratings are those values tieyond wtlich damage to the

device may occur.

12.0 DC Electrical Characteristics (Vcx; = sv ±10%, unless othenwise specified) ta = o°cto +7o°c

Symbol

V|H

V|L

V0HI

VoH2

Vqli

V0L2

l|N

loz

Ice

Parameter

Minimum High Level Input Voltage

Maximum Low Level Input Voltage

Minimum High Level

Output Voltage

(Note 2)

Minimum Low Level

Output Voltage

(Note 2)

Maximum Input Cun'ent

Maximum TRI-STATE Output
Leakage Cun'ent

Average Supply Current

DP8466N-12
(Note 3)

Average Supply Cun'ent
DP8466N-20
(Note 3)

Average Supply Cun'ent

DP8466N-25
(Note 3)

Conditions

(Notel)

(Note 1)

IIqutI = 20 M-A

ADSO, ADS1 IIqutI = 4.0 mA
For All Other OJtputs IIqutI = 2.0 mA

IIqutI = 20 ^A

ADSO, ADS1 IIqutI = 4.0 mA
For All Other Outputs IIqutI = 2.0 mA
V|N-VccQrGND

Vqut = Vcc O' GND

V|N = VccorGND
BCLK = RCLK = 12 MHz
Iqut = >tA

V|N = Vcc c GND
RCLK = 20 MHz
BCLK= 16 MHz, Iqut = 0;x

A

V|N - VccorGND
BCLK = 20 MHz
RCLK = 25 MHz
Iqut = juA

Typ

12

20

25

Limit

2.0

0.8

Vcc - 0-1

3.5

0.1

0.4

±1

±10

30

40

45

Units

liA

(xA

mA

mA

mA

6-114



12.0 DC Electrical Characteristics (continued)

Note 1: Umited functional test patterns are performed at these levels. The maiority of functional test patterns are pertormed with input levels of 3V for AC Timing

Verification.

Note 2: Outputs are "conditioned" for Tested States by normal functional test patterns. Device clocks are disabled and a purely static measurement is performed.

Note 3: Device is in nornial operating mode and is measured with bypass capacitor of 0.1 ;iF between Vcc and Ground.

o
"O
0»
^^

at

13.0 AC Electrical Characteristics & Timing Diagrams

NATIONAL SEMICONDUCTOR PRELIMINARY TIMING FOR THE DP8466

Note: Refer to 11 .4 for AC Timing Test Conditions.

Refer to 1 1 .5.6 for derating factor.

13.1 REGISTER READ (Utched Register Select ADSO Active)

RSO-5

ADSO

ADO-7

r<

V

jr\

-csdv-

-Qsdh

^^
*-rdv-^

r

f
— rdz-

)poC

csdz

Symbol

rsh

asdv

csdv

rdv

csdz

rdz

Parameter

Register Select Setup to ADSO Low

Register Select Hold to ADSO Low

Address Strobe Width In

Address Strobe to Data Valid (Note 1)

Chip Select to Data Valid

Read Strobe to Data Valid

Read Strobe Width

Chip Select to Data TRI-STATE (Note 2)

Read Strobe for Data to TRI-STATE (Note 2)

Data Hold from ADSO (Note 1)

DP8466-25/20

MIn

10

10

20

20

20

20

Max

150

125

125

10

80

80

DP8466-12

Min

15

15

30

20

20

20

Max

200

150

150

10

90

90

Units

ns

flS 1

Note 1: asdv and asdh timing is refersnced to the leading edge of ADSO or the leading edge of valid address, whichever comes last.

Not* 2: TRI-STATE note: These limits include the RC delay Inherent in our test method. These signals typically turn off within 16 ns, enabling other devices to

drive this line with no contention.
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13.0 AC Electrical Characteristics & Timing Diagrams (continued)

13.2 REGISTER READ (Non-Latched Register Select: ADSO ^ 1)

RSO-5 }[

Symbol

rsdv

csdv

rdv

csdz

rdz

rsdh

\
RO V

-rKJh-

f

j^

)poC

Parameter

Register Select to Data Valid (ADSO = 1) (Note 1)

Chip Select to Data Valid

Read Strobe to Data Valid

Read Strobe Width

Chip Select to Data TRI-STATE (Note 2)

Read Strobe for Data to TRI-STATE (Note 2)

Data Hold from Register Select Change (Note 1)

DP8466-25/20

MIn

20

20

20

Max

150

125

125

10

80

80

DP8466-12

MIn

20

20

20

MaK

200

150

150

10

90

90

Units

liS

Not» 1: rsdv and redh tinning assumes that ADSO is true wtien RSO-5 changes.

Note 2: TRI-STATE note: These limits include the RC delay inherent in our test method. Ttiese signals typically turn off within 15 ns, enabling other devices to
drive this line with no contention.

13.3 REGISTER WRITE (Utched Register Select: ADSO Active)

RSO-5^ { )

ADSO ir\ Jr\

^ >

^«whj
cs f

t

csdh

WR V
k

.—^—J__^
V

1

—

Symbol

csdh

rwds

rwdh

WW

aswh

Parameter

Address Strobe to Write Setup (Note 1)

Chip Select to Write Setup

Chip Select Data Hold

Register Write Data Setup

Register Write Data Hold

Write Strobe Width

ADSO Hold from Write (Note 1)

DP8466-25/20

MIn

15

50

40

50

10

Max

DP8466-12

MIn

20

70

10

50

70

15

Max

Note 1: asdv and asdh timing Is referenced to the leading edge of ADSO or the leading edge of valid address, whichever comes last

Units
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13.0 AC f

13.4REGISTE

RSO-5-

K

WR

ADO-7-

Electrical Characteristics & Timing Diagrams (continued)

R WRITE (Non-Latched Register Select ADSO = 1)

—
{ ): >-

*—— rswi ' *

y /

, , ,^M.

y r

rwdh— n'

i

TL/F/B282-25

Symbol Parameter
DPe466-25/20 DPS466-12

Units

Min Max Min Max

rsws Register Select to Write Setup (Note 1

)

10 15 ns

csws Chip Select to Write Setup 50 70 ns

osdh Chip Select to Data Hold 7 10 ns

rwds Register Write Data Setup 40 50 ns

rwdh Register Write Data Hold 3 5 ns

WW Write Strobe Width 50 70 ns

rswh Register Select Hold from Write (Note 1) 15 20 ns

Note 1: rsws and

13.5 LRQ TIM

rclk'

LACK

RD/WR

LRQ

rswhassu

iNG wn

-ne that ADSO is true when RSO-5 changes.

H EXTERNAL DMA

/ S / ^y ^.V ^^-/^A t \

/ A
^

s ^H 1- dslrqhUSII>|I

i
' 1y

r
1

a/F/5282-26

Symbol Parameter
OP8466-25/20 DP8466-12

Units

MIn Max MIn Max

dslrql Data Strobe to LRQ Low (Note 1) 75 100 ns

dslrqh Data Strobe to LRQ High (Note 2) 75 100 ns

rclrqh Read Clock to LRQ High 75 100 ns

Note 1: LRQ is re

Note 2: LRQ is re

the DDC is opera

moved at the end of a burst or an operatioii liy the assertion of the RD or WR strobe,

issued at tine end of a burst by the removal of the HB or ViiH sBobe. This only occurs if suffi

ting in the exact burst mode.

•lent data/space is In the FIFO for another burst and

oo

3
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13.0 AC Electrical Characteristics & Timing Diagrams (continued)

13.6 READING FIFO DATA IN DMA SLAVE MODE

JT

RD

\
rdlh-

-srdw-

^^

ADO-7

y
<-srdz-»

TL/F/528S-27

Symbol

lackdv

rdlh

Parameter

LACK to Data Valid

Read Strobe to LACK Hold (Note 1)

DP8466-2S/20

Min

10

Max

80

DP8466-12

Min

15

Max
Units

srdv Slave Read Strobe to Data Valid 60

srdz Slave Read Strobe to Data TRI-STATE (Note 3) 20 80

srdw Slave Read Strobe Width

70

20 90

8rcyc - 100 8rcyc - 100

Conditions: Disk read operation, DMA disabled, LRQ output true.

Note 1: Ttie read cyde begins when IJ^CK and RB are true. From tliis point. LACK must be field true for rclh.

Note 2; Ttie maximum rate of FIFO transfers is limited to 1 transfer per 2 royc + 7B ns wtiile data is being transferred between the disl< and the FIFO.

Note 3: TW-STATE note: These limits include the RC delay inherent in our test method. These signals typically turn off Mthin f 5 ns, enabling other devices to
drive this line with no contention.

13.7 WRITING FIFO DATA IN DMA SLAVE MODE

UCK JT \
- lockws -

WR

ADO- 15

- wrih -

^V. y
swds swdh

TL/F/5282-28

Symbol

lackws

wrIh

swds

swdh

Parameter

Local Acknowledge to Write Setup

Write to LACK Hold (Motel)

Slave Write Data Setup

Slave Write Data Hold

Slave Write Strobe Width (Note 2)

DP8466-25/20

Min

50

10

20

30

Max

8rcyc - 100

DP8466-12

Min

60

15

10

28

40

Max

8rcyc - 100

Units

Conditions: Disk write operatnn, DMA disabled, LRQ output tme.

Note 1: The write cyde begins when LACK and WR are true. From this point, LACK must be held true for wrth.

Note 2: The write cyde begins when LACK and WR are true. From this point. WR must remain true for sww.

Note 3: The maximum rate of FIFO transfers is limited to 1 transfer per 2 rcyc + 76 ns while data is being transferred between the disk and the FIFO.
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13.0 AC Electrical Characteristics & Timing Diagrams (contmued)

13.S LOCAL AND REMOTE DMA ACKNOWLEDGE

tj.t^ORt, l4 0Rt, t, tj t, Ij

BCLK

TL/F/5282-29

Symbol Parameter
DP8466-25/20 DP8466-12

Units
MIn Max Min Max

crql t2 Clock to Request Low 80 100 ns

crqhl t4 Clock to Request High

(Exact Burst Length Limited)
80 100 ns

caks Acknowledge Setup to Clock 20 25 ns

cakh Acknowledge Hold from Clock 10 15 ns

Note 1: The Local and Remote Acknowledges are sampled at the beginning of bus cycles t4 and t1.

Note 2: Local Acknowledge has internal priority over Remote Acknowledge.

Note 3; Local and Remote Acknowledge are ignored if their respective Request output is false.

Note 4: Above timing is for 1 6 bit address updates. For 32 bit Local address mode, cycle to occurs on the first transfer of an

operation or when the lower 16 bits of the address roll over.

13.9 DMA ADDRESS GENERATION

I, OR t^ to (NOTE

"\_^f V-
bcQsh

AOSO

/' ^.

> r
bcyc

bcash

^ 1.
— aswo-

- ads—

Symbol Parameter
DP8466-25/20 DP8466-12

Units

Min Max Min Max

bcyc Bus Clock Cycle Time (Notes 2, 3) 50 10,000 80 10,000 ns

bch Bus Clock High Time (Note 3) 22.5 10,000 32 10,000 ns

bcl Bus Clock Low Time (Note 3) 22.5 10,000 32 10,000 ns

bcash Bus Clock to Address Strobe High 45 55 ns

bcasl Bus Clock to Address Strobe Low 50 60 ns

aswo Address Strobe Width In bch bch

bcadv Bus Clock to Address Valid 80 70 ns

bcadz Bus Clock to Address TRI-STATE (Note 4) 20 80 20 90 ns

ads Address Setup to ADSO/1 Low bch - 20 bch -27 ns

adh Address Hold from ADSO/1 Low bcl -5 bcl - 10
„

ns

Note 1: Cycle tO occurs only on the first transfer of an operation or when the lower 16 bits of the address rolls over.

Note 2: The rata of bus ckx* must be high enough that data will be transferred to and from the FIFO faster than the data being transfenwJ to and from the disk.

Note 3: For DP8466-20, minimum bcyc = 60 ns minimum bch = bcl = 28 ns.

Note 4: TRI-STATE note: These limits include the RC delay inherent in our test method. These signals typically turn off within 15 ns, enabling other devices to

drive this line with no contentkin.
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13.0 AC Electrical Characteristics & Timing Diagrams (continued)

13.10 DMA MEMORY WRITE

ADSO

WR

y

V J
bcwd

- Qswd i

Symbol Parameter
DP8466-25/20 0P8466-12

Units
MIn Max Min Max

bcw Bus Clock to Write Strobe 50 60 ns

wds Data Setup to WR High (Note 1) 2bcyc - 35 2bcyc - 46 ns

wdh Data Hold from WR high (Note 1) 10 50 10 60 ns

bcwd Data Valid from t2 Clock (Note 1

)

75 90 ns

asds Address Strobe to Data Strobe (Note 2) be! + 10 bcl + 20 ns

aswd Address Strobe to Write Data Valid bcl + 40 bcl + 60 ns

Condftktns: DMA wrile, Local or Remote transfer, intemaJ DMA.

Note 1: Data is enabled on ADO-15 only in local DMA transfer.

Note 2: Data strobe is eittier RD or WR out

13.1 1 DMA MEMORY READ

y

V J
— ds - dh

ADO-15

TL/F/5282-32

Symtwl

bcr

Parameter

Bus Clock to Read Strobe

DP8466-25/20

MIn Max

50

DP8466-12

Min Max

60

Units

ds Data Setup to Read Strobe High 27 32

dh Data Hold from Read Strobe High

dnw DMA Read Strobe Width Out 2bcyc - 10 2bcyc - 15

Note 1: ds and dh timing are for Local transfers only.
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13.0 AC Electrical Characteristics & Timing Diagrams (continued)

13.12 DMA WITH INTERNAL WAIT STATES

U, to OR t,

I

t,

BaK

ADSO y~A.

RD/WR \.

Conditions: L.ocal Of Remote DMA transfer, read or write, internal DMA.

Note 1: Addition of an internal wait state will lengthen RD/Wf^ stroties t}y an additional bus doci^ cycle.

Note 2: Internal wait states are enat>led by setting tiie Slow Read/Write bits in the Local and Remote Transfer registers.

Note 3: If used, eictemal wait states will be added between cycles K and t4.

13.13 DMA WITH EXTERNAL WAIT STATES

BCU

EXT STAT

ADSO

RD/WR \
TL/F/52e2-34

Symbol Parameter
DP8466-2S/20 DP8466-12

Units
Min Max MIn Max

ews External Wait Setup to tS Dock 15 20 ns

ewh External Wait Hold after tw Clock 10 15 ns

Conditions: Read or write, tntemat DMA mode. Local or Remote transfer.

Note 1: Addition of external wait states will extend RD/WR strobes by an integral number of bus dock cycles.

Note 2: If enabled, an internal wait state la added between cycles t2 and t3.

Not* 3: EXT STAT is sampled upon entering states t3 and tw, and adds wait states one bus doclc cyde later.

o
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13.0 AC Electrical Characteristics & Timing Diagrams (Continued)

13.14 DMA CONTROL SIGNALS

bclk/~"A ^

^ tl

A_7 V_^
tt

1

A r
V /

—

-

t V /

bccte

'

bcctr

Symbol Parameter
DP8466-25/20 DP8466-12

Units
MIn Max Min Max

bccte Bus Clock to Control Enable (WR, RD, ADSO) 55 70 ns

Ixjctr Bus Clock to Control Release (WR, RD, ADSO) (Note 1) 60 70 ns

Not* 1: TRI-STATE note: ITiese limits include the RC delay inherent in our test method. These signals typically turn off within 15 ns, enabling other devices to

drive this line with no contention.

13.15 LOCAL AND REMOTE DMA INTERLEAVING

BCLK

LRQ

RRQ

RACK

ADSO

rB/Sr

J"^

f

T~X

/^A.
\ y

\

^ /"

jr-^
y^^

\. y

- REMOTE

Note 1: Timing of the acknowledge puises

Note 2: If both UCK and RACK are

are used for illustration. Acknowledges need only to be set up with respect to t4 and tl clock cycle,

with both LRQ and RRQ pending, a local DMA transfer will be performed.
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13.0 AC Electrical Characteristics & Timing Diagrams (continued)

13.16 RRQ ASSERTION AFTER WRITING TO 00 REGISTER FOR REMOTE TRANSFER

VWR

RRQ

1^ * wrqh

Symbol Parameter
DP8466-25/20 DP8466-12

Units
MIn Max Min Max

wrqh Write Strobe to Remote Request High 100 150 ns

ou
00

Conditions: Non-tracking mode, writing "Start Remote Input/Output" to the Operation Command register.

13.17 READ DATA TIMING

RCLK

RDATA,
AMF

rds

y.

rdh

X X
TL/F/5282-38

Symbol Parameter
DP8466-25/20 DP8466-12

Units

MIn Max Min Max

rds Read Data/AMF Setup to Read Clock 10 15 ns

rdh Read Data/AMF Hold to Read Clock 10 15 ns

13.18 RGATE ASSERTION FROM INDEX OR SECTOR PULSE INPUT

RGATE v

Symbol Parameter
DP8466-25/20 DP8466-12

Units

MIn Max MIn Max

rcyc Read Clock Cycle Time (Note 2) 40 10,000 80 10,000 ns

rch Read Clock High Time (Note 2) 16 10,000 32 10,000 ns

rcl Read Clock Low Time (Note 2) 16 10,000 32 10,000 ns

iss Index/Sector Setup to Read Clock 10 15 ns

ish Index/Sector Pulse Hold 10 15 ns

rcrg Read Clock to Read Gate 45 60 ns

Note 1: iNDEX/SECTOR iow must meet iss/ish timing for proper INDEX/SECTOR puise detection.

Mote 2: For DPB466-20, minimum royo-50 ns, minimum red and rci=20 ns.
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13.0 AC Electrical Characteristics & Tinning Diagrams (Continued)

13.19 WRITE DATA TIMING FOR NRZ TYPE DATA

RCLK

WCLK

WGATE

WDATA,

AME.

dwds

1
dwdh

X=|^ A.

Symbol Parameter
DP8466-2S/20 DP8466-12

Units

Mtn Max MIn Max

rcwoh Read Clock to Write Clock High Delay 25 40 ns

rcwol Read Clock to Write Clock Low Delay 25 40 ns

rcwcs Absolute Value of (rcwd— rowch) 6 7 ns

dwds Drive Write Data Setup to Write Clock rcl - 10 rcl - 15 ns

dwdh Drive Write Data Hold to Write Clock rch-5 rch -8 ns

wgs Write Gate Setup to Write Clock rcl - 10 rcl - 15 ns

wgh Write Gate Hold to Write Clock rch rch ns

Note 1; rcl and rch are described in Timing Diagram 13.18.

13.20 WGATE ASSERTION FROM INDEX OR SECTOR PULSE INPUT

RCLK

rcwg

INDEX,

SECTORy v
WGATE

rcwg

r^^
EPRE,

.

(NOTE 1)

rcepi --

\

TUF/5282-41

Symbol Parameter
DP8466-25/20 DP8466-12

MIn Max MIn Max

rcwg Read Clock to Write Gate 40 50 ns

rcepe Read Clock to Early Precomp Enabled 50 60 ns

rcepz Read Clock to Early Precomp TRI-STATE 50 60 ns

Not* 1; Early Pracompensatlon (EPRE) is used as an output only when writing MFM data.
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13.0 AC Electrical Characteristics & Timing Diagrams (Continued)

13.21 WRITE DATA TIMING FOR MFM TYPE DATA

WDATA

-^ rcheph

rchepi -^ ]*-

rcllph -»-

LPRE

relepi -

M- rcllpl

/ \
rchlph -^

•«-rchlpl

/—

V

Tlj'F/5282-42

aD
ca

a>
at

Symbol Parameter
DP8466-25/20 DP8466-12

Units
MIn Max Min Max

rchmwh RCLK High to MFM WDATA High 40 50 ns

rchmwl RCLK High to MFM WDATA Low 40 50 ns

rclmwh RCLK Low to MFM WDATA High 40 50 ns

rclmwl RCLK Low to MFM WDATA Low 40 50 ns

rcheph RCLK High to EPRE High 40 50 ns

rchep) RCLK High to EPRE Low 40 50 ns

rcleph RCLK Low to EPRE High 40 50 ns

rclepi RCLK Low to EPRE Low 40 50 ns

rchlph RCLK High to LPRE High 40 50 ns

rchlpl RCLK High to LPRE Low 40 50 ns

rcllph RCLK Low to LPRE High 40 50 ns

rcllpl RCLK Low to LPRE Low 40 50 ns

6-125



CO
<o

00
Q.a

13.0 AC Electrical Characteristics & Timing Diagrams (continued)

13.22 POSITIONAL TIMING FOR SDV AND EEF

Read operation (Compare Header, Read Header, Compare Data or Read Data)

(not ancapsulotad)

EEF
-5 J-

htoder/
data

Intsmal

CRC/ECC

765432. .3210
-t <-

-s s-

•xt ECC

7 6 54.2 10

—S J-

-i y

J^^

post-

amble

7 654

1_
1_

TL/F/5Z82-43

Note 1: Data should be delayad 2 bit times before entering external ECC circuitry in order for it to properly align correctly with SDC and EEF.

Note 2: Encapsulation Is corrtrolled by the HEN and DEN bits in the EC register, and causes the sync patterns to be included in the CRC/ECC calculation.

Write operation (Write Header, Write Data or Format Track)

preombte

WDATA 2 1

SDV

(encapsulated)

SDV

sync sync
1 2

765 4.2 10

(not encapsulated)

EEF

heoder/ internal

data CRC/ECC

765432. .3210

( <i

extECC

7 65 4.2 10

post-

omble

7654

TVF/62BZ-44

Note 1: Write operation shown is for NRZ data. For MFM encoding, Write data is delayed two bit times relative to NRZ data.

Note 2: Encapsulation is controlled try the HEN and DEN bits in the EC register, and causes the sync patterns to be included in CRC/ECC calculation.

Write header operation (Start with Address Mark)

WDATA

SDV

preamble
(disk address rhork)

6543210

(encapsulated)

SDV

(not encapsukitad)

synci
(disk preamble)

7 65.. 3210

sync2
(disit sync)

765 . . to

header

7 6 5 4

TL/F/5282-45

Note 1: Field names within parenthesis are the names of the fields on dislt.

Note 2: Encapsulation is controlled by the HEN bit in the EC register, and causes the sync patterns to be included in CRC/ECC calculation.
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13.0 AC Electrical Characteristics & Timing Diagrams (Continued)

13.23 FIELD ENVELOPE TIMING

RCLK

SDV

Symbol Parameter
DP8466-25/20 DP8466-12

Units

Min Max Min Max

rcsdv Read Clock to Serial Data Valid 35 50 ns

rcee Read Clock to External ECC 35 50 ns

o

Note 1: SDV is asserted after sync fields, and is deasserted at ttie start of the postamble field. If sync field encapsulation is enabled, SOV is asserted at the ste-t of

tfie sync fields.

Note 2: EEF is asserted at the start of the external ECC field, and is deasserted at the start of the postamtile field.

Note 3: When the DDC is reoeivirg data from the disk, the SDV and EEF are delayed by two bit times from incoming read data due to internal delays.

Note 4: If the external ECC count is set to zero, no EEF output will be generated.

13.24 EXTERNAL STATUS TIMING WHEN USING EXTERNAL BYTE SYNC

RCLK

Da STAT

6X5X4X3
first byte of header or data -

TL/F/52B2-47

Symbol Parameter
DP8466-25/20 DP8466-12

Min Max Min Max

esys External Byte Sync Setup to Rising

Edge of Bit Clock of Byte Sync
15 20 ns

esyh External Byte Sync Hold to Rising

Edge of Bit Clock of Byte Sync
10 15 ns

Mote 1: The external sync feature can only tie used if the Enable External Wait states (EEW) bit of the Remote Transfer (RT) register is not set

Note 2: External circuitry is needed to feed the DDC with NHZ zeros until the external sync signal has been generated to prevent the DDC from trying to detect

sync.

Note 3: If External Syne and External Wait states are not being used, the EXT. STAT, pin must be false during preamble and sync fields.
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13.0 AC Electrical Characteristics & Timing Diagrams (continued)

13.25 EXTERNAL STATUS TIMING WHEN USED FOR EXTERNAL ECC

-k»t byte of extemol ECC-

RaK

Da STAT

RDATA

SDV&
EEF "V

TL/F/S282-48

DP8466-25/20 DP8466-12
Units

Min Max MIn Max

eccs External ECC Status Setup to Rising Edge of

BitClock4ofPostamble
15 20 ns

ecch External ECC Status Hold to Rising Edge of

BltClock2ofPostamble
10 5 ns

Note 1: TTie external ECC emx detection feature can only be used if the Enable External Wait states (EEW) bit of ttie Renwte Transfer register (RT) is zero.

14.0 AC Timing Test Conditions

Input Pulse Levels GNDto3.0V

Input Rise and Fall Times 6 ns

Input and Output Reference Levels 1.3V

TRI-STATE Reference Levels Float (AV)±CSV
Output Load (See Figure 27)

Capacitance (Ta = 25''c,f = imhz)

Parameter Description Typ Max Unit

C|N Input

Capacitance

7 12 PF

CoUT Output

Capacitance

7 12 PF

Ci (NOTE 1)

TLyF/5282-77

FIGURE 27

Note 1: Cl, = 50 pF, includes scope and jig capacitance

Note 2: SI = Open for Push Putt Ou^uts

Si = V(x few High Impedance to active low and active low to High

Impedance measurements.

Si = GND for High Impedance to active high and active high to

High Impedance measurements.

Note: This parameto- is sanr^ied and not 100% tested.
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15.0 Miscellaneous Timing Information

15.1 STATUS REGISTER TIMING

HEADER FAULT: This bit is set at the start of the Header

Postamble field of a header with a GRC/ECC error, it is

reset at the start of the Header Postambie of the header

requested, or upon receipt of a new disk command. No in-

terrupt is generated.

NEXT DISK CX)MMAND; This bit is set at the start of the

Header Postamble of the last sector of an operation, and Is

reset upon loading the Drive Command register. No inter-

njpt is generated.

HEADER MATCH COMPLETED: This bit is set at the start

of the Header Postamble field of the header of interest This

bit is reset when the DDC begins the next header operation.

An interrupt is generated if enabled.

LOCAL REQUEST: This bit has the same timing as the Lo-

cal Request pin. When the FIFO requires servicing, this bit is

set When service is no longer required, this bit is cleared.

No interrupt is generated.

REMOTE COMMAND BUSY: In the tracking mode, this bit

o 991 •n—'j ri^^i_fx o oiiOi lOx^^ipi w, cc u,,«g \fW aiiu. iii iiio

non-tracking mode, this bit is set when either a Start Re-

mote Input or Start Remote Output command Is received in

the Operation Command register. This bit is reset and inter-

rupt Is generated upon completion of the Initiating operation.

LOCAL COMMAND BUSY; This bit is set 3-5 RCLK's after

receipt of a drive command which requires the use of the

local channel. It is reset after the last transfer of the local

channel if in the non-tracking mode or writing the disk, or

after the last transfer of the remote channel rf in the tracking

mode and reading disk. Intenxipt is generated upon comple-

tion of the Initiating operation.

CORRECTION CYCLE ACTIVE: This bit is set upon receipt

of the Start Con-ection Cycle in the Operation Command
register, and Is reset at the end of the con-ection operation.

An intemipt is generated at the end of the connection cycle.

ERROR DETECTED: This bit is a logical OR function of all

the bits in the Error register. An Intemjpt is generated when
an enror is detected.

15.2 ERROR REGISTER TIMING

HFASM ERROR; If while in the HFASM mode the sector

address matches and another header byte does not, this bit

will be set at the start of the Header Postamble field.

DATA FIELD ERROR: If the Data field contains a CRC/ECC
error, this bit will be set at the start of the Data Postamble

field.

SECTOR NOT FOUND: If the header of the desired sector

is not located before two Index pulses are received, this bit

will be set upon receipt of the second Index pulse.

SECTOR OVERRUN; If an index or sector pulse is detected

while reading the Header or Data field, or while writing and
not in the Gap field, this bit will be set upon receipt of the

sector/index pulse.

NO DATA SYNC; If an index or sector pulse is received

before data sync is detected, this bit is set upon receipt of

the sector/Index pulse. If there is a data sync error after the

first sync byte has been detected, this bit will be set during

the byte following the byte in error.

FIFO DATA LOST: If a transfer between the disk and FIFO
causes the FIFO to underrun or overoin, this bit will be set

within the next byte time creating a write splice If write gate

was on. This is reflected as an ECC enxir and can be re-

moved if sector is rewritten.

CORRECTION FAILED: This bit is set at the end of the

correction cycle if the error is non-oon-ectable.

LATE INTERLOCK: This bit is set at the start of Data Post-

amble field for Read operations and at the end of the post-

amble field for non-format Write operations. While format-

ting, this bit is set at the end of the Gap field.

15.3 GENERAL TIMING FOR READ GATE
Whenever the DDC is reading, comparing, or in some cas-

es, ignoring information, RGATE is asserted. The use of

RGATE can be separated Into three groups; Header search

(soft sectored mode), header examination, and data exami-

nation.

SEARCHING FOR HEADERS
When the DDC is searching for a header In the soft-sec-

tored mode, RGATE is asserted in a somewhat random lo-

cation in the format After being asserted, if ttie DDC does
not recognize the address mark pattern within eight bit

times of detecting a one, RGATE will be de-asserted in ISVi
RCLK's. RGATE will then remain low for 171/2 RCLK's be-

fore another search attempt is made.

In modes where the DDC starts a Read, Compare or Ignore

Header operation at an index or sector pulse, RGATE will

be asserted 3-4 RCLK cycles from detection of the index or

sector pulse.

DATA OPERATIONS

After the header operation has completed, RGATE will be

removed two bits after the start of the Header Postamble. If

a Read or Check Data operation is to follow, RGATE will be

reasserted 1 1 ^2 bits after the Header Postamble.

At the end of the Data field, RGATE will be removed two

bits into the start of the Data Postamble.

15.4 WRITE GATE TIMING

Whenever the DDC Is writing information, WGATE is assert-

ed. WGATE can be separated into three uses: Writing head-

er, writing data or track formatting.

WRITING HEADERS

When the DDC writes the header, the write operation does
not begin until the receipt of an index or sector pulse. After

the pulse is detected, WGATE will be asserted ZVi-^Vi
RCLKs from the detection of the pulse. WGATE will stay

true until the end of tiie Header Postamble, unless the Data

field Is to be written. If the Data field is to be written,

WGATE will not be de-asserted between the Header and

Data fields.

WRITING DATA

After a header operation has properly completed, WGATE
will be asserted 3 bit times into the Data Preamble. The

WGATE will remain active until the end of the Data Postam-

ble. Because of internal delays within the DDC, the Write

Data operation is delayed three bit times from the header

patterns.

Oo
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15.0 Miscellaneous Timing Information

FORMAT TRACK

In a format track operation, WGATE is asserted zy^-ayz

RCLK's from the detection of ttie index pulse. WGATE will

remain active until the next index pulse is detected, and will

then be removed.

Note; Detection of an index or sector pulse is defined as the rising edge of

the RCLK where index/sector input has met the setup time.

15.5 NORMAL INTERRUPTS

Interrupts are generated by the DDC for a variety of rea-

sons, but they all fall into one of three categories: Either

they signal normal completion, a synchronization point, or

an error condition. If an interrupt is generated because of an

error, the interrupt will have timing as described in the Error

register timing sectton.

The Header Operation Complete interrupt is used for syn-

chronization, and Is enabled with the Enable Header Inter-

rupt bit of the Operation Command register. This interrupt

will occur when the DDC finishes the header operation, and

starts the data operation. For Read, Compare, Write, or Ig-

nore Header operations, the interrupt will be generated at

the start of the Header Postamble field.

The normal Operation Complete intemjpt is dependent on

the operation being performed. If the operation is to Check

Data, the interrupt is generated at the start of the Data Post-

amble field. For Write Data operations, an interrupt will be

(Continued)

generated at the end of the Data Postamble. When the DDC
is formatting, the intenupt will be delayed by the length of

the Header Preamble after the format has finished. The
fourth event is further defined by the DMA mode used. For

all local channel operations except for tracking mode disk

read, the inten^ipt will be generated during the last transfer

of data from the FIFO. In the configuration, tracking mode
disk read, the interrupt will be delayed until the last transfer

is made by the remote DMA. For all non-tracking remote

DMA operations, the interrupt will be generated during the

last transfer of the remote DMA.

When a correction operation is being performed, an inter-

rupt is generated at the end of the correction cycle, regard-

less of the outcome.

15.6 DERATING FACTOR

Output timings are measured with a purely capacitive load

for 50 pF. The following correction factor can be used for

other loads:

DP8466-25/20 Cl i 50 pF: + .13 ns/pF (ADSO, ADS1)
-I- .20 ns/pF (all other outputs)

DP8466-12 Cl^SOpF: -I-.18 ns/pF (ADSO, ADSI)
-I- .25 ns/pF (all other outputs)
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16.0 Appendix
16.1 ODC REGISTERS, INDEX BY HEX ADDRESS

Die following is a repeat of what can be found in the DDC
INTERNAL REGISTERS Section. This listing is arranged nu-

merically by hex address, and is provided as a quick refer-

ence. The section numbers provided indicate where the

best description for the particular register can be located.

For an explanation of the information contained in the WR
and RD columns, refer to the key In the INTERNAL REGIS-

TERS Section.

COLUMN KEY:

Hk: Hex Address *B: Number of bits WR: WWe BD: Read SC: Section

HA REGISTER #B WR RD SC

00 Status Register (S) 8 NO R 3.1

01 En-or Register (E) 8 NO R 3.1

02 ECCSROutO 8 NO R 3.4

02 Polynomial Preset Byte (PPBO) 8 D NO 3.4

03 ECCSROutI 8 NO R 3.4

03 Polynomial Preset Byte 1 (PPB1) 8 D NO 3.4

04 ECC SR Out 2 6 NO M 3.4

04 Polynomial Preset Byte 2 (PPB2) 8 D NO 3.4

05 ECC SR Out 3 8 NO R 3.4

05 Polynomial Preset Byte 3 (PPB3) 8 D NO 3.4

06 ECC SR Out 4 8 NO R 3.4

06 Polynomial Preset Byte 4 (PPB4) 8 D NO 3.4

07 ECC SR Out 5 8 NO R 3.4

07 Polynomial Preset Byte 5 (PPB5) 8 D NO 3.4

08 Data Byte Count (0) 8 NO R 3.4

08 Polynomial Tap Byte (PI BO) 8 D NO 3.4

09 Data Byte Count (1) 8 NO R 3.4

09 Polynomial Tap Byte 1 (PTB1) 8 D NO 3.4

OA Polynomial Tap Byte 2 {PTB2) 8 D NO 3.4

OB Polynomial Tap Byte 3 (PTB3) 8 D NO 3.4

OC Polynomial Tap Byte 4 (PTB4) 8 D NO 3.4

OD Polynomial Tap Byte 5 (P 1 B5) 8 D NO 3.4

OE ECC CONTROL (EC) 8 D NO 3.4

OF Header Byte Count (HBC)/lnterlock 3 F R 3.1

10 Drive Command Register (DC) 8 C NO 3.1

11 Operation Command Register (OC) 8 C NO 3.1

12 Sector Counter (SC) 8 C R 3.1

13 Number of Sector Operations

Counter (NSO)

8 C R 3.1

14 Header Byte Pattern 8 C R 3.3

15 Header Byte 1 Pattern 8 C R 3.3

16 Header Byte 2 Pattern 8 c R 3.3

17 Header Byte 3 Pattern 8 c R 3.3

18 Header Byte 4 Pattern 8 c R 3.3

19 Header Byte 5 Pattern 8 c R 3.3

1A Remote Data Byte Byte Count (L) 8 c R 3.2

1B Remote Data Byte Byte Count (H) 8 c R 3.2

1C DMA Address Byte 8 c R 3.2

HA REGISTER #B WR RD SC

ID DMA Address Byte 1 8 C R 3.2

IE DMA Address Byte 2 8 c R 3.2

IF DMA Address Byte 3 8 c R 3.2

20 Data Postamble Byte Count 5 D R 3.3

21 ID Preamble Byte Count 5 C R 3.3

22 ID Sync #1 (AM) Byte Count 5 D R 3.3

23 ID Sync #Byte 2 Count S D R 3.3

24 Header Byte Control 5 D R 3.3

25 Header Byte 1 Control 5 D R 3.3

26 Header Byte 2 Control 5 D R 3.3

27 Header Byte 3 Control 5 D R 3.3

28 Header Byte 4 Control 5 D R 3.3

29 Header Byte 5 Control 5 D R 3.3

2A Data External ECC Byte Count 5 D R 3.3

2B ID External ECC Byte Count 5 D R 3.3

2C ID Postamble Byte Count 5 D R 3.3

2D Data Preamble Byte Count 5 D R 3.3

2E Data Sync # 1 (AM) Byte Count 5 D R 3.3

2F Data Sync #2 Byte Count 5 D R 3.3

30 Data Postamble Pattern 8 D R 3.3

31 ID Preamble Pattern 8 D R 3.3

32 IDSync#1 (AM) Pattern 8 D R 3.3

33 ID Sync #2 Pattern 8 D R 3.3

34 Gap Byte Count 8 F R 3.3

35 Disk Format Register (DF) 8 D NO 3.1

36 Header Diagnostic Readback (HDR) 8 NO R 3.1

36 Local Transfer Register 8 1 NO 3.2

37 DMA Sector Counter (DSC) 8 NO R 3.2

37 Remote Transfer Register 8 1 NO 3.2

38 Sector Byte Count 8 D R 3.2

39 Sector Byte Count 1 8 D R 3.2

3A Gap Pattern 8 F R 3.3

3B Data Format Pattern 8 F R 3.3

3C ID Postamble Pattern 8 D R 3.3

3D Data Preamble Pattern 8 D R 3.3

3E Data Sync #2 (AM) Pattern 8 D R 3.3

3F Data Sync #2 Pattern 8 D R 3.3

o
OS
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16.0 Appendix (continued)

16.2 ALPHABETICAL MNEMONIC
GLOSSARY AND INDEX

Listed on the following pages are the majority of the abbre-

viations used within this data sheet as mnemonics to de-

scribe portions or functions of the DDC. The section num-

bers referenced Indicate where the terms are first defined.

Mnemonics from the specifications section are not included

here.

MNEMONIC DESCRIPTION SECTION

ADO-7 Address/Data 0-7 (pins 41 -48) 2.0

ADS- 15 Address/Data8-15 (pins 1-8) 2.0

ADSO Address Strobe (pin 9) 2.0

ADS1 Address Strobe 1

(attached to RRQ, pin 37)

2.0

AME Address Marl< Enable

(attached to LPRE, pin 13)

2.0

AMF Address Mark Found

(attached to EPRE, pin 16)

2.0

BCLK Busaock(pin40) 2.0

CCA Con'ection Cycle Active

(bit in Status register)

3.1

CF Conwrtion Failed (bit In Error register) 3.1

^ Chip Select (pin 28) 2.0

CSO-3 Correction Span Selection

(bits in EC register)

3.4

DC Drive Command register 3.1

DNE Data Non-Encapsulation (bit In EC register) 3.4

DF Disk Format register 3.2

DFE Data Field En-or (bit in Error register) 3.1

D01,2 Data Operation bits

(command in DC register)

3.1

DSC DMA Sector Counter 3.2

E Error register 3.1

EC ECC Control register 3.4

ED Error Detected (bit in Status register) 3.1

EEF External ECC Field (pin 26) 2.0

EEW Enable External Wait (bit in RT register) 3.2

EHF Enable HFASM Function

(bit In HCO-5 registers)

3.3

EHI Enable Header inteniipts

(command in OC register)

3.1

FTF FIFO Table Format (bit In DF register) 3.1

HBA Header Byte Active (bit in HCO-5 registers) 3.3

HBC Header Byte Count register 3.1

HCO-5 Header Byte 0-5 Control registers 3.3

HDR Header Diagnostic Readback register 3.1

HNE Header Non-Encapsulation (bit in EC register 3.4

HF Header Fault (bit in Status register) 3.1

HFASM Header Failed Although Sector

number Matched (bit in Error register) 2.0

HMC Header Match Completed
(bit in Status register)

3.1

HOI, 2 Header Operation bits

(command in DC register)

3.1

HSS Hard or Soft Sectored (bit in DF register) 3.1

ID1,2 Internal Data Appendage (bits in DF register) 3.1

IDI Invert Data In (bit in EC register) 3.4

IH1,2 Internal Header Appendage

(bits in DF register)

3.1

TNT Interrupt (pin 29) 2.0

U Long Address (bit in LT register) 3.2

LACK Local DMA Acknowledge (pin 39) 2.0

LBL1 , 2 Local Burst Length (bits in LT register) 3.2

LCB Local Command Busy (bit in Status register) 3.1

LI Late Interlock (bit in En-or register) 3.1

LPRE Late Preoompensation 2.0

(attached to AME, pin 13)

LRQ Local DMA Request (pin 36) 2.0

LRQ Local Request (bit In Status register) 3.1

LSRW Local Slow Read/Write (bit in LT register) 3.2

LT Local Transfer register 3.2

LTEB Local Transfer Exact Burst (bit In LT register) 3.2

LWDT Local Word Data Transfer (bit in LT register) 3.2

MFM MFM Encode (bit in DF register) 3.1

MSO Multi-Sector Operation 3.1

(command in DC register)

NOP Not Compare (bit in HCO-5 registers) 3.3

NDC Next Disk Command (bit In Status register) 3.1

NDS No Data Synch (bit in En-or register) 3.1

NSO Number of Sector Operations counter 3.

1

OC Operation Command register 3.1

PPBO-5 Polynomial Preset Byte 0-6 3.4

PTBO-5 Polynomial Tap Byte 0-5 3.4

RACK Remote DMA Acknowledge (pin 38) 2.0

RBL1,2 Remote Burst Length (bits in RT register) 3.2

RBO Reverse Byte Order (bit in LT register) 3.2

RCB Remote Command Busy (bit in Status register) 3.1

RCLK Read Clock (pin 25) 2.0

RD Read (pin 11) 2.0

RDATA Read Data (pin 15) ZJO

RED Re-Enable DDC (command In DC register) 3.1

RES Reset DDC (bit OC register) 3.2

RGATE Read Gate (pin 19) 2.0

RRQ Remote Request (attached to ADS1 , pin 37) 2.0

RSO-5 Register Select 0-5 (pins 30-35) 2.0

RSRW Remote Slow Read/Write (bit in RT register) 3.2

RT Remote Transfer register 3.2

RTEB Remote Transfer Exact Burst 3.2

(bit in RT register)

RWDT Remote Word Data Transfer 3.2

(bit in RT register)

S Status register 3.1

SAIS Start At Index or Sector 3.1

(command in DC register)

SAM Start at Address Mark (bit in DF register) 3.

1

SC Sector Counter 3.1

sec Start Con-ection Cycle 3.1

(command in OC register)

SDV Serial Data Valid (pin 27) 2.0

SLD Select Local DMA (bit in LT register) 3.2

SNF Sector Not Found (bit In En-or register) 3.1

SO Sector Ovenrun (bit in Error register) 3.1

SRD Select Remote DMA (bit in RT register) 3.2

SRI Start Remote Input (commend In OC register) 3.1

SRO Start Remote Output 3.1

(command in OC register)

SSC Substitute Sector Counter 3.3

(bit in HCO-5 registers)

TM Tracking Mode (bit in RT register) 3.2

WCLK Write Clock (pin 21

)

2.0

WDATA Write Data (pin 18) 2.0

WGATE Write Gate (pin 20) 2.0

WR Write (pin 10) 2.0
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^ National
Semiconcluctor
Corporation

PRELIIVIINARY

DP8470 Floppy Disk Support Chip
Data Separator & Write Precompensation

General Description
This part is a generai purpose data separator which can be

used to generate a read clocl< for FM or MFM encoded

data. This read cloclt can be used with many existing floppy

disk controllers including the jj,PD765A, 8272A, and

WD179X. It can also be used with National Semiconductor's

Hard Disk Controller, DP8466, for a combination hard disk/

floppy disk system. The data separator can be used for data

rates ranging from 125 kbits/sec up to 1.25 Mbits/sec.

This part also contains a write precompensation circuit. Nor-

mally a disk controller will determine whether a bit of data

needs to be shifted early, late, or not at all. The controller

does not do the actual shifting however. This disk support

chip will do the actual shifting that is requested by the con-

troller.

A few other miscellaneous circuits have been included to

enable this part to tie Interfaced to a hard disk controller

such as the DP8466. The hard disk controller requires that

the data read off from the disk be converted to an NRZ

format rather than MFM encoded. Also, the controller needs

to know when a valid address mark has been read from the

data stream. This disk support chip does both of these func-

tions.

Features
Analog dual-gain PLL data separator

Write precompensation (0-393 ns)

Requires no external trimmable components

Supports FM/MFM 125 kbits-1.25 Mbits/sec

B interface to all popuiai floppy disk controllers.

Interface to DP8466 hard disk controller

— Address Mark Found output

— NRZ output

Pump up/down output for testing

Low power CMOS
24-pin narrow package or 28-pin PCC

Block Diagram

SECONDARY

PLL

PUMP

UP/DOWN 9 He-

READ IN O-
DATAO-
RA1I0-

«

READ GATE O-

*-
OOAY
LINE

PREAMBLE

DETECT

&
CONTROL

FM/MFM O-

PHASE

COMPARATOR

rt>|fT^^
CHARGE

PUMP
+ VCO

READ

DATA

DIVIDER

(PROGRAMMABLE)

READ

CLOCK
AMF

-O DATA

-O CLOCK

-O AMF

NRZ -ONRZ

o
•a
OS

o
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Connection Diagram
Dual-ln-Une Package

TIT
NRZ READ DATA

-

1

AMF- 2

EARLYPRECOMP- 3

UTEPRECOMP- 4

WRtlEDATAM— 5

FM/MFM - 6

READ GATE

-

7

READ DATA OUT- 8

READaOCK- 9

0SC2- 10

0SC1/CLK- 11

GNO- 12

»a
-READ MODE

-WRITE DATA OUT

-PUMP UP/DOWN

-PRECOMP

-PRECOMP 1

-PRECOMP 2

-READ DATA IN

-DATA RATED

-PUMP CURRENT

-DATA RATE 1

-FILTER

Plastic Chip Carrier

a.

i §
2

I I I I

NC-

NC-

WRITE DATA IN -

FM/MFM-

READ GATE-

READ DATA OUT-

READ CLOCK

-

4 3 2 1 28 27 26

12 13 14 15

TT
19

6 17 18

I I I I

25 -PUMP UP/ DOWN

24 -PRECOMP

23 -NC

22 -PRECOMP 1

21 -PRECOMP 2

20 1— READ DATA IN

DATA RATE

TL/F/8593-2

Top View

Or<ler Number DP8470N or DP8470J

See NS Package Number N24C or J24F

TL/F/8593-9

Top View

Order Number DP8470V
See NS Package Number V28A

Note: Make no corrections to NC pins (No connection).

Pin Descriptions

Symbol
DIP Pin

No.

PCCPln
No.

Function

NRZ READ DATA This output will present data read from the disk In NRZ format based on the read clock.

This output is set to a high impedance state when Read Gate Is not asserted.

AMP This output could be used with any controller that needs an indication of a valid address

mark. This pin goes high for one bit period when an address mark is detected. This

output is set to a high impedance state when Read Gate is not asserted.

EARLY/PRECOMP
LATE/PRECOMP

These two active-high inputs determine whether the incoming write-data pulse should

be shifted early or late in time.

WRITE DATA IN Active-high data input from the disk controller.

FM/MFM = FM, 1 = MFM. This pin also affects the data rate.

READ GATE While this input is low, the PLL will lock to its center frequency. While this input is high,

the PLL will lock to signal on the Read Data In pin.

READ DATA OUT 10 Active-high data output to the floppy controller. The Read Data Out is synchronized to

the Read Clock Output.

READ CLOCK 11 This Is a clock output that has the same frequency as the data rate. This output is

always derived from the output of the VCO. While reading data, the VCO is tracking the

data rate. When not reading data, the VCO is locked to its reference frequency.

0SC1,2 10,11 12,13 These two pins enable the connection of a crystal to form the reference oscillator.

Optionally an external clock can be used instead. The clock would drive Osc 1 while

Osc 2 would be left open.

FILTER 13 15 This pin is the output of the dual-gain charge pump and is also the Input to the VCO. A
simple filter is attached to this pin.

DATA RATE
DATA RATE 1

16

14

19

17

These two pins select the data rate that this chip will sync to:

00 = 125FM/250MFM
01 = 250FM/500MFM
10 = 500FM/1000MFM
11 = Test Mode

PUMP CURRENT 15 18 A resistor is attached to this pin to set the charge pump cunent
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Pin Descriptions (continued)

o
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Symbol
DIP Pin

No.

PCCPin
No.

Function

READ DATA IN 17 20 Active-high data Input from the disk drive.

PRECOMPO
PRECOMP

1

PRECOMP 2

20

19

18

24

22

21

These three Input pins select the amount of write precompensatlon.

PUMP UP/DOWN 21 25 This active-high output Is the logical OR of Pump Up and Pump Down. This Is used for

diagnostic purposes.

WRITE DATA OUT 22 26 Active-high data output to the floppy drive. This Is the same data as Is Input on the

Write Data In pin, except it has been write-precompensated and delayed.

READ MODE 23 27 This input determines what read algorithm is used to select between the low and the

high gain mode. (Low = 4-state algorithm, high = 2-state algorithm.)

Vcc
GROUND

24

12

28

14

These pins are the power supply pins for both the digital circuitry and the analog

circuitry.

Typical Floppy Disk Drive Application

-D1-

-D2-

-D3-

-D4-

-D5-

-D6-

-D7-

MICRO

PROCESSOR

RO-
WR-

ADDRESS
DECODE

-CLK-

-CS—

DMA

-DRQ-

-DAK-

TC-

DISK

CONTROLLER

-DR1-

-DR2-

-DR3-

- MOTOR ON

-DIRECTION

- LOW CURRENT

-

-STEP

-HEAD SELECT

-

-TRACK

-WRITE PROTECT

-

-READY

-INDEX

-SEEK COMPLETE

-

-WRITE CATE

-RDGATE-

-RDDATA-

-RDCLK—

-WR DATA-

- EARLY

-lATI

-FM/MFM •

PRECOMP SET

DATA RATE

READ MODE

— RD DATA—

DP8470
DATA

SEPARATOR

«
WRITE

PRECOMP

DISK

DRIVE

47 pF

= 8 MHz

47 pF'
TL/F/8593-3
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Functional Description
The data separator consists of a dual gain anaiog PLL

(Phase Lodged Loop). This PLL synchronizes a VCO (Volt-

age Controlled Oscillator) to the raw data signal read from a

disk drive. The Read Clock pin is derived from the VCO. The

Read Data Out pin mirrors the Read Data In pin except that

it Is centered with respect to the Read Clock. In addition,

NRZ encoded data is available at the Read Clock. In addi-

tton, NRZ encoded data is available at the NRZ Read Data

pin.

The PLL consists of three main components, a phase com-

parator, a filter, and a voltage controlled oscillator (VCO), as

shown in the Block Diagram. The basic operation of a PLL is

fairly straightforward. The phase comparator detects the dif-

ference between the phase of the VCO output and the

phase of the raw data being read from the disk. This phase

difference is converted to a cunent which either charges or

discharges a filter. The resulting voltage of the filter chang-

es the frequency of the VCO in an attempt to reduce the

phase difference between the two signals. A PLL is

"locked" when the frequency of the VCO is exactly the

same as the average frequency of the read data. This is

somewhat of a simplified view tiecause it ignores such

topics as loop stability, acquisition time, and filter values.

The external filter simply consists of two capacitors and a

resistor as shown in the typical application diagram. Another

resistor Is used to set the charge pump current.

The quarter period delay line Is used to determine the cen-

ter of a bit cell. It is Important that this delay line be as

accurate as possible. A typical data separator would nor-

mally require an external trim to adjust the delay. An exter-

nal trim is not required for the DP8472/74 however. A sec-

ondary PLL is used to automatically calibrate the delay line.

The secondary PLL also calibrates the center frequency of

the VCO.

The Preamble Detect circuit is used with the four-state algo-

rithm to determine when the PLL switches from the high

gain mode to its low gain mode. This circuit scans the in-

coming data for the frequency corresponding to a preamble

plus or minus 15 percent.

Circuit Operation

READ MODE
There are two read modes to choose from. The Read Mode
is selected with the Read Mode pin. The state of this pin

should not change during an actual read operation.

Two-State Diagram

MODE ONE (TWO-STATE DIAGRAM)

When Read Gate is not asserted, the PLL is looked to the

crystal frequency in its high-gain mode with a phase/fre-

quency comparator. When Read Gate is asserted, the PLL
will remain locked to the crystal until the first data bit arrives.

It will then lock to the incoming data in its low-gain mode
with a phase-only comparator. It will stay in this mode until

Read Gate is deasserted.

The NRZ Data Output will remain low until 8 bits have been

read. This is to guarantee that the clock pulses from the

preamble have become stable. The Read Data Out is en-

abled as soon as the first data bit anives.

Four-State Diagram

ROGATE

Data = first incoming pulse received.

RDGATE

PreDetS = 8 consecutive bits of preamble frequency. TL7F/8593-5

PreDet16 = 16 consecutive bits of preamble frequency.

MODE TWO (FOUR-STATE DIAGRAM)

When Read Gate is not asserted, the PLL is locked to the

crystal frequency in its high-gain mode with a phase/fre-

quency comparator. When Read Gate is asserted, a pream-

ble-detect circuit is enabled. This circuit looks for consecu-

tive bits of the correct preamble frequency. The PLL will

stay locked to the crystal frequency until 8 consecutive pre-

amble bits are read. At this point the PLL will lock on to the

incoming data (preamble) in its high-gain mode with a

phase-only comparator. When the preamble-detect circuit

finds 16 consecutive bits of the preamble frequency, the

Data Output and the NRZ Data Output logic will be enabled.

If at any time before the 16 bits are counted the preamble-

detect circuit goes false, the PLL will return to the Idle Mode
locked to the crystal. As soon as the preamble-detect circuit

goes false after the 16 bits are counted (such as when be-

ginning of the address mark is read) the PLL will switch to its

low-gain mode. It will stay in this mode until Read Gate is

deasserted. The timing is such that the comparison of the

first bit of the Address Mark is done in the low-gain mode.

Between the time in which Read Gate is asserted and the

Read Data Output is enabled (states 1 and 2 of the 4-state

diagram), the data pattern 4E(hex) or FF(hex) will be output
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Circuit Operation (continued)

for MFM and FM respectively on the Read Data Output pin.

The NRZ Data Output will remain low during this time.

WRITE MODE
When writing data, the rising edge of the signal presented to

the Write Data Input is delayed before it appears on the

Write Data Output. The number of delays is shown in Table I.

The actual value of the delay is determined by the PreComp
Set pins. There is also a base delay as specified In the AC
timing characteristics.

TABLE I

Early Late # of Delays

1

1

1

1

i

2

illegal

Design Considerations
The operating characteristics of this part are totally pin pro-

grammable. The designer needs to set three parameters by

tying pins either high or low. These three parameters are the

data rate, the amount of write precompensation, and the

read mode algorithm.

DATA RATE, FM/MFM

The data rate is determined by three pins (Data Rate 0,

Data Rate 1, FM/MFM) and also the clock frequency. The
normal clock frequency is 8 MIHz. The selectable data rates

based on an 8 MHz clock are shown in Table II. If a data

rate is needed that is not shown in the 8 MHz column, it may
be produced by varying the clock frequency. See the AC
Electrical Characteristics for the acceptable range of clock

frequencies.

If either of these parameters (data rale or FM/MFM) are

subject to change then these pins could be connected to

TABLE II

Data Rate FM/ Actual Data Rate Actual Data Rate
1 MFM (f = 8 MHz) (Variable f)

125 kbits/sec f/64

1 250 kbits/sec f/32

1 250 kbits/sec f/32

1 1 500 kbits/sec f/16

1 500 kbits/sec f/16

1 1 1.00Mbits/sec f/8

1 1 test mode
1 1 1 test mode

f = clock frequency.

switches, an output port, or through some logic from the

controller's drive select output.

The test mode is used by National for testing purposes. It

should not normally be used for anything else.

WRITE PRECOMPENSATION

Another parameter to set is the amount of write precompen-
sation needed for the disk drive being used. This value is

generally specified by the drive manufacturer. The amount
of precompensation used is based on the Precomp Set pins

and the Data Rate as shown in Table III.

If the amount of write precompensation is subject to

change, then these pins could be connected to switches, an
output port, or through some logic from the controller's drive

select output.

It is sometimes desirable to enable write precompensation

for the inner tracks of a disk only. Some controllers have an

output signal that indicates when the head is over a track

that needs write precompensation. The easiest way to im-

plement this signal is to choose the amount of write pre-

compensation needed, look up in the table which pins need
to be tied high and which need to be tied low. Connect the

iow pins to ground. Connect the high pins to the controllers

write precompensation enable output pin.

CRYSTAL

Normally an 8 MHz crystal is attached in parallel across the

two oscillator pins. There should also be a separate 47 pF
capacitor attached to each pin with the other side of each
capacitor attached to ground. If the system already has an
8 MHz source, this may be used to drive the Osc 1 pin while

leaving the Osc 2 pin floating. The frequency at this pin is

used to set the center frequency of the VCO and the initial

delay of the quarter period delay line. It is also used for the

write precompensation circuit timing. See the AC Electrical

Characteristics for the acceptable range of the crystal. Vary-

ing the frequency will affect many operating parameters as

specified in the appropriate sections.

FILTER

The filter is used for the main PLL. The values recommend-
ed for the two resistors and the capacitor are given in Table

IV based on the data rate needed. If more than one data

rate will be used, there are two alternatives. The values can

be used that are shown in the table for the multiple data

rates. These values are a trade off of PLL characteristics

that are not ideal for either data rate. Another alternative Is

to actually have two separate filters with the capability of

switching in one or the other either with a manual switch or

an analog switch which can be software controlled.

TABLE III

Oo
00

o

Precomp Set Amount of Precompensation

1 Data Rt = 00

8 MHz Variable f

Data Rt = 01

8 MHz Variable f

DataRt = 10

f = 8 MHz Variable f

ns

107 ns

143 ns

179 ns

214 ns

250 ns

321 ns

393 ns

OX
3X
4X
5X
6X
7X
9X
11X

ns

36 ns

71 ns

107 ns

143 ns

179 ns

214 ns

250 ns

OX
IX
2X
3X
4X
5X
6X
7X

ns

36 ns

71 ns

107 ns

143 ns

179 ns

illegal

OX
IX
2X
3X
4X
5X

X = 2/7f ns, where f = clock frequency.
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TABLE IV

Data Rate R1 R2 CI C2

125 kbits/sec FM
250 kbtts/sec FM
500 kbits/sec FM
250 kbits/sec MFM
500 kbits/sec MFM

1 Mbit/sec MFM
1.25 Mbits/sec MFM

1 25 FM/250 MFM kbits/sec

250 FM/500 MFM kbits/sec

500 FM/1000 MFM kbits/sec

kn

kn
kil

10.0 kn

k(i

kn

kn
kn

kn
kn

n
n
n

100 n
n
n
n
n
n
n

nF

nF

nF

4.7 nF

nF

nF

nF

nF

nF

nF

^^F

(iF

0.047 (iF

(^F

^^F

fF
^F

fiF

Interfacing

DISK DRIVE INTERFACE

The connection between the Support Chip and the Disk

Drive is very simple. The disk drive's Write Data line con-

nects to the support chip's Write Data Out pin. The disk

drive's Read Data line connecte to the support chip's Read

Data In pin.

FLOPPY CONTROLLER

Simply connect the Write Data and Read Data pins of the

controller to the Write Data In and Read Data Out pins of

the Support Chip. Connect the Eariy and Late Precomp out-

puts from the controller to the Early and Late Precomp in-

puts of the disk support chip.

The Read Gate input pin of the disk support chip must be

connected to the pin of the controller that indicates when
the controller is trying to read valkJ data. On the jj.PD765A,

8272A this is the VCO pin. On the WD1 79x this is the VFOE
pin.

The Read Clock output pin of the disk support chip must be

connected to the pin of the controller that requires a data

window (or data clock). This Is a window that defines wheth-

er an MFM encoded pulse is a data pulse or a clock pulse.

The polarity of this pulse is indeterminant. On the nPD765A,
8272A this is the DW pin. On the WD179x this is the RCLK
pin.

HARD DISK CONTROLLER
This floppy support chip has been designed to interface di-

rectly to the DP8466 Hard Disk Controller. Connect the

Write Data lines exactly the same way as for the floppy

controller. Connect the Write Precomp lines the same way
also.

The hard disk's Read Data line should tie connected to the

support chip's Read Data In pin. Also, the controller's Read
Gate output is connected to the Read Gate input of the

support chip. The controller does not use the support chip's

Read Data Out pin. The controller needs the data read from

the disk to be in NRZ format rather than MFM encoded

format Simply connect the NRZ Read Data pin of the sup-

port chip to the Read Data pin of the controller. Connect the

Read Clock output of the support chip to the Read Clock

input of the controller.

The Address Mark Found output of the support chip gets

connected to the Address Mark Found input of the control-

ler.

Note: If write precompensation is used as well as AMF with the DPe466, the

signal to indicate early precomp and the signal to indicate AMF must

be multiplexed by the Write Gate output of the controller since the

DP8466 combines these two functions on the same pin.

PLL Performance
The information in this section is not needed to use this part.

It is included for completeness. The performance of the PLL

is determined from the following factors:

Kvco— Change in the frequency of the VCO due to a volt-

age change at the VCO input

Kvco== lOMRad/s/volt

Icp— Charge pump current Set by the external resistor

Ri across the reference voltage set by the chip.

tcp = 1.2 V/Ri. This cun-ent can be set anywhere

between 50 fiA and 350 fiA. While in the high gain

mode, the cun-ent is doubled.

Ca— Filter capacitor.

R2— Filter resistor. Determines the PLL damping factor.

Ci — This filter capacitor improves the performance of

the PLL although it has only a secondary effect.

Using second order PLL formulas (i.e. ignoring the effect of

Ci) the filter components can be chosen to obtain the re-

quired performance.

The bit jitter tolerance of the PLL is given by,

a>n = (Kvco/2N X lcp/25r X l/Ca)!/^

wfiere N is the numtier of VCO cycles tjetween two phase

comparisons (N = 2 during the preamble).

The acquisition time (time to lock to the corect phase and

frequency) is given by,

t|k = 6/can.

The trade off, when choosing filter components. Is between

acquisition time while the PLL is locking and jitter immunity

while reading data.

The damping factor is given by,

and Is usually set at about 0.7.

6-138



Functional Waveform
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Absolute Maximum Ratings Operating Conditions
Specifications for Military/Aerospace products are not Min Max Unrts

contained in this datasheet. Refer to the associated Suppiy Voitage (Vcc) 4.5 5.5 V
reliability electrical test specifications document. DC input or Output Voitage Vqc V
Suppiy Voltage (Vcc) - 0.5 to + 7.0V Operating Temperature Range CTa): +70 °C

DC input Voltage (V|n) - 1 .5 to Vcc + 1 -SV

DC Output Voltage (Vqut) - 0.5 to Vcc + 0.5V

Clamp Diode Current ± 20 mA

DC Eiectrical Characteristics vcc = sv ±10% unless otherwise specified

Symbol Parameter Conditions
TA = 0°Cto+70°C

Umits
Units

V|H Minimum IHigh Level

Input Voltage
2.0 V

V|L Maximum Low Level

Input Voltage
0.8 V

VOH Minimum High Level Out V|N = ViHOrViL

IIoutI = 2 mA
3.7 V

Vol Maximum Low Level Out V|N = V|HOrV|L

IIqut! = 2 mA
0.4 V

l|N Maximum Input

Current

V|N = VccorGND
±1.0 y.A

loz Maximum TRI-STATE®

Leakage Cun'ent

VoUT = VccorGND
±10.0 ^

Ice Maximum

Supply Current

V|N = VccorGND
F|N = 8 MHz

3.0 mA

Ice Maximum

Supply Current

V|N = 2.4V or 0.5V

F|N = 8 Mhz
20.0 mA

AC Electrical Characteristics vcc = sv ±10%, c = 1 so pf, unless otiierwise specified

Symbol Parameter

TA-O'CtoTO'C

Unitsf = 8 MHz f = variable

MIn Max Min Max

f Crystal Frequency 4 10 MHz

OR Data Rate 125 1250 Kbit/s

READ TIMING

tDRS Data Rate Setup to

Data In

Depends on

Filter Used

tRMS Read Mode Setup to

Read Gate
100 ns

tPMS FM/MFM Setup to

Data In

Depends on

Filter Used

'rgs Read Gate Setup to

Data In
600 ns

tORH Data Rate Hold

from Read Gate

2 Bit

Windows

tRMH Read Mode Hold

from Read Gate

2 Bit

Windows
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AC Electrical Characteristics Vcc= SV ± 10%, C = 150pF,unlessothen*ise specified (continued)

Symbol Parameter

TA = (rCt0 7ff'C

Unitsf = 8 MHz f ^ variable

Min Max Min Max

READ TIMING (Continued)

tpMH FM/MFM Hold

from Read Gate

2 Bit

Windows

tRGH Last Data In to

Read Gate Disable

2 Bit

Windows

tRGF Read Gate Off Time

between Reads
600 ns

Irdo Read Data Offset

from Center of

Read Clock

34 ns

tNRZ NRZ&AMFData
Offset from Read

Clock Edge

20 ns

t|N Pulse Width of

Data In

50 ns

tOUT Pulse Width of

Data Out
110 200

8.8X108

f

1.6X109

f

ns

WRITE TIMING

tORWS Data Rate Setup to

Write Data In
125 ns

tpss Precomp. Setup to

Write Data In
125 ns

tRGS Read Gate Setup to

Write Data In
600 100 + ^7°' ns

tps Early/ Late Setup to

Write Data In

-160

(Note 1)

ns

tpH Early/Late Hold from

Write Data In
200 ns

tpRWH Data Rate Hold from

Write Data In
1.0 (iS

tpSH Precomp. Hold from

Write Data In
1.0 ,15

tRGH Read Gate Hold from

Write Data In
1.0 ixs

twi Write In Pulse

Width
20 ns

two Write Out Pulse

Width
220 350

1.76 X 109

f

2.8 X 109

f
ns

tio Write in to

Write Out

280 Typ.

(Eariy Precomp.)

2X 109
30+ ^ ns

ewp En'or of

Write Precomp.
+ 10 %

Note 1: The Early ard Late pins do not need to be valid ur«l 160 ns after the rising edge of the write data in signal. This is to accommodate interfacing to the

J1PD765A.

TJ

O

3

6-141



o

Q.Q
PLL Characteristics

Symbol Parameter Value

'^'f'High
Phase Comparator & Charge Pump
Gain Constant. High Gain Mode. (Note 1)

5VREF

2wR
Typ.

Vref Voltage at Set Pump Current Pin 1.2V Typ.

^^Low Low Gain Mode (Note 1

)

2-5 Vref

2?rR
Typ.

Kyco Gain ot VCO (Note 2) 5/N MRad/S/V Typ.

<VCO Center Frequency of VCO f/2 Typ.

tjlTTER Maximum Tolerance of Bit Jitter (Note 3) (0.95)

4XDR
Typ.

tpOWER ON Time from Full Vcc Power to

Guaranteed Functionality
50 ms Max

Note 1: R = pump current set resistor (8k-20k).

Note 2: N = # of VCO cycles per bit.

Note 3: DR = Data Rate.

Timing Diagrams
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General Description
This is a full featured Floppy Disk Drive Controller. It is soft-

ware compatible with the ju.PD765A but also has many en-

hancements over the fiPD765A. This Includes an internal

data separator, internal write precompensation, a motor

on/off control, internal line drivers, low power mode, and

some software enhancements that simplify programming

the DP8472, 74.

The internal data separator uses a combination of digital

and analog circuits. The analog PLL requires only fixed val-

ue external components, no trims are needed.

The internal Write Precompensation can be programmed to

shift the ouiyolng data early or late anywhere between G

and 464 ns. It uses a standard single level shifting algorithm.

The Head Load and Head Unload timers can be redefined

as a Motor On and Motor Off time. This redefinition allows

the longer times needed for a disk drive motor to come up

to speed (up to four seconds).

The low power feature allows the crystal of the controller to

be turned off by software control or it may be programmed

to turn off automatically when all drive motors are off. This

reduces the power consumption of the controller to less

than 100 ;iA.

The output buffers of the signals to the disk drive can sink

up to 8 mA. They can also be active high or active low on
the DP8474. If the length of the cable connecting tiie disk

drive to the controller is relatively small, the drive can be
connected directly to the controller without any buffers.

Other enhancements that may be enabled or disabled in-

clude implied seeks that will automatically move the drive

head to the con^ect position in many commands. This elimi-

(continued on next page)

Features
Internal dual gain, analog data separator

Internal write precompensation (variable starting track #)

Software compatible with the fi,PD765A/8272A

CMOS
Software selectable data rate (125 kbits-2.5 Mbits)

No trimmable passive components needed

Compatible witti external data separator

Low Power mode (Ice < 100 nA)

Implied seeks on read and write commands

Disable polling mode

Can redefine timers for motor on/off

Seek Complete input for buffered seeks

Demultiplexed drive select outputs (DP8474)

Extended track range (up to 4096 tracks)

Format with or w/o Index Address Mark (^Floppy

compatible)

Connection Diagrams

DP8472 Dual-ln-Llne Package

RESET

-

1

"^
40 -Vcc

RD- 2 39 -SEEKCOMPLrE

WR- 3S -LCT/BR

CS- 37 -STEP

AO- 36 -MOTOR

DO- 35 -READY

Dl- 34 -VIRITE PROTECT

D2- 33 -TRACK

D3- 32 -MTARATE

M- 31 -ma
D5- 30 -WRITE DATA

06- 29 -DRO

D7- 28 -DR1

DRQ- 27 -HEADSELICT

OUi- 26 -PUMP CURRENT

TC- 25 -WRrTEGATE

INI- 24 -VCO/PUHP

0SC2- 23 -READ DATA

OSCI/CUC- 22 -DATA WINDOW

GND- 21 -niTER

TL/F/a592-1

Top View
Order Number OP8472J or DP8472N
See NS Package Numbers N40A, J40A

DP8474 Plastic Chip Carrier Package

8 S lis If Innnnnnnnnnn
fT 5 4 3 2 1 44 43 42 41 40

Die 7 O 39 D READY

D2C e 36 D WRITE PROTECT

03 C 9 37 3 TRACK

D4C 10 36 3 DATA RATE

DSC 11 35 D INDEX

DSC 12 34 I] WRITE DATA

D7C 13 33 3 DRO

DBQC 14 32 3 DRI

DAKC 15 31 D 0R2

TCC 16 30 3 DR3

mc 17 29 J HEAD SELECT

18 19 20 21 22 23 24 25 26 27 28

uuuuuuuuuuu

* i ;§lss5 O
ff S > 5 Q.

g I

Top view
Order Number DP8474V

See NS Package Number V44A
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General Description (continued)

nates the need for issuing the Seek command and the If the command used to control these new features Is not

Sense Interrupt command. Another enhancement Is the accessed, the controller vynll use default modes that are

ability to disable the polling mode. Also, the motor multiplex- compatible with software written for use with the ju.PD765A.

ing scheme may be programmed so that the controller jdere are two different package types. The DP8472 is a 40
knows whether all the drive motors are on at the same time pjp o\p package. The DP8474 is a 44 pin PCC package,
or if only one Is on at a time.

Pin Descriptions

Symbol
DP8472

DIP Pin No.

DP8474

PCC Pin No.
Function

RESET 1 1 Active high input that resets the controller to the idle state and resets

all output lines to the disk drive to their disabled state. Does not clear

any internal registers except the registers defined in the Mode

command. These registers will be set to their default values.

RD 2 2 Active low Input to signal a read from the controller to the

microprocessor.

WR 3 3 Active low input to signal a write from the microprocessor to the

controller.

CS 4 4 Active low Input to enable the RD and WR inputs.

AO 5 5 Address line from the microprocessor. This determines which register

the microprocessor is talking to: Data or Status Register.

D0-D7 6-13 6-13 Bi-dlrectlonal data lines to the microprocessor.

DRQ 14 14 Active high output to signal the DMA controller that a data transfer is

needed.

DAK 15 15 Active low Input to acknowledge the DMA request and enable a read

or a write.

TC 16 16 Active high Input to indicate the termination of a DMA transfer.

INT 17 17 Active high output to signal that an operation requires the attention of

the microprocessor. The action required depends on the cun-ent

function of the controller.

INVERT 18 (DP8474 only) This Input determines the polarity of the disk drive

Interface lines (Input & output). Low indicates active high push-pull

signals. High Indicates active low open drain signals.

LOW POWER 19 (DP8474 only) This active high output Indicates when the controller is

in Its low power mode. This can be connected to a drive that has a

low power input signal. Affected by INVERT.

0SC2 18 20 An external crystal is attached here or it is left open if an external

clock is used.

CLK/0SC1 19 21 An external crystal or the output of an external clock is attached here.

(Usually 8 MHz)

FILTER 21 23 This pin is the output of the dual gain charge pump and Is also the

Input to the VCO. A simple filter is attached to this pin.

DATA WINDOW 22 24 If the internal data separator is disabled, the signal that indicates that

the Incoming raw data Is in the data phase or the clock phase is

connected here. This pin is not used if the internal data separator is

enabled and should be tied low or high.

READ DATA 23 25 If the internal data separator is enabled, the raw data read from the

disk is connected here. If the internal data separator is disabled, the

synchronized data signal from an external data separator Is

connected here. Affected by INVERT.
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Pin Descriptions (continued)

Symbol
DP8472

DIP Pin No.

DP8474

PCCPInNo.
Function

VCO/PUMP 24 26 This active high output enables an external data separator to

synchronize to ttie disk data instead of its center frequency. If the

internal data separator Is used, this output is the OR of the internal

Pump Up and Pump Down signal. This can be used for diagnostic

purposes.

WRITE GATE 25 27 This active high output enables the write circuitry of the selected disl<

drive. Affected by INVERT.

PUMP CURRENT 26 28 A resistor Is attached to this pin to set the charge pump current.

HEAD SELECT 27 29 This output determines which disk drive head is active, (low = head 0,

high = head 1). Affected by INVERT.

DRO
DR1

29

28

(DP8472) Active high outputs that indicates in binary form which disk

drive is active. Affected by INVERT.

DRO

DR1

DR2
DR3

33

32

31

30

(DP8474) Active high outputs to select which disk drive is active.

These pins are the demultiplexed DRO, DR1 pins described above. In

addition, if no drive is currently selected, no signal will be active.

Affected by INVERT.

WRITE DATA 30 34 This is the write precompensated serial data to be written onto the

selected disk drive. Affected by INVERT.

INDEX 31 35 This active high input signals the beginning of a track. Affected by

INVERT.

DATA RATE 32 36 This Input selects the data rate used if the Mode command is not

accessed. High Indicates 500 kbits/sec (MFM), Low indicates 250

kbits/sec (based on 8 MHz clock). The data rate may be overridden in

software through the Mode command. This pin also effects the times

programmed with the Specify command. The times are doubled if this

pin is low. This doubling effect is not oven-idden by the Mode

Command.

TRACK 33 37 This active high input tells the controller that the head is at track zero

of the selected disk drive. Affected by INVERT.

WRITE PROTECT 34 38 This active high Input tells the controller that the disk is write

protected. Any command that writes to the disk drive is not permitted

when a disk is write protected. Affected by INVERT.

READY 35 39 This active high input tells the controller that the selected disk drive is

ready (i.e. the drive door is closed, may also indicate that the disk Is

spinning). Affected by INVERT.

MOTOR 36 40 Active high output to turn on the disk drive motor for 5.25" drives.

May also be used to load the head of an 8" drive. Affected by

INVERT.

STEP 37 41 This active high output will produce a pulse at a software

programmable rate to move the head during a seek. Affected by

INVERT.

LCT/DIR 38 42 When in the seek mode this output will determine the direction of the

head movement (high = step in, low = step out). When in the write

or read mode this output will go high when the controller detects that

the current track number is greater than or equal to a software

programmable track number. Affected by INVERT.

SEEK COMPLETE 39 43 This active high input from the disk drive indicates that a buffered
!

seek operation is complete. This input may be tied high if drive does

not support buffered seeks. Affected by INVERT.

Vcc
GROUND

40

20

44

22

These pins are the power supply pins for both the digital circuitry and

the analog circuitry.

1
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Typical Application

NotoK TC is optional.

No tiimmable components rea/uired.

Functional Description
There are only two registers to access in the floppy disk

controller. The read only Main Status Register is used to

detect the current status of the controller. The Data Regis-

ter is used for several purposes. Commands and command
parameters are passed to the Data Register. While reading

or writing to a disk, the data is transferred through the Data

Register. Finally, the result of a command after it is finished

is read from the Data Register.

COMMAND SEQUENCE
The disk controller can perform many commands. There are

three phases for every command that is executed.

COMMAND PHASE: The ;iP writes a series of bytes to the

Data Register. These bytes indicate the command desired

and the particular parameters required for the command.

EXECUTION PHASE: The disk controller perfomis the de-

sired command. Some commands require the iiP to read or

write data to or from the Data Register during this time.

Reading data from a disk is an example of this.

RESULT PHASE: The jxP reads a series of bytes from the

Data Register. These bytes Indicate whether the command
executed properly and other pertinent information.

Each command requires a set of bytes to be written to the

disk controller in the Command Phase. All the bytes must be
written in the order specified in the Command Description

Table. The Execution Phase starts immediately after the last

byte In the Command Phase is written.

After the end of the Execution Phase, the Result Phase

bytes may be read from the disk controller. The bytes are
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Functional Description (continued)

rsad in the order specified In the Command Description Ta-

ble. All the result bytes need not be read, although It is

recommended to read them all.

A new command may be initiated by writing the Command
Phase bytes after the last bytes needed from the Result

Phase have been read.

MAIN STATUS REGISTER (AO = 0)

The read only Main Status Register indicates the current

status of the disk controller. The Main Status Register is

always available to be read. One of its functions is to control

the flow of data to and from the Data Register. The Main

Status Register indicates when the disl< controller is ready

to send or receive data. It should be read before any byte is

transferred to or from the Data Register.

Main Status Register

D7 Request for Master: Indicates that the Data Register

is ready to send or receive data from the jxP. This bit

is cleared immediately after a byte transfer and will

become set again as soon as the disk controiier is

ready for the next byte.

D6 Data Direction: Indicates whether the controller is ex-

pecting a byte to be written to (0) or read from (1) the

Data Register. Used in combination with Request for

Master (D7).

D5 Non-DMA Execution: Bit is set only during the Execu-

tion Phase of a command if it is in the non-DMA mode.

In other words, if this bit is set, the multiple byte data

transfer (in the Execution Phase) must be monitored

by the fiP either through interrupts, or software polling

as described below.

D4 Command in Progress: This bit is set after the first

byte of the Command Phase is written. This bit is

cleared after the last byte of the Result Phase is read.

If there is no result phase in a command, the bit is

cleared after the last byte of the Command Phase is

written.

03 Drive 3 Seeking: Set after the last byte is written in

the Command Phase of a Seek or Recalibrate com-

mand for drive 3. Cleared after reading the first byte in

the Result Phase of the Sense Intermpt Command.

02 Drive 2 Seeking: Same as above for drive 2.

01 Drive 1 Seeking: Same as above for drive 1.

OO Drive Seeking: Same as atiove for drive 0.

PROCESSOR INTERFACE

Bytes are transferred to and from the disk controller in dif-

ferent ways for the different phases in a command. During

the Command Phase and the Result Phase, bytes are trans-

ferred using the Main Status Register (AO = 0) to control

the timing and direction of transfer. Bit 6 of the Main Status

Register must be clear and bit 7 must be set before a byte

can tie written to the Data Register (AO = 1) during the

Command Phase. Bits 6 and 7 of the Main Status Register

must both be set before a byte can be read from the Data

Register during the Result Phase.

If there is information to be transferred during the Execution

Phase, there are three methods that can be used. The DMA
mode is used if the system has a DMA controller. This al-

lows the iiP to do other things during the Execution Phase

data transfer. If DMA is not used, an interrupt can be issued

for each byte transfen'ed during the Execution Phase. If in-

tenxipts are not used, the Main Status Register can be

polled to indicate when a byte transfer is required.

DMA MODE
If the DMA mode is selected, a DMA request will be gener-

ated in the Execution Phase when each byte is ready to be
transferred. The DMA controller should respond to the DMA
request with a DMA acknowledge and the RD or the WR
signal. The DMA request will be cleared by the active edge

of the DMA acknowledge. After the last byte is transferred,

an interrupt Is generated. This indicates the beginning of the

Result Phase. The interrupt will be cleared by reading the

first byte in the Result Phase.

INTERRUPT MODE
If the non-DMA mode is selected, an interrupt will be gener-

ated in the Execution Phase when each t>yte Is ready to be
transferred. The Main Status Register shoukj be read to ver-

ify that the intermpt is for a data transfer. Bits 5 and 7 of the

Main Status Register will be set. When the juP reads the

data byte from the Data Register, the intenrupt will tie

cleared. The iiP should read the byte within the time allot-

ted by the following Time to Service Intenxipt Table. If tfie

byte Is not transferred within the time allotted, an Overrun

Error will be Indicated in the Result Phase when the com-

mand terminates. An additional intenrupt will be generated

after the last byte is transferred. This indicates the begin-

ning of the Result Phase. Bits 7 and 6 of the Main Status

Register will be set and bit 5 will be dear. This interrupt will

be cleared by reading the first byte in the Result Phase.

Time to Service Interrupt

O
"D
OS

Oo
00

Data Rate Clk Frequency Time to Service INT

125 kbits/sec 8 MHz 62.0 liS

250 kbits/sec 8 MHz 30.0 ,J,S

500 kbits/sec 8 MHz 14.0 lis

1000 kbits/sec 8 MHz 6.0 lis

1250 kbits/sec 10 MHz 4.4 lis

2500 kbits/sec 20 MHz 2.2 lis

Time = (8/Dfi) - (16/f) , wtiere DR = Data Rata, t = clock frequency.

SOFTWARE POLUNG
If the non-DMA mode is selected and interrupts are not suit-

able, the jiP can poll the Main Status Register during the

Execution Phase to determine when a byte is ready to be

transferred. During the Execution Phase, in the non-DMA
mode, bit 7 of the Main Status Register mirrors the state of

the inteniipt pin. Othenwise, the data transfer is similar to

tfie Intenupt Mode described above.

DATA RATE
The data rate is determined by three factors; the dock fre-

quency, the data rate pin, and the data rate programmed via

the Mode command. Nonnally an 8 MHz crystal Is used as

the clock. If this is the case, the data rate pin can be used to

select between 250 kbits/sec or 500 kbits/sec (MFM). If a

different value dock frequency is used, the data rate is giv-

en by the formulas:

data rate = 2X101^ / f bits/sec (data rate pin low)

data rate = 4X 1012 / f bits/sec (data rate pin high)

The Mode command can t>e used to select the data rate via

software. This method gives better flexibility than the data

rate pin. With an 8 MHz dock, the following data rates can

be selected: 250, 500, or 1000 kbrts/sec. With a different

clock frequency, the data rate can be calculated by the for-

mulas in the table with the Mode command description.
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Functional Description (continued)

All of the data rates specified In the previous two para-

graphs are for MFM encoded data. If FM Is used, the data

rates are halved.

It Is Important to note that the Internal data separator will not

function correctly above a data rate of 1.5 Mblts/sec. The
write precompensatlon logic will also fall above this data

rate. Therefore, an external data separator and write pre-

compensatlon circuit must be used at data rates above

1.5 Mblts/sec.

DATA SEPARATOR

The Internal data separator consists of a dual gain analog

PLL. This PLL synchronizes the raw data signal read from a

disk drive. The synchronized signal Is then used to separate

the clock and data pulses from the raw signal. The data

pulses are grouped Into bytes and then sent to the iiP.

The PLL consists of three main components, a phase com-

parator, a filter, and a voltage controlled oscillator (VCO).

The basic operation of a PLL is fairly straightfonward. The

phase comparator detects the difference between the

phase of the VCO output and the phase of the raw data

being read from the disk. This phase difference is converted

to a current which is either charges or discharges a filter.

The resulting voltage of the filter changes the frequency of

the VCO in an attempt to reduce the phase difference be-

tween the two signals. A PLL Is "locked" when the frequen-

cy of the VCO is exactly the same as the average frequency

of the read data. This is somewhat of a simplified view be-

cause It Ignores such topics as loop stability, acquisition

time, and filter values.

The external filter simply consists of two capacitors and a

resistor as shown In the typical application diagram. Another

resistor Is used to set the charge pump current.

The quarter period delay line is used to determine the cen-

ter of a bit cell. It is important that this delay line be as

accurate as possible. A typical data separator would nor-

mally require an external trim to adjust the delay. An exter-

nal trim Is not required for the DP8472/74 however. A sec-

ondary PLL is used to automatically calibrate the delay line.

The secondary PLL also calibrates the center frequency of

the VCO.

The quarter period delay line can be programmed to always

be set at the Ideal delay. It can also be programmed to

follow the actual data rate. It does this by following the fre-

quency of the main VCO.

The Preamble Detect circuit is used with an intelligent algo-

rithm to determine when the PLL switches from the high

gain mode to its low gain mode. This circuit scans the In-

coming data for the frequency corresponding to a preamble

plus or minus 15 percent.

PLL PERFORMANCE
The Information In this section is not needed to use this part.

It is Included for completeness. The performance of the PLL
is determined from the following factors:

Kyco— Change in the frequency of the VCO due to a volt-

age change at the VCO input

Kvco = 10MRad/s/volL

Icp— Charge pump cun-ent. Set by the external resistor

Ri across the reference voltage set by the chip.

Icp = 1 .2 V/Ri . This current can be set anywhere

between 50 jxA and 350 nA. While in the high gain

mode, the current is doubled.

Cg— Filter capacitor.

Rg— Filter resistor. Determines the PLL damping factor.

Ci— This filter capacitor Improves the performance of

the PLL although It has only a secondary effect.

Using second order PLL formulas (i.e.. Ignoring the effect of

Ci) the filter components can be chosen to obtain the re-

quired performance.

The bit jitter tolerance of the PLL is given by,

a>n = (Kvco/2N X Icp/2t7 X ^/C^)^/^

where N Is the number of VCO cycles between two phase

comparisons (N = 2 during the preamble).

The acquisition time (time to lock to the correct phase and

frequency) Is given by,

t|K = 6/o)n.

The trade off, when choosing filter components Is between
acquisition time while the PLL Is locking and jitter Immunity

while reading data.

The damping factor is given by,

£ = ojn X (Rg X C2)/2

and is usually set at about 0.7.

Otiier Features

DRIVE POLLING

If the Polling Mode Is enabled, the disk controller will poll

the drives continuously while It Is In the idle state. The Idle

state Is after the last byte of the Result Phase has been
read and before the first byte of the Command Phase has

been written. The disk controller will select each drive and

check to see if the ready signal has changed states since

the last time It checked. If a drive has changed Its ready

state, an Interrupt Is generated by the controller. The Sense
Interrupt command should be used to identify and clear this

Intemjpt. The Polling Mode can be enabled and disabled

through the Mode Command.

LOW POWER MODE
In the Low Power Mode the crystal oscillator is turned off.

When the oscillator is turned off the controller will draw less

than 100 fiA. Also, the internal circuitry Is disabled from

doing anything when the oscillator is off, since the internal

circuitry Is driven from this oscillator. The oscillator will turn

back on automatically after It detects CS & RD or CS & WR
being activated. It may take a few milliseconds for the oscil-

lator to return to full frequency, and the pP will be prevented

from trying to access the Data Register during this time

through the normal Main Status Register protocol. The Con-

troller will go back to low power mode any time it is idle for

more than 500 ms (based on 8 MHz clock).

There are two ways to go into the low power mode. One Is

to command the controller to switch to low power immedi-

ately through a software command. The other method is to

set the controller to automatically go into the low power

mode whenever all the disk drive motors are off (after the

Motor Off time expires). This would be invisible to the soft-

ware. The low power mode Is programmed through the

Mode Command.

SEEK COMPLETE
The seek complete signal is available on any disk drive that

supports buffered seeks. If the drive used does not have

this signal available, simply tie this input high.
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Result Phase Status Registers
The Result Phase of a command usually contains bytes that

hold status information. The fomiat of these bytes are the

same for each command and are described below. Do not

confuse these bytes with the Main Status Register which is

a read only register that is always available. The Result

Phase status registers are read from the Data Register only

during the Result Phase.

STATUS REGISTER (STO)

D7 Interrupt Code:

D6 00 = Normal termination of command. Command was
completed and properly executed.

01 = Abnormal termination of command. Execution of

command was started, but was not successfully

completed.

10 = Invalid command issue. Command issued was not

recognized as a valid command.

11 = Ready changed state during the polling mode.

D5 Seek End: Seek or Recalibrate command completed by

D4 Equipment Check: After a Recalibrate command, Track

signal failed to occur. (Used during Sense Inten'upt

command.)

D3 Not Ready: Drive is not ready by 5 disk revolutions after

a Read or Write Command. Inverse of current state of

ready signal during Sense Interrupt command.

D2 Head Address: (at end of Execution Phase).

D1 Unit Select: (at end of Execution Phase).

DO 00 = Drive selected.

01 = Drive 1 selected.

10 = Drive 2 selected.

1

1

= Drive 3 selected.

STATUS REGISTER 1 (ST1)

07 End of Track: Controller attempted to access a sec-

tor number greater than that programmed by the End
of Track (EOT) byte in Command Phase.

D6 Not Used: 0.

D5 CRC Error: Controller detected a CRC error in the

Address Field or the Data Field, depending on tfie

state of bit 5 of ST2.

D4 Over Run: Controller was not servteed by the ftP

soon enough during a data transfer in the Execution

Phase.

D3 Not Used: 0.

D2 No Data: Three possible problems: 1) Controller can-

not find the sector specified in the Command Phase
during the execution of a Read, Write, or Scan com-
mand. An address mark was found however, so it is

not a blank disk. 2) Controller cannot read any Ad-

dress Fields without a CRC error during Read ID com-
mand. 3) Controller cannot find starting sector during

execution of Read A Track command.

D1 Not Writable: Controller detected a write protect sig-

nal from the drive during execution of Write Data,

Write Deleted Data, or Forniat A Track commands.

DO Missing Address Marie If bit of ST2 is clear, then

the disk controller cannot detect any Address Field

Address Mark after encountering the index hole twtee.

If bit of ST2 is set, then the disk controller cannot

detect the Data Address Mark or Deleted Data Ad-

dress Mark of the Data Field.

STATUS REGISTER 2 (ST2)

D7 Not Used: 0.

D6 Control Marie Controller tried to read a sector which

contained a deleted data address mark during execu-

tion of Read Data or Scan commands. Or, if a Read
Deleted Data command was executed, a regular ad-

dress mark was detected.

D5 CRC Error In Data Field: Controller detected a CRC
error in the Data Field. Bit 5 of ST1 is also set.

D4 Wrong Track: Only set if desired sector not found.

The track number recorded on any sector on the track

is different from that stored in the Track Register.

D3 Scan Equal Hit: "Equal" condition satisfied during

any Scan Command.

D2 Scan Not Satisfied: Controller cannot find a sector

on the track which meets the desired condition during

Scan Command.

D1 Bad Track: Only set if the desired sector is not found.

The track number recorded on ahy sector on the track

is different from that stored in the Track Register and

the recorded track number is FF.

DO Missing Address Mark In Data Field: Controller can-

not find a Data Address Mark during a read command.
Bit of ST1 is also set.

STATUS REGISTER 3 (ST3)

D7 Not used: 0.

D6 Write Protect Signal.

D5 Ready.

04 Track

03 Not used: 0.

D2 Head Address.

01 00 = Drive selected.

DO 01 = Drive 1 selected.

10 = Drive 2 selected.

1

1

= Drive 3 selected.

O
09

o
00
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COMMAND DESCRIPTION TABLE

READ DATA
Command Phase:

READ DELETED DATA
Command Phase:

READ A TRACK
Command Phase:

MT MFM SK

IPS HD DR1 DRO

Track Number

Head Number

Sector Number

Number Data Bytes/Sector

End of Track

Gap Length

Data Length

Result Phase:

status Register

StaltJS Register 1

Status Register 2

Track Number

Head Number

Sector Number

Number Data Bytes/Sector

MT MFM SK

IPS HD DR1 DRO

Track Number

Head Number

Sector Number

Number Data Bytes/Sector

End of Track

Gap Length

Data Length

Result Phase:

Status Register

Status Register 1

Status Register 2

Track Number

Head Number

Sector Number

Number Data Bytes/Sector

MFM SK

IPS HD DR1 DRO

Track Number

Head Number

Sector Number

Number Data Byles/Sector

End of Track

Gap Length

Data Length

Result Phase:

Status Register

Status Register 1

Status Register 2

Track Number

Head Number

Sector Numtjer

Number Data Bytes/Sector

WRITE DATA

Command Phase:

MT MFM

IPS HD DR1 DRO

WRITE DELETED DATA

Command Phase:

Track Numtier

Head Numtser

Sector Number

Number Data Bytes/Sector

End of Track

Gap Length

Data Length

Result Phase:

Status Register

Status Register 1

Status Register 2

Track Number

Head Number

Sector Number

Number Data Bytes/Sector

Notes: MT = Multi-Track

SK - Skip

IPS = Implied Seek
HD - Head #
DR = Drive Select

MT MFM

IPS HD DR1 DRO

READ ID

Command Phase:

Track Number

Head Numtier

Sector Numtjer

Numtier Data Bytes/Sector

End of Track

Gap Length

Data Length

Result Phase:

Status Register

Status Register 1

Status Register 2

Track Number

Head Number

Sector Number

Number Data Bytes/Sector

MFM 1 1

HD DR1 DRO

Result Phase:

Status Register

Status Register 1

Status Register 2

Track Number

Head Number

Sector Number

Number Data Bytes/Sector
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COMMAND DESCRIPTION TABLE (Continued)

SCAN EQUAL

Command Phase:

MT MFM SK 1

IPS HD DR1 DRO

Track Number

Head Number

Sector Number

Number Data Bytes/Sector

End of Track

Gap Length

Sector Step Process

Result Phase:

Status Register

Status Register 1

Status Register 2

Tr^k Number

Head Number

Sector Number

Number Data Bytes/Sector

SCAN LOW OR EQUAL

Command Phase:

MT MFM SK 1 1

IPS HD DR1 DRO

Track Number

Head Number

Sector Number

Number Data Bytes/Sector

End of Track

Gap Length

Sector Step Process

Result Phase:

Status Register

Status Register 1

Status Register 2

Track Number

Head Number

Sector Number

Number Data Bytes/Sector

SCAN HIGH OR EQUAL
Command Phase:

MT MFM SK

IPS HD DR1 DRO

Track Number

Head Number

Sector Number

Number Data Bytes/Sector

End of Track

Gap Length

Sector Step Process

Result Phase:

Status Register

Status Register 1

Status Register 2

Track Number

Head Number

Sector Number

Number Data Bytes/Sector

o
-o
00

Oo
09
.^
-si

FORMAT A TRACK

Command Phase:

MFM

HD DR1 DRO

Number Data Bytes/Sector

Sectors per Track

Gap Length

Data Pattem

Result Phase:

Status Register

Status Register 1

Status Register 2

Track Number

Head Number

Sector Number

Number Data Bytes/Sector

Notes: *^This byte onJy written or read if the

extended track range mode is enabled.

(12 bit head #)

THAR = Timer mode

IDX = No index address mark

IPS = Implied Seek

MMX = Ail motors assumed on if any on

POL ^ Polling mode

HDR =• Extended track range

DRE = Software data rate enable

ANR = Abort Not Ready

EL = Eady/Late output enable

WLD = No WiWcard in scan

DTS - Internal data separator

% = % penod delay tracks data

SEEK

Command Phase:

1 1 1 1

HD DR1 DRO

New Track Number (NTN)

'MSBofNTN 1 1

No Result Phase

SENSE INTERRUPT STATUS

Command Phase:

|o|o|o|o|i|o|c
Result Phase:

Status Register

j^esertt Track Number (PTN)

•MSB of PTN
I

SPECIFY

Command Phase:

1 1 1 1 1 1 1 1

step Rate Time Motor Off Time

Motor On Time |dMa|

No Result Phase

SET TRACK

Command Phase:

|r/w| 1 1
1

Internal Register # DR1 DRO

New Value (or dummy)
|

Result Phase:

Value

RECALIBRATE

(Command Phase:

1 1 1

DR1 DRO

No Result Phase

SENSE DRIVE STATUS

Command Phase:

1

HD DR1 DRO

Result Phase:

Status Register 3

MODE
Command Phase:

1 1

TMR IDX IPS MMX LOWPWR POL HDR

Low CJurrent & Precomp Track # |

DRE ANR EL WLD Head Settle

DTS 1/4 DataRt Write PreComp

No Result Phase

INVALID COMMAND
Command Phase:

Invalid Codes

Result Phase:

Status Register
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Command Descriptions

READ DATA
The Read Data op-code is written to the data register fol-

lowed by 8 bytes as specified in the Ck>mmand Description

table. After the last byte is written, the controller tunns on
the correct drive and starts looking for the sector specified.

Once the sector is found the controller sends the data to the
(iP. After one sector is finished, the Sector Number is incre-

mented by one and this new sector is searched for. If MT
(MuHi;Track) Is set, both sides of one track can be read.

Starting on side zero, the sectors are read until the sector

number specified by End of Track is reached. Then, side

one is read starting with sector number one.

The Read Data command continues to read until the TC pin

is set. This means that the DMA controller should be pro-

grammed to transfer the con-ect number of bytes. TC could

be controlled by the jxP and be asserted when enough
bytes are received. An alternative to these methods of stop-

ping the Read Data command is to program the End of

Track to be the last sector number that needs to be read.

The controller will stop reading the disk with an error indicat-

ing that it tried to access a sector number beyond the end of

the track.

The Number of Data Bytes per Sector parameter Is defined

in Table I. If this is set to zero, the Data Length parameter
determines the number of bytes that the controller transfers

to the iiP. If the data length specified is smaller than 128,

the controller still reads the entire 128 byte sector and
checks the CRC though only the number of bytes specified

by the Data Length parameter are transferred to the juP. If

the Number of Bytes per Sector parameter is not zero, the
Data Length parameter has no meaning and should be set

to FF(hex).

TABLE I

# Bytes/Sector

Code
Actual # Bytes

128

1 256

2 512

3 1024

4 2048

5 4096

6 8192

After the last byte of the Command Phase is written by the
jiP, the controller wilt turn on the correct drive. If the drive

was previously off, the Motor On Timer will be enabled.

If the Implied Seek Mode is enabled by both the Mode com-
mand and the IPS bit in this command, a Seek is performed
to the track number specified in the Command Phase.

The controller then waits for all four of the following condi-

tions to occur. 1) The Motor On time must expire, 2) the
Ready line must be true, 3) the Seek Complete input must
be tnje and, 4) if an Implied Seek was performed, the Head
Settle Time programmed in the Mode Comrtiand must ex-

pire. The controller will wait up to 5 disk revolutions (count-

ed by Index Pulses) after the Motor On Timer times out for

the Ready and the Seek Complete to become tnje. If 5 rev-

olutions pass, bit 3 of STO (Not Ready) is set and an abnor-

mal termination is indicated (bit 7 and 6 of STO is and 1

respectively). If a byte is written by the jitP during this waiting

time, the command is aborted and an abnormal termination

is indicated. This way, if the index signal is not active (no

disk in drive), the controller will not hang up forever.

After all these conditions are true, the controller searches
for the specified sector by comparing the track #, head #,
sector #, and number of bytes/sector given in the Com-
mand Phase with the appropriate bytes read off the disk in

the Address Fields.

If the correct sector is found, but there is a CRC enx)r in tlie

Address Field, bit 5 of ST1 (CRC Error) is set and an abnor-
mal termination is indicated. If the correct sector is not
found, bit 2 of ST1 (No Data) is set and an abnormal termi-

nation is indicated. In addition to this, if any Address Field

track # is FF, bit 1 of ST2 (Bad Track) is set or if any
Address Field track # is different from that specified in the

Command Phase, bit 4 of ST2 (Wrong Track) is set.

After finding the correct sector, the controller reads that

Data Field. If a Deleted Data Mark is found and the SK bit Is

set, the sector is not read, bit 6 of ST2 (Control Mark) is set,

and the next sector is searched for. If a deleted data mark is

found and the SK bit is not set, the sector is read, bit 6 of

ST2 (Control Mark) is set, and the read terminates with a
normal termination. If a CRC error is detected in the Data
Field, bit 5 is set in both ST1 and ST2 (CRC Error) and an
abnormal termination is indicated.

If no problems occur in the read command, the read will

continue from one sector to the next in logical order (not

physical order) until either TC is set or an error occurs.

An interrupt will be generated when the Execution Phase of

the Read Data command terminates. The values that will be
read back in the Result Phase are shown in Table II. If an
error occurs, the result bytes will indicate the sector being
read when the error occurred.
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Command Descriptions (continued)

TABLE II

Oo
00

O
TJ
0»

MT HD
Final Sector Xfered

tojxP

ID Information at Result Phase

Track Head Sector Bytes

<EOT

' EOT

<EOT

EOT

NC

T+1

NC

T+1

NC

NC

NC

NC

S+1

S+1

NC

NC

NC

NC

<EOT

EOT

<EOT

EOT

NC

NC

NC

T+1

NC

LSB

NC

LSB

S+1

S + 1

NC

NC

NC

NC

EOT = End of Track

NC = No Change

LSB = Least Significant Bit = 1

T = Tracit # Programmed

S = Last Sector # Read

READ DELETED DATA

This command is the same as the Read Data command

except for its treatment of a Deleted Data Mark. If a Deleted

Data Mark is read, the sector is read normally. If a regular

Data Mark is found and the SK bit Is set, the sector is not

read, bit 6 of ST2 (Control Mark) is set, and the next sector

is searched for. If a regular Data Mark is found and the SK
bit is not set, the sector Is read, bit 6 of ST2 (Control Mark)

is set, and the read terminates with a normal termination.

WRITE DATA

The Write Data command Is very similar to the Read Data

command except that data is transferred from the |u,P to the

disk rather than the other way around. If the controller de-

tects the Write Protect signal, bit 1 of ST1 (Not Writable) is

set and an abnormal termination is indicated.

WRITE DELETED DATA

This command is the same as the Write Data command
except a Deleted Data Mark is written at the beginning of

the Data Field instead of the normal Data Mark.

READ A TRACK

This command is similar to the Read Data command except

for the following. The controller starts at the index hole and

reads the Data Fields in their physical order, not their logical

order. The controller still does a comparison of the Address

Field information with the data programmed in the Com-

mand Phase and will set bit 2 of ST1 (No Data) if the com-

parison fails. If there is a CRC error In the Address Field or

the Data Field, the read will continue.

The command will terminate when it has read the number of

sectors programmed in the EOT parameter.

READ ID

This command will cause the controller to read the first Ad-

dress Field that It finds. The Result Phase will contain the

header bytes that are read. There is no data transfer during

the Execution Phase of this command.

FORMAT A TRACK
This command will format one track on the disk. After the

Index hole is detected, data patterns are written on the disk

including all gaps, address marks. Address Fields, and Data

Fields. The exact details of the number of bytes for each

field is controlled by the parameters given In the Command
Phase. The Data Field consists of the Fill Byte specified in

the Command Phase repeated to fill the entire sector.

To allow for flexible formatting, the nP must supply the four

Address Field bytes (track, head, sector, size) for each sec-

tor formatted during the Execution Phase. In other words, as

the controller formats each sector, it will request four bytes

through either DMA requests or interrupts. This allows for

non-sequential sector interleaving. Some typical values for

the Address Field bytes are shown in Table III.

The Format command terminates when the index hole is

detected a second time.

3
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Command Descriptions (continued)

TABLE III TABLE IV

Mode
Actual # Bytes per EOT Gap Format

Sector Size Sector Code|(Hex)|(Hex)|Gap (Hex)|

8" DRIVES

128 bytes/sec 1A 07 IB

256 1 OF OE 2A

FM
512

1024

2

3

08

04

IB

47

3A

8A
2048 4 02 C8 FF
4096 5 01 C8 FF

256 1 1A OE 36

512 2 OF 1B 54

MFM
1024

2048

3

4

08

04

35

99

74

FF

4096 5 02 C8 FF

8192 6 01 C8 FF

5.25' DRIVES

128 12 07 09

128 10 10 19

FM
256 1 08 18 30

512 2 04 46 87

1024 3 02 C8 FF

2048 4 01 C8 FF

256 1 12 OA OC
256 1 10 20 32

MFM
512

1024

2

3

08

04

2A

80

50

FO
2048 4 02 C8 FF

4096 5 01 C8 FF

3.5' DRIVES

128 OF 07 IB

FM 256 1 09 OE 2A
512 2 05 1B 3A

256 1 OF OE 36
MFM 512 2 09 18 54

1024 3 05 35 74

Note: Format Gap is the gap length used only for the Format Command.

SCAN COMMANDS
The Scan commands allow data read from the disk to be
compared against data sent from the fiP. There are three

conditions to choose from: Equal, Less than or Equal,

Greater than or Equal. An FF(hex) from either the disk or

the ftP is used as a don't care byte that will always match
true. After each sector is read, if the desired condition has
not been met, the next sector Is read. The next sector is

defined as the current logical sector numt)er plus Sector
Step Process (SSP). The Scan command will continue until

the scan condition has been met, or if the End of Track has
been reached, or If TC is asserted.

It is important to program the End of Track to be a multiple

of the Sector Step Process. Othenvise, the end of the track

will not be detected.

The result of the command is shown in Table IV.

Status Reg. 2

Command Bit 2 Bits Conditions

Scan Equal

1

1 Disk = jiiP

Disk ¥= ixP

Scan Low

or Equal

1

1 Disk = fiP

Disk < jxP

Disk > jxP

Scan High

or Equal

1

1 Disk = (iP

Disk > jxP

Disk < fiP

SEEK

There are two ways to move the disk drive head to the

desired track number. Method One is to enable the Implied

Seek Mode. This way each individual Read or Write com-
mand will automatically move the head to the track speci-

fied in the cSmmand.

Method Two is using the Seek command. During the Execu-

tion Phase of the Seek command, the track number to seek
to is compared with the present track numb&r and a step

pulse is produced to move the head one track closer to the

desired track number. This is repeated at the rate specified

by the Specify command until the head reaches the connect

track. At this point, an intemipt is generated and a Sense
Interrupt command is required to clear the intemipt

During the Execution Phase of the Seek command the only

indication via software that a Seek command is in progress

is bits 0-3 (Drive Busy) of the Main Status register. Bit 4 of

the Main Status register (Controller Busy) is not set This

allows a Seek command to be issued for another drive even
while the first drive is still seeking. This Is called a Multiple

Seek. All four drives may be seeking at the same time. No
other command except the Seek command or the Sense
Intemipt command should be issued while a Seek com-
mand is in progress.

RECALIBRATE

The Recalibrate command is very similar to the Seek com-
mand. It is used to step a drive head out to track zero. Step

pulses will be produced until the track zero signal from the

drive becomes true. If the track zero signal does not go true

tiefore 256 step pulses are issued, an error is generated. If

the extended track range mode Is enabled, an error is not

generated until 4096 pulses are issued.

Multiple recalibrations may be issued just like the Seek com-
mand for more than one drive. No other command except
the Recalibrate command or the Sense Intemjpt command
should be issued while a Recalibrate Command is in prog-

ress.
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Command Descriptions (continued)

SENSE INTERRUPT STATUS

An interrupt Is generated by the controller when any of the

following conditions occur

1. Upon entering the Result Phase of:

a. Read Data command

b. Read Deleted Data command

c. Write Data command

d. Write Deleted Data command

e. Read a Track command

f. Read ID command

g. Format command

h. Scan commands

2. During data transfers in the Execution Phase while in the

Non-DMA mode

3. Ready Line from a drive changes state

4. Seek or Recalibrate command termination

An Intenupt generated for reasons 1 or 2 above occurs dur-

ing normal command operations and is easily discernible by

the (iP. During an execution phase in Non-DMA Mode, bit 5

(Execution Mode) in the Main Status register is set to 1.

Upon entering Result Phase this bit is set to 0. Reasons 1

and 2 do not require the Sense Interrupt Status command.

The intemjpt is cleared by reading or writing data to the

Controller.

Interrupts caused by reasons 3 and 4 are identified with the

aid of the Sense Interrupt Status command. This command
resets the inten'upt when the command byte is written. Use

bits 5, 6, and 7 of STO to identify the cause of the interrupt

as shown in Table V.

TABLE V

Status Register

Cause
Seek End Interrupt Code

Bits Bite Bit?

1 1 Ready Line Changed State

1 Normal SeekTemriination

1 1 Abnormal Seek Termination

Issuing a Sense Interrupt Status command without an inter-

rupt pending is treated as an invalid command.

If tfie extended track range mode is enabled, a third byte

should be read in the Result Phase which will indicate the

four most significant bits of the Present Track Number. Oth-

erwise, only two bytes should be read.

SPECIFY

The Specify command sets the initial values for three inter-

nal timers. The timers have two modes as shown in Table

VI. The timer modes are programmed from the Mode com-

mand. Mode One should be used if the controller is being

interfaced to 8" drives. This mode could be interpreted as

defining the timers to be Head Load and Head Unload tim-

ers. Mode Two should be used if a drive motor is being

turned off and on as in a 5Vi" drive. The Motor On Time

defines the time between when the Motor On signal going

high and the start of the Read/Write operation starts. The

Motor Off Time defines the time from the end of the Execu-

tion Phase of one of the Read/Write commands to the Mo-

tor Off state. The Step Rate Time defines the time interval

between adjacent step pulses during a Seek, Implied Seek,

or Recalibrate command.

The times stated in the table are affected by the Data Rate

pin. If the pin is high, the table is correct. If the pin is low, the

times in the table should be doubled.

The choice of DMA or Non-DMA operation is made by the

Non-DMA bit. When this bit = 1 then Non-DMA mode is

selected, and when this bit = 0, the DMA mode is selected.

TABLE VI

Tiiner
JUodet Mode 2 1

Value Mln/Max Value Mln/Max

Step Rate Time (16-N) ms 1-16ms (16-N)ms 1-16ms

Motor Off Time N X 16 ms 0-240 ms N X 512 ms 0-7.68 Sec

Motor On Time NX 2ms 0-254 ms N X 32 ms 0-4.064 Sec

Note 1: Doubts all times if Data Rate pin is low

Note 2: Based on 8 MHz dock

SENSE DRIVE STATUS

This two-byte command obtains the status of the Drives.

Status Register 3 is returned in the result phase and con-

tains the drive status.

MODE
This command is used to select the special features of the

controller. The "*" Indicates the default which Is used after

any reset. This reset default has been chosen to be compat-

ible with the ju,PD765A.

•TMR=0

TMR=1

'IDX=0

IDX = 1

•|PS=0

IPS=1

•MMX=0

MMX = 1

LOW=00*

01

10

11

Timers for motor on and motor off are

defined for Mode 1 (see Specify com-

mand).

Timers for motor on and motor off are

defined for Mode 2 (see Specify com-

mand).

The controller will format tracks with the

Index Address Mari< Included. (Exact

IBM standard.)

The controller will format tracks without

Including the Index Address Mark. This

may increase the storage capability of

each track. (Sony standard.)

The implied seek bit in the commands is

ignored.

The implied seek bit in the commands Is

enabled so that If the bit Is set in the

command, the Seek will be performed

automatically.

Only the motor of the drive selected is

assumed on. This means that virtienever

a new drive is selected, the Motor On
time is enabled.

All drive motors are assumed to be on

when any motor is turned on. This elimi-

nates the Motor On time when switching

from one drive to another before the Mo-

tor Off time expires.

Completely disables the low power

mode.

Go into low power mode automatically

after all drive motors are off.

Not used.

Go Into low power mode now.
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Command Descriptions (continued)

POL=0 Disable polling mode.

* POL= 1 Enable polling mode.

* HDR = The standard header format is used with 8 bits

for the tracl^ number.

HDR= 1 Header format Is the same as above but there

are 12 bits of track number. The most signifi-

cant bits of the track number are in the upper

four bits of the head number byte.

Low Current and Precomp Track #

Track number to enable the low current output

pin and to enable write precompensatlon.

When the controller Is writing to track numbers
with a value which is less than this value, write

precompensatlon Is disabled and the low cur-

rent output pin is disabled. Default is track zero.

* DRE=0 The data rate is determined by the Data Rate

pin.

DRE=1 The data rate is determined by the bits set in

the DATA RT positions.

ANR Abort Not Ready. The state of this bit, in con-

junction with the POL bit, determines how the

controller treats the drive ready signal. Table

VII describes how the controller responds to

the ready pin depending on the state of POL
and ANR. Default Is ANR = 1

.

* EL=0 Early/Late. The drive select signals are demul-

tiplexed onto four output signals.

EL= 1 The drive select signals are multiplexed onto

DRO and DR1 , while precomp Early appears on
DR2, and precomp Late appears on DR3. This

is only needed if the clock frequency is greater

than 10 MHz which is above the range of the

internal write precompensatlon circuit. This Is

only used In the DP6474 and should always be

set low in the DP8472.

* WLD= Wildcard character. An FF(hex) from either the

fiP or the disk is interpreted as a wildcard char-

acter that will always match true.

WLD= 1 The Scan commands do not recognize FF(hex)

as a wildcard character.

Head Time allowed for head to settle after an Implied

Settle Seek. Time = N x 16 ms, (0-240 ms). Default

Is 64 ms. (Based on 8 MHz clock).

DTS=0 Disable Internal Data Separator. Decoded
clock signal goes to the Data Window input.

Decoded data goes to the Read Data Input.

* DTS= 1 Enable Internal Data Separator. The encoded
data read from the disk goes to the Read Data
input.

* 1/4 = Quarter period delay line Is always set to the

reference period through the secondary PLL

1/4=1 Quarter period delay line follows the changes In

frequency of the data by following the same
bias voltage as the Main VCO.

DATA RT Data Rate. After a Reset, the data rate is deter-

mined by the Data Rate pin. If the DRE bit is

set, the data rate is determined by these two

bits as shown In Table VIII.

Write The value of these four bits determines the

Pre- amount of write precompensatlon used when
Comp writing to the disk drive as shown In Table IX.

The default value Is based on the data rate

used and can be found In Table VIII.

TABLE VII. Ready Polling Mode Table

POL ANR Comments

Do not check ready ever. All

commands execute whether ready Is

true or not.

1 Wait up to 5 revs for ready. If ready Is

not taie, wait up to 5 disk revolutions

and If still not ready, abort the

command.

1 Poll, but do not abort. All commands
execute whether ready is true or not,

but polling continues and ready

change INTs are still issued.

1 1 Poll, and abort immediately command

if drive not ready (default).

DTRT

00

TABLE VIII. Data Rate Table

FM

8 MHz

125 kbits/sec

Variable f

1X

MFM

f = 8 MHz

250 kbIts/sec

Variable f

2X

Default Precomp

f = 8 MHz

250 ns

Variable f

0111

01 250 kbits/sec 2X 500 kbits/sec 4X 143 ns 0100

10 500 kbits/sec 4X 1000 kbits/sec 8X 71ns 0010
Note: X = 1012 / f bits/sec, wtiere f = clock frequency. (See Write Precompensatlon Table for default precomp with variable f.)
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Command Descriptions (continued)

TABLE IX. Write Precompensation Table

Write Pre-Comp
Amount of Pre-Compensation

f = 8 MHz Variable f

0000 none OX

0001 36 ns IX

0010 71 ns 2X

001 1 107 ns 3X

0100 143 ns 4X

0101 179 ns 5X

01 10 214 ns 6X

01 1 1 250 ns 7X

1000 286 ns 8X

1001 321ns 9X

1010 357 ns 10X

101 1 393 ns 11X

1 100 429 ns 12X

1 101 464 ns 13X

1110 Illegal

1111 Default

Note: X = 2/7f ns, where f = dock frequency.

SET TRACK

This command can be used to read or write any value to or

from any internal register. For the typical application this

command could tie used to inspect or change the value of

the internal Present Tracli Register. This could be useful for

disk mistracking errors, where the real current track could

be read through the Read ID command and then the Set

Track Command can set the internal present track register

to the correct value. The internal register # for the least

significant byte of the Present Track Register is OC (hex). If

more than 8 bits are being used for the track counter, the

upper four bits can be accessed through internal register #
OD (hex).

INVALID COMMAND
If an invalid command (i.e., a command not defined) is re-

ceived by the controller, then the controller terminates the

command. The controller does not generate an interrupt

during this condition. Bits 6 and 7 in tlie Main Status Regis-

ter are both set to 1's indicating to the processor that the

Controller is in the Result Phase and the contents of STO
must be read. When the system reads STO it will find a hex

80 indicating an invalid command was received.

In some applications the user may use this command as a

No-Op command to place the controller in a standby or no
operation state. Simply issue an illegal command and delay

reading the result phase until the controller is needed for

another command. During this time, the Controller will not

poll the drives.

O
"O
CO

ro

OO
00

6-157



eo
Q.o
CM

CO
Q.
a

Absolute Maximum Ratings
Specifications for Military/Aerospace products are not

contained In this datasheet. Refer to the associated

reliability electrical test specifications document.

Supply Voltage (Vcc) - 0.5V to + 7.0V

DC Input Voltage (V|n) - 1 .5V to Vqc + 1 -SV

DC Output voltage (Vqut) -0.5V to Vcc + 0.5V

Clamp Diode Current ± 20 mA

Operating Conditions Mm Max
Supply Voltage (Vcc) 4.5 5.5 V
DC Input or Output Voltage Vcc V
Operating Temperature Range (Ta) -40 +85 °C

DC Electrical Characteristics vcc = sv ±10%. unless othenwise specified.

Symbol Parameter Conditions
Ta= -wto+ss-c

Limits
Units

V|H Minimum High Level

Input Voltage
2.0 V

V|L Maximum Low Level

Input Voltage
0.8 V

lOH Max Leakage Current

Disk Interface

V|N = V|H0rV|L

Invert = 1
10 ^lA

VOH Min High Level Out

Disk Interface

V|N = ViHorViL

ll0UTl = 2mA
Invert =

3.7 V

Vol Max Low Level Out

Disk Interface

V|N = ViHOrViL

|l0UTl = 8mA 0.4 V

VoH Min High Level Out

All Other

V|N = V|H0rV|L

|l0UTl = 2mA 3.7 V

Vol Max Low Level Out

Ail Other

V|N = V|HOrV|L

|l0UTl = 2mA 0.4 V

l|N Maximum Input Cun-ent V|N = VceorGND ±1.0 HA

loz Maximum TRI-STATE®
Leakage Cun-ent

VoUT = VccorGND
±5.0 IxA

Ice Maximum Supply Current V|N = 3.4 or 0.8V

F|N = 8MHz 40 mA

Ice Maximum Supply Cun-ent V|N = VccorGND
F|N = 8 MHz

20 mA

Ice Maximum Supply Cun-ent

in Low Power Mode
V|N = VccorGND

100 ^.A

AC Characteristics Vcc = sv ±10%,C = 1 50 pF, unless othenvise specified.

Symbol Parameter
T= -40°to+85X

Min Max
Units

Crystal Frequency 10 MHz

f External Clock Frequency 20 MHz

DRate Data Rate 125 2500 Kbit/s

fj,P READ TIMING

tAR Address to Read Strobe

tRA Address Hold from

Read Strobe

tRR Read Strobe Width 130

tRD Read Strobe to Data 130

tDF Data Hold from

Read Strobe
45

tRI Clear INT from

Read Strobe
130
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AC Characteristics Vcc = 5V ±10%,C = 1 so pF, unless otherwise specified. (Continued)

Symbol

nP WRITE TIMING

•aw

IWA

iww

tow

tWD

twi

DMA TIMING

tAM

tMA

tAA

tMRW

tMW

tWR

Parameter

Address to Write

Strobe

s Hold from

Write Strobe

Write Strobe Width

Data Setup to End

of Write Strotie

Data Hold from

Write Strobe

Clear INT from

Write Strobe

End of DRQ from

DAK

DAK from DRQ

DAK Pulse Width

DRQ to End of

Read Strobe

DRQ to Read Strobe

DRQ to Write

Strobe

DRIVE SEEK TIMING

toiR

tORH

toST

tOH

'STR

tSTP

Direction from

Drive Select

Drive Select Hold

from End of Step

Step from Direction

Direction Hold

from End of Step

Step Rate

Step Pulse Width

T= -40°to+85°C

Min

80

65

130

130

Max

130

75

Programmable

Units

flS

lis

fjlS

^s

^s

OO
OB
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AC Characteristics Vcc = SV ±10%, C = 150 pF, unless otherwise specified. (Continued)

a
Symbol Parameter T= --40°to+85°C

Units
T>. Min Max

? DISK READ TIMING

a tDRS Drive Select from

Motor On 15 )xs

tSR Read Data from

Last Step Pulse
75 US

tRD Read Data Widtfi 20 ns

tRDS Data Window Setup

Time 10 ns

tRDH Data Window Hold

Time ns

DISK WRITE TIMING

twGS Write Data from

Write Gate
200 ns 2 bit times

•WGH Write Gate Hold

from Write Data
1 bit time 2 bit times

PLL Characteristics

Symbol Parameter Valve

K<f>Hlgh Phase Comparator & Charge Pump
Gain Constant. High Gain Mode. (Note 1)

5 Vref

2wR
Typ

Vref Voltage at Set Pump Current Pin 1.2V Typ

K<(>Low Low Gain Mode (Note 1) 2.5 Vref

2TrR
Typ

KVCX) Gain of VCO (Note 2) 5/N MRad/S/V Typ

fvco Center Frequency of VCO f/2 Typ

tjlTTER Maximum Tolerance of Bit Jitter

(Note 3)

(0.95)

4XDR Typ

'power on Time from Full Vqc Power to

Guaranteed Functionally 50 ms Max

Note 1: R = Pump curren

Note 2: N = # of VCO cy

Note 3: OR = Data Rate.

Timing Wavef

DATA XFER

(RD+WR) .

set resistof (8k-20k).

:les per tjit.

orms
Interrupt and DMA Timing

COMMAND KECUTION
PHASE PHASE

nnnnn n n n n f1

RESULT

PHASE

n ruuuTJL
INT (NON-DMA MODE) J~LJ~LrLnrLr...nj-L

ii_rLrLJL_n_r-ji

innrinj—

u

INT (DMA MODE) n
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Timing Waveforms (Continued)

juP Read Timing

AO.CS.DAKZDH
— Iai

RD

DATA - - - -

^^ /
-"

'rd H

-tRA-

>

INT-

iaP Write Timing

AO.CS.DAKnx X
WR \ y

DATA

"— *WD—

H

ZZDt
INT-

DMA Timing

DRQ

RDOR WR

\

\
:^

A.

\

J

f
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Timing Waveforms (continued)

DRIVE SELECT .

DIR ,

STEP

Drive Seek

y^

>^. ^^.
'*STP

MOTOR ON

DRIVE SELECT

STEP

RD DATA

R

Disk Read

• 'SR"

jiTLrui-Juiri
TL/F/B592-9

RDDATA n
Read Data

1 1

t l« m] t
<RDs r '1 <WJH

1WINDOW _j 1
1 1

TL/F/B592-11

Disk Write

WRGATE

I"*~'WGS~*"| 'WGH 1" ^1

->*^ finjiJiJL*'*jiriJiriJiJLJiri^^
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DP8400-2—E^C^ Expandable Error Checker/Corrector

General Description
The DP8400-2 Expandable Error Checker and Corrector

(E2G2) aids system reliability and integrity by detecting er-

rors in memory data and correcting single or double-bit er-

rors. The E2C2 data I/O port sits across the processor-

memory data bus as shown, and the check bit i/0 port con-

nects to the memory check bits. Error flags are provided,

and a syndrome I/O port is available. Fabricated using high

speed Schottky technology in a 48-pln dual-in-line package,

the DP8400-2 has been designed such that its internal delay

times are minimal, maintaining maximum memory perform-

ance.

PROCESSOR

ERROIIFIAGS

For a 16-bit word, the DP8400-2 monitors data between the

processor and memory, with its 16-blt bidirectional data bus

connected to the memory data bus. The DP8400-2 uses an

encoding matrix to generate 6 check bits from the 16 bits of

data, in a WRITE cycle, the data word and the correspond-

ing check bits are written into memory. When the same lo-

cation of memory Is subsequently read, the E^& generates

6 new check bits from the memory data and compares them

with the 6 check bits read from memory to create 6 syn-

drome bits. If there is a difference (causing some syndrome

bits to go high), then that memory location contains an error

and the DP8400-2 Indicates the type of error with 3 error

flags. If the error is a single data-bit en-or, the DP8400-2 will

automatically con-ect It.

The DP8400-2 Is easily expandable to other data configura-

tions. For a 32-bit data bus with 7 check bits, two

DP8400-2S can be used in cascade with no other ICs. Three

DP8400-2S can be used for 48 bits, and four DP8400-2s for

64 data bits, both with 8 check bits. In all these configura-

tions, single and double-error detection and single-error cor-

rectkxi are easy to Implement.

When the memory Is more unreliable, or better system in-

tegrity Is preferred, then In any of these configurations, dou-

ble-en-or connection can be performed. One approach re-

quires a further memory WRITE-READ cycle using comple-

mented data and check bits from the DP8400-2. If at least

one of the two errors Is a hard error, the DP8400-2 will

correct both errors. This implementation requires no more

memory check bits or DP8400-2s than the single-en'or cor-

rect configurations.

The DP8400-2 has a separate syndrome 1/0 bus which can

be used for error logging or error management. In addition,

the DP8400-2 can be used In BYTE-WRITE applications (for

up to 72 data bits) because It has separate byte controls for

the data buffers. In 16 or 32-bit systems, the DP8400-2 will

generate and check system byte parity. If required, for integ-

rity of the data supplied from or to the processor. There are

three latch controls to enable latching of data in various

modes and configurations.

Operational Features
Fast slnnje and double-error detection

Fast single-error correction

Double-error correction after catastrophic failure with no

additional ICs or check bits

Functionally expandable to 100% double-error correct

capability

Functionally expandable to triple-error detect

Directly expandable to 32 bits using 2 DP8400-2S only

Directly expandable to 48 bits using 3 DP8400-2s only

Directly expandable to 64 bits using 4 DP8400-2S only

Expandable to and beyond 64 bits In fast configuration

with extra ICs

3 en-or flags for complete error recording

3 latch enable inputs for versatile control

Byte parity generating and checking

Separate byte controls for outputting data In BYTE-

WRITE operation

Separate syndrome I/O port accessible for error

logging and management

On-chip input and output latches for data bus, check bit

bus and syndrome bus

Diagnostic capability for simulating check bits

Memory check bit bus, syndrome bus, error flags and

internally generated syndromes available on the data

bus

Self-test of E2C2 on the memory card under processor

control

Full diagnostic check of memory with the E^C^

Complete memory failure detectable

Power-on clears data and syndrome input latches

Timing Features

16-BIT CONFIGURATION

WRITE Time: 29 ns from data-in to check bits valid

DETECT Time: 21 ns from data-in to Any En-or (AE) flag set

CORRECT Time: 44 ns from data-in to con-ect data out

ao
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Timing Features (continued)

32-BIT CONFIGURATION

WRITE Time: 49 ns from data-in to check bits valid

DETECT Time: 46 ns from data-in to Any Error (AE) flag set

CORRECT Time: 84 ns from data-in to correct data out

DP8400-2 Connectiqn Diagram
Dual-ln-Une Package

TZT"

Top View
TL/F/6899-2

Order Number DP8400V-2, DP8400N-2, or DP8400D-2
See NS Package V68, N48A or D48A

Chip Carrier Package

NW NW Don D01D DOS DOS DQ7 DOS DQ4 NW IX)3 DQ2 DQt DQO OBO NW

NW
9 8 7 6 5

10
4 3 2 1 6867666564636261

60 NW
NW 11 59 NW
NW 12 58 OlE

DQ12 13 57 DLF

Ml 3 14 56 EO

DQ14 15 55 AE

IX)15 16 S4 GND
OBI 17 53 GND
OND 18 52 XP

GND 19 51 Vcc

CO 20 50 Vcc

CI 21 49 El

C2 22 48 M2
03 23 47 Ml

NW 24 46 MO
NW 25 45 SO
NW 28 44 SI

272829 3031323334353637 383940414243

^--;2^'^//l\ t\\^^^^
NW C4 C5 C6 BPO NW NW OES BPI S6 S5 S4 S3 S2 NW NW

(C7)

CS

(S7)

LE

Pin Descriptions
Pin#

1

2

3

4

5

6

7

13

14

15

16

17

18

19

20

21

22

23

28

29

30

31

34

35

36

37

38

39

40

41

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

62

63

64

65

66

68

Note: Pins S, 9, 10, 11, 12,24,25,26,

are all NW.

Description

DQ5
DQ6
DQ7
DQ8
DQ9
DQ10
DQ11

DQ12
DQ13

DQ14

DQ15
SbI

GND
GND
CO

C1

C2

C3

C4

C5

C6

BPO (C7)

OES
CSLE

BPI (S7)

S6

S5

S4

S3

S2

S1

SO

MO
Ml

M2

El

Vcc

Vcc
XP

GND
GND
AE

EO

DLF

OLE
OBO
DQO
DQI

DQ2
DQ3
DQ4

27, 32, 33, 42, 43, 59, 60, 61 , and 67

Top View
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Pin Definitions See F/i^u/e r for abbreviations

Vcc> GND, GND: 5.0V ±5%. The 3 supply pins have been

assigned to the center of the package to reduce voltage

drops, both DC and AC. Also there are two ground pins to

reduce the low-level noise. The second ground pin is locat-

ed two pins from Vcc. so that decoupling capacitors can be

inserted directly next to these pins. It is important to ade-

quately decouple this device, due to the high switching cur-

rents that will occur when ail 16 data bits change in the

same direction simultaneously. A recommended solution

would tie a 1 |u.F multilayer ceramic capacitor in parallel with

a low-voltage tantalum capacitor, both connected close to

pins 36 and 38 to reduce lead inductance.

DQ0-DQ15: Data I/O port. 16-blt bidirectional data bus

which is connected to the input of DILO and DILI and the

output of DOBO and DOB1, with DQ8-DQ15 also to CIL

C0-C6: Check-bit I/O port. 7-blt bidirectional bus which is

connected to the input of the CIL and the output of the COB.

COB is enabled whenever M2 is low.

S0-S6: Syndrome I/O port. 7-bit bidirectional bus which is

»A»«»»+g.4 «A fUa jnnij+ Qf {hc SIL 3f,<i the outout of the SOB.

DLE: Ipput data latch enable. When high, DILO and DILI

outputs follow the input data bus. When low, DILO and DILI

latch the input data.

CSLE: Input check bit and syndrome latch enable. When
high, CIL and SIL follow the Input check and syndrome bits.

When low, CIL and SIL latch the input check and syndrome

bits. If OES is low, SIL remains latched.

OLE: Output latch enable. OLE enables the internally gener-

ated data to DOLO, and DOL1 , COL and SOL when low, and

latches when high.

XP: Multi-expansion, which feeds into a three-level compar-

ator. With XP at OV, only 6 or 7 check bits are available for

expansion up to 40 bits, allowing byte parity capability. With

XP open or at Vcc, expansion beyond 40 bits is possible,

but byte parity capability is no longer available. When XP is

at Vcc. CG6 and CG7, the internally generated upper two

check bits, are set low. When XP Is open, CG6 and CG7 are

set to word parity.

BPO (C7): When XP Is at OV, this pin Is byte-0 parity I/O. In

the Normal WRITE mode, BPO receives system byte-0 pari-

ty, and in the Normal READ mode outputs system byte-0

parity. When XP Is open or at Vcc, this pin becomes C7 I/O,

the eighth check bit for the memory check bits, for 48-bit

expansion and beyond.

BP1 (ST): When XP Is at OV, this pin is byte-1 parity I/O. In

the Normal WRITE mode, BP1 receives system byte-1 pari-

ty, and in the Nomial READ mode outputs system byte-1

parity. When XP is open or at Vcc, this pin becomes S7 I/O,

the eight syndrome bit for 48-bit expansion and beyond.

AE: Any error. In the Normal READ mode, when low, AE
indicates no error and when high, indicates that an error has

occuned. In any WRITE mode, AE Is pemianently low.

EC: In the Normal READ mode, EO is high for a single-data

en-or, and low for other conditions. In the Normal WRITE
mode, EO becomes PEO and Is low If a parity error exists In

byte-O as transmitted from the processor.

E1: In the Normal READ mode. El Is high for a single-data

error or a single check bit enor, and low for no error and

double-en-or. In the Normal WRITE mode, E1 becomes PE1

and is low if a parity error exists In byte-1 as transmitted

from the processor.

OBO, OBI: Output byte-0 and output byte-1 enables. These

Inputs, when low, enable DOLO and DOL1 through DOBO
and D0B1 onto the data bus pins DQ0-DQ7 and DQ8-
DQ15. When OBO and OBI are high the DOBO, D0B1 out-

puts are TRI-STATE®.

OES: Output enables syndromes. I/O control of the syn-

drome latches. When high, SOB Is TRI-STATE and external

syndromes pass through the syndrome input latch with

CSLE high. When OES Is low, SOB Is enabled and the gen-

erated syndromes appear on the syndrome bus, also CSLE
is inhibited Internally to SIL.

MO, Ml, M2: Mode control inputs. These three controls de-

fine the eight major operational modes of the DP8400-2.

Table III depicts the modes.

System Write {Figure 2a)
The Normal WRITE mode Is mode of Table III. Referring

to the block diagram in Figure 9a and the timing diagram of

Figure 9b, the 16 bits of data from the processor are en-

r**f\ the f*a*a i+/^Kq,^ nil n ^nri nil -ilit Iq+/^k^,^ mi t\ ^rUL ,a&Ui IOC, b^ikv a.
,iV\ar\ Vrtes

input data latch enable (DLE) is high. When this goes low,

the input data is latched. The check bit generator (CG) then

produces 6 parity bits, called check bits. Each parity bit

monitors different combinations of the Input data-bits. In the

16-bit configuration, assuming no syndrome bits are being

fed in from the syndrome bus into the syndrome Input latch,

the 6 check bits enter the check bit output latch (COL),

when the output latch enable OLE is low, and are latched in

when OLE goes high. Whenever M2 (READ/WRITE) is low,

the check bit output buffer COB always enables the COL
contents onto the external check bit bus. Also the data en'or

decoder (DED) Is inhibited during WRITE so no correction

can take place. Data output latches DOLO and D0L1 , when

enabled with OLE, will therefore see the contents of DILO

and DILI. If valid system data Is still on the data bus, a

memory WRITE will write to memory the data on the data

bus and the check bits output from COB. If the system has

vacated the data bus, output enables (OBO and 0B1) must

be set low so that the original data word with Its 6 check bits

can be written to memory.

System Read
There are two methods of reading data: the error monitoring

method (Figure 2b), and the always correct method {Rgure

2c). Both require fast error detection, and the second, fast

correction. With the first method, the memory data is only

monitored by the E2C2, and Is assumed to be correct. If

there Is an error, the Any En-or flag (AE) goes high, requiring

further action from the system to correct the data. With the

always con-ect method, the memory data is assumed to be

possibly in enor. Memory data is removed and the correct-

ed, or already correct, data is output from the E2C2 by en-

abling OBI and OBO. To detect an error (referring to Figures

10a and 10b) first DLE and CSLE go high to enter data bits

and check bits from memory Into DILO, D0L1 and CIL. The

6 check bits generated In CG from DILO and DOL1 are then

compared with CIL to generate syndromes on the internal

syndrome bus (SG). Any bit or bits of SG that go high indi-

cate an error to the error encoder (EE).

Oo
oo
lO
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TL/F/e899-3

Ul) mode of operation signifies active signal

FIGURE 1. DP8400-2 Block Diagram



System Diagrams—Modes of Operation
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FIGURE 2a. Normal WRITE Mode with EZC^

FIGURE 2b. Normal READ Mode, Error

Monitoring Method with E^C^
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System Read (continued)

If data con-ection is required OBO and OBI must be set low

(after memory data fias been disabled) to enable data out-

put buffers DO60 and D0B1. The location of any data bit

en-or is determined by the data en-or decoder (DED), from

the syndrome bits. The bit in error is complemented in the

DOL for con-ection. The other 15 bits from DED pass the

DIL contents directly to the DOL, so that DOL now contains

corrected data.

Error Determination
The three error flags, for a 16-bit example, are decoded
from the internally generated syndromes as shown in Figure

3. First, if any error has occurred, the generated check bits

will be different from the memory check bits, causing some
of the syndrome bits to go high. By OR-ing the syndrome
bits, the output will be an indication of any error.

If there is a single-data en-or, then (from the matrix in Table

IV) it can be seen that any data error causes either 3 or 5
syndrome bits to go high. 16 AND gates decode which bit is

in enor and the bit in error is XOR-ed with the corresponding

bit of the DIL to correct It, whereas the other 15 decoder

outputs are low, causing the corresponding 15 bits in DIL to

transfer to DOL directly. DOL now contains corrected data.

The 16 AND gate outputs are OR-ed together causing EO to

go high, so that EO is the slngle-data-enor indication. If the

error is a double-error, then either 2, 4 or 6 of the syndrome
bits will be high. The syndromes for two errors Oncluding

SG.SE MY SYNDROME BIT

—L wiY EnnOn

->

DETECT 3 on S SYNDROME BITS

% DETECT EVEH SYNDROME PAMTY

DATA BTT'

ERRORt>
SINGU DATA ERROR

*

one or two check bit errors) are the two sets of syndromes
for each individual en-or bit, XOR-ed together. By perfonning

a parity check on the syndrome bits, flag El will indicate

even/odd parity. If there is still an error, but it is not one of

these errors, then it is a detectable triple-bit en-or. Some
triple-bit errors are not detectable as such and may be inter-

preted as single-bit errors and falsely corrected as single-

data errors. This is true for all standard ECC circuits using a
Modified Hamming-code matrix. The DP8400-2 is capable,

with its Rotational Syndrome Word Generator matrix, of de-

termining all triple-bit enors using twice as many DP8400-2S
and twice as many check bits.

Error Flags
Three en-or flags are provided to allow full error determina-

tion. Table I shows the en-or flag outputs for the different

error types in Normal READ mode. If there is an en-or, then

ANY ERROR will go high, at a time Iqev (Figure 10b) after

data and check bits are presented to the DP8400-2. The
other two error flags EO and E1 tiecome valid toEO and kiEA
later.

The en-or flags differentiate between no error, single check
bit error, single data-bit error, double-bit enor. Because the

DP8400-2 can con-ect double en-ors, it is important to know
that two errors have occurred, and not just a multiple-error

indication. The error flags will remain valid as long as DLE
and CSLE are low, or if DLE is high, and data and check bits

remain valid.

Byte Parity Support
Some systems require extra integrity for transmission of

data between the different cards. To achieve this, individual

byte parity bits are transmitted with the data bits in both

directions. The DP8400-2 offers byte parity support for up to

40 data bits. If the processor generates byte parity when
transferring infomiation to the memory, during the WRITE
cycle, then each byte parity bit can be connected to the

corresponding byte parity I/O pin on the DP8400-2, either

BPO or BP1. The DP8400-2 develops its own internal byte

parity bits from the two bytes of data from the processor,

and compares them with BPO and BP1 using an exclusive-

OR for both parities. The output of each exclusive-OR is fed

to the en-or flags EO and El as PEO and PE1 , so that a byte

parity error forces its respective error flag low, as in Table II.

These flags are only valid for the Normal WRITE (mode 0)

and XP at OV. The DP8400-2 checks and generates even
byte parity.

When transferring information from the memory to the proc-

essor, the DP8400-2 receives the memory data, and outputs

the corresponding byte parity bits on BPO and BP1 to the

processor. The processor block can then check data integri-

ty with its own byte parity generator. If in fact memory data

was in error, the DP8400-2 derives BPO and BP1 from the

memory input data, and not the corrected data, so when
con-ected data is output from the DP8400-2, the processor

will detect a byte parity error.

During the read mode, DP8400-2 conects single data bit

error and also its parity.

FIGURE 3. Error Encoder
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TABLE I. Error Flags After

Normal Read (Mode 4)

AE El EO Error Type

No error

1 1 Single check bit error

1 1 1 Single-data error

1 Double-bit error

All Others Invalid conditions

TABLE II. Error Flags after

Normal Write (Mode 0)

O
TO
0»

AE El (PE1) EO(PEO) Error Type

1 1 No parity error

1 Parity error, byte

1 Parity en-or, byte 1

Parity error, bytes 0,

1

TABLE III. DP8400-2 Modes of Operation

Mode
M2

(R/W)
Ml MO OES Operation

X Normal WRITE
DIL -* DOL, CG -y COL -> COB

1 1 X Complement WRITE
DIL -» DOL, CIL - COL -»• COB

2 1 X Diagnostic WRITE, DLE inhibited

DQ8-DQ15e CG - SOL -» SOB
DQ8-DQ1S —* CIL -» COL —> COB

3 1 1 X Complement data-only WRITE
DiL -* DOL,

(CG0.1,4,5,CG2,CG3) ^ COL -* COB

4 1 X Normal READ
DIL e DE -»• DOL, CIL -^ COL

5 1 1 X Complement READ
DIL e DE -* DOL, CIL -* COL

6A 1 1 READ generated syndromes, check bit

bus, effor flags, SG0-SG6 —>- DQ0-DO6,
CIL0-CIL6 -»• DQ8-DQ14, E1 -» DQ7,

EO -^ DQ15

6B 1 1 1 READ syndrome bus, check bit bus, error

flags, SIL0-SIL6 -* DQ0-DQ6,

CIL0-CIL6 -» DQ8-DQ14, E1 -+ DQ7,

EO -> DQ15

7A 1 1 1 Generated syndromes replace with zero

-* SIL -»• SG, CIL -> COL,

DIL e DE ->• DOL

7B 1 1 1 1 Generated syndromes replace

SIL -* SG, CIL -> COL, DIL ® DE -> DOL

TABLE IV. Data-in To Check Bit Generate, Or Data Bit Error To Syndrome-Generate Matrix (16-Bit Configuration)

12 3 4 5

GENERATE CHECK BITS—
8 9

GENERATED
SYNDROMES

1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1

1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1

1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1

1

2*

3'

4

DQO-16

GENERATED
' CHECK
BITS

•C2, C3 generate odd parity
HEXADECIMAL EQUIVALENT

OF SYNDROME BITS

F F

2 1 1
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Modes of Operation
There are three mode-control pins, M2, M1 and MO, offering

8 major modes of operation, according to Table III.

M2 Is the READ/WRITE control. In normal operation, mode
is Normal WRITE and mode 4 is Normal READ. By clamp-

ing MO and M1 low, and setting M2 low during WRITE and
high during READ, the DP8400-2 is very easy to use for

normal operation. The other modes will be covered in later

sections.

16-BIT CONFIGURATION

The first two rows on top of the check bit generate matrix

(Table IV) indicate the data position of DQO to DQ1 5. The
left side of the matrix, listed to S, corresponds to syn-

dromes SO to S5. SO is the least significant syndrome bit.

There are two rows of hexadecimal numbers below the ma-
trix. They are the hex equivalent of the syndrome patterns.

For example, syndrome pattern in the first column of the

matrix Is 001011. Its least significant four bits (0010) equal

hexadecimal 4, and the remaining two bits (11) equal hexa-

decimal 3.

Check bit generation Is done by selecting different combina-

tions of data bits and generating parities from them. Each
row of the check bit generate matrix corresponds to the

generation of a check bit numbered on the right hand side

of the matrix, and the ones in that row indicate the selection

of data bits.

The following are the check bit generate equations for 16-bit

wide data words:

CGO = DQ2 e DQ3 © DQ4 ffl DQ5 ® DQ6 e DQ7 e
DQ9 e DQ10 e DQ11 © DQ13 © DQ14 ©
DQ15

CGI = DQ3 © DQ6 © DQ8 © DQ9 ® DQ11 © DQ13 ©
DQ14 © DQ15

DQO © DQ3 © DQ4 © DQ8 © DQ10 © DQ12 ffi

DQ13 9 DQ14 © DQ15 ® 1

DQ1 © DQ2 e DQ7 © DQ8 © DQ9 © DQ10 ®
DQ12 © DQ14 © DQ15 © 1

DQO © DQ1 © DQ5 © DQ7 © DQ8 © DQ1 1 ©
DQ13 © DQ15

DQO © DQ1 e DQ2 © DQ4 ® DQ5 © DQ6 ©
DQ8 © DQ12 © DQ13 © DQ14

*CG2 and CG3 are odd parities.

The following error map (Table V) depicts the relattonship

between all possible error conditkins and their associated

syndrome patterns. For example, if a syndrome pattern is

SO-5 = 111101, data bit 14 is in error.

Figure 4 shows how to connect one DP8400-2 in a 16-bit

configuration, in order to detect and correct single or dou-

ble-bit errors. For a Normal WRITE, processor data is pre-

*CG2^

•CG3 :

CG4^

CG5^

sented to the DP8400-2, where it is fed through DILO and
DILI to the check bit generator. This generates 6 parity bits

from different combinations of data bits, according to Table
IV. The numbers in the row below the table are the hexade-

cimal equivalent of the column bits (with bits 6, 7 low). A "1

"

in any row indicates that the data bit in that column is con-

nected to the parity generator for that row. For example,

check bit 1 generates parity from data bits 3, 6, 8, 9, 1 1 , 1 3,

14, and 15.

Check bits 0, 1, 4, 5, and 6 generate even parity, and check

bits 2 and 3 generate odd parity. This is done to insure that

a total memory failure is detected. If all check bits were
even parity, then all zeroes in the data word would generate

all check bits zero and a total memory failure would not be
detected when a memory READ was performed. Now all-

zero-data bits produce C2 and C3 high and a total memory
failure will be detected. When reading back from the same
location, the memory data bits (possibly in error) are fed to

the same check bit generator, where they are compared to

the memory check bits (also possibly in error) using 6 exclu-

sive-OR gates. The outputs of the XORs are the syndrome
bits, and these can be determined according to Table IV for

one data bit error. For example, an en'or in bit 2 will produce
the syndrome word 101001 (for 35 to SO respectively). The
syndrome word is decoded by the en-or encoder to the error

flags, and the data-error decoder to correct a single data bit

error. Assuming the memory data has been latched in the

DIL, by making DLE go low, memory data can be disabled.

Then by setting OBO and OBI low, corrected data will ap-

pear on the data bus. The syndromes are available as out-

puts on pins SO-5 when OES is low . It is also possible to

feed in syndromes to SIL when OES is high and CSLE goes
high. This can be useful when using the Error Management
Unit shown in Hgure 4. 06 and S6 are not used for 1 6 bits. It

is safe therefore to make C6 appear low, through a 2.7 kft

resistor to ground. The same applies for S6 if syndromes
are input to the DP8400-2. If OES is pemnanently low, S6
may be left open.

Any 1 6-bit memory correct system using the DP8400-2 with-

out syndrome inputs must keep the OES pin grounded, then

all the syndrome I/O pins may be left open. The reason for

this is that the DP8400-2 resets the syndrome input latch at

power up. If the OES pin is grounded, the syndrome input

latch will remain reset for normal operations.

The parameter Inmr (see Figure 10b), new mode recog-

nized time, is measured from M2 (changing from READ to

WRITE) to the valid check bits appearing on the check bit

bus, provided the OLE was held low.

The parameter tiycR (see Figure 10b), mode change recog-

nized time, is measured from M2 (changing from WRITE to

Syndrome
Bits

35 S4

so
S1

S2
S3

1

1

1 1

TABLE V. Syndrome Decode To Bit In Error For 16-Blt Data Word

NE

C4

C5

CO 01

11

02

13

03

1

12

10

15

14

Cn= check brt n In error T= three errors detected Number= single data bit in error D=two bits in error
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DATA
BUS

SYSTEM f BP1 «
BYTE PARITY {

(IF REQUIRED) I.

* Necessary when inputting syndromes, oth-

envise leave open.

t Refer-to-discussion in "Other Modes of

Operation" under Clearing SIL

*'20 ns maxtpdt.O

|_ 741SM J

R = 2.7 kfl

Necessary only when incorpo-

rating double complement

correct. Othenvise conned

C6 to GND through R.

TL/F/6899-9

FIGURE 4. 16-Bit Configuration Using One DP8400-2

t Refer to discussion in "Other

Modes of Operation" under

Clearing SIL

** Connection sequence must

be done according to Table

VIII.

TL/F/6899-10

o
•a
00

KO

FIGURE 5. 32-Bit Error Detection and Correction
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Modes of Operation (continued)

READ) when both E1 and E2 Ijecome invalid. This is re-

quired when a memory con-ecting system employs the

DP8400-2 with byte parity checking. The El and E2 pins

flag the byte parity en-or in a memory WRITE cycle. When
the DP8400-2 switches to a subsequent memory READ cy-

cle, it requires twcR for E1 and E2 to be switched to flag any
READ error(s).

Expanded Operation

32-BIT CONFIGURATION

Figure 5 shows how to connect two DP8400-2S in cascade
to detect single and double-bit errors, and to correct single-

data en-ors. The same circuit will also correct double-bit er-

rors once a double-error has been detected, provided at

least one error is a hard error. The lower chip L is in effect a
slave to the higher chip H, which controls the memory check

bits and en-or reporting. The check bit bus of L is reordered

and connected to the syndrome bus of H, as shown in Fig-

ure 5.

In a Nomial WRITE mode, refening to Figures 13a, 13b, and
13c, the 7 check bits generated from the lower 16 bits

(CGL) are transfen-ed viajhe COL to the COB of L, provided

OLE is high and M2 (R/W) of L is low. These partial check
bits from L then appear at SIL of H, so that with CSLE high,

they combine with the 6 check bits generated in H with an

overiap of one bit, to produce 7 check bits. With M2 (R/W)
of H low, these 7 check bits are output from COB to memo-
ry-

A READ cycle may consist of DETECT ONLY or DETECT
THEN CORRECT, depending on the system approach. In

both approaches, L writes its partial check bits, CGL, to H
as in WRITE mode. H develops the syndrome bits from

CGL, CGH and the 7 check bits read from memory in GIL H
then outputs from its error encoder (EE) if there is an error.

If corrected data is required, H already knows if it has a
single-data error from its syndrome bits, but if not, it must
transfer partial syndromes back to L. These partial syn-

dromes PSH, (CGH XOR-ed with CIL), are stored in SOL of

H. L must therefore change modes from WRITE to READ,
while H outputs the partial syndromes from its SOB by set-

ting OES low. The partial syndromes are fed into CIL of L
and XOR-ed with CGL to produce syndrome bits at SQL
The data error decoder, DED, then corrects the error in L.

The DED of H will already have corrected an error in the

higher 16 bits. Only one error in 32 bits can be corrected as
a single-data error, the chip with no error does not change
the contents of Its DIL when it is enabled in DOL. Table VI

shows the 3 error flags of H, which become valid during the

DETECT cycle. EO of L becomes valid during the CORRECT
cycle, so that the 4 flags provide complete error reporting.

TABLE VI. Error Flags After Normal READ
(32-Bit Configuration)

AE(H) E1(H) EO(H) EO(L)' Error Type

No error

1 1 Single-check bit error

1 1 1 Single-data bit error (H)

1 1 1 Single-data bit error (L)

1 Double-bit en-or

All Others Invalid conditfons

'EO (L) is valid after transfer of partial syndromes from higher to lower

Equations for 32-bit expansion:

tDCB32 = tDCB16 + tSCB16

tDEV32 = toCBie + tSEV16

tDCD32 (High Chip) = tocBte + tscDie

toCD32 (Low Chip) = tQCBie + tsR* + tcCDie

'Ibr; Bus reversing time (25 ns)

32-BIT MATRIX

Table VII shows a 32-bit matrix using two DP8400-2s in cas-

cade as in Figure 5. This is one of 12 matrices that work for

32 bits. The matrix for bits to 15 (lower chip) is the matrix

of Table IV for 16-bit configuration, with row 6 always "0".

The matrix for bits 16 to 31 (higher chip) uses the same row
combinations but interchanged, for example, the 3rd row
(row 2) of L matrix is the same as the 6th row (row 5) of the

H matrix. This means row 5 of H is in fact check bit 2 of H.

Thus, the 6th row (row 5) combines generated check bit 5
(CG5) of L and generated check bit 2 of H. Check bit 5 of L
therefore connects to the syndrome bit 2 (CG2) of H, and
the composite generated check bit is written to check bit 2
of memory. Thus C2 performs a parity check on bits 0, 1 , 2,

4, 5, 6, 8, 12, 13, 14, of L, and bits 16, 19, 20, 24, 26, 28, 29,

30, 31 , of H. CG2 and CG3 generate odd parity, so that CG5
of L generates even parity which combines with CG2 of H
generating odd parity. CG3 of L and CG3 of H both generate

odd parity causing C3 to memory to represent even parity.

Only 6 check bits are generated in each chip, the 7th (CG6)
is always zero with XP grounded. Thus CG6 of L combines
with CGO of H so that CO to memory is the parity of bits 18,

19, 20, 21, 22, 23, 25, 26, 27, 29, 30, 31. Similariy C6 to

memory is only CG2 of L. The 7 composite generated check

bits of H can now be written to memory.

Wfien reading data and check bits fl-om memory, CG6-CG0
of L are combined with CG6-CG0 of H in the same combi-
nation as WRITE. Memory check bits are fed into C6-C0 of

H and compared with the 7 combined parity bits in H, to

TABLE VII. Data Bit Error To Syndrome^ilenerate Matrix (32-Blt Configuration)

1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3

1 2 3 i, 5 6 7 8 9 1 2 3 4 5 6 7 8 9 1 2 3 5 6 7 8 9 1

1

1 1

1

1 1 1

1

1 1

1

1 1

1

1

1

1

1 1 1 1

1

1 1

1

1

1 1

1

1 1 1

1 1

2 1 1 1 1 I 1 1

3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

4 1 1 1 1 1 1 1 1 1 1 1 1 1

5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

6 1 1 1 1 1 1 0- 1 1 1 1 1 1

SYNDROMES

48975139E
332023213

•CQ2, CG3 generate odd parity

B D 3 C 7 F F

12 3 2 1

2 2 3

6 5 4

8 B 9

5 3 4

8 1 A 3 B 9

6 5 2 7 6 7

GENERATED
CHECK
BITS

TL/F/6B99-11
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Expanded Operation (continued)

TABLE Vili. Check Bit Port To Syndrome Port

Interconnections For Expansion To 32 Bits

L L H H
S C S C

SO 1 1 GO
S1 1 1 5 5 CI

Syndrome I/O S2 2 2 6 6 C2 Checl« Bit I/O

to S3 3 3 3 3 C3 to

Management 84 4 4 4 4 C4 Memory
S5 5 5 2 2 C5
S6 6 6 C6

TABLE IX. Syndrome Decode To Bit In Error For 32-Bit Data Word

Syndrome
Bits

36 S5

SO
SI
S2
S3
S4

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1 1

1 1

1

1

1

1

NE CO CI D C2 D D 3 C3 D D 9 D 10 T D

C4 D D 11 D T T D D 7 17 D T D D 15

C5 D D 6 D 4 T D D 2 28 D 12 D D 14

D 5 16 D D D 13 1 D D 24 D T 8 D

C6 D D 22 D T T D D 25 18 D T D D T

D 27 21 D T D D T 23 D D T D T T D

D 19 20 D T D D T 26 D D 30 D T T D

T D D 29 D T T D D 31 T D T D D T

NE= no error

Number= single data bit in error

Cn^ciieck bit n in error

D=two bits in error

produce 7 syndrome bits S6-S0. i-l can now determine if

tiiere Is any error, and if It iias a single-data error, It can

locate It and correct It witiiout transferring partial syndromes

to L As an example of a DETECT cycle, CG5 of L combines

witii CG2 of H and Is compared In l-i with memory check bit

2.

If L Is now set to mode 4, Normal READ, and OES of H Is

set low, ttie partial syndromes of H (CG8-CG0 of H XOR-ed
witii C6-C0 of iH) are transferred and siilfted to L L re-

ceives tiiese partial syndromes (S6-S0 of H) as ciiecl^ bit

inputs C2, CI , C4, C3, C5, CO, C6 respectively, and com-

pares ttiem witii CG6-CG0 respectively, to produce syn-

drome bits S6-S0. L now decodes tfiese syndromes to cor-

rect any single-data en-or in data bits to 15. For example,

partial syndrome bit 2 of l-i combines witii generated ciieci<

bit 5 of L to produce syndrome bit 5 In L. An en'or In data bit

10 will create syndrome bits In L as 0001101 from S6-S0,

and these will appear on S6-S0 of L with OES low. An error

In i-l will appear as per the H matrix. For example, an error In

bit 16 will cause S6-S0 of L to be 01 10010.

If OES of L Is set low, this syndrome combination appears

on pins S6 to SO. For errors in bits to 15, the syndrome

outputs will t>e according to Table VII. For errors in bits 1 6 to

31 , the syndrome outputs from L will still be according to

Table Vil due to the shifting of partial syndrome bits from H
to L. The syndrome outputs from L are unique for each of

the possible 32 bits in en'or.

If there is a ohecl< bit error, only one syndrome bit will be

high. For example, if C5 Is In en-or, then SI of L will be high.

For double-errors, an even numtjer of syndrome bits will be

high, derived from XOR-ing the two single-bit error syn-

dromes. As mentioned previously, this Is only one of the 12

approaciies to connecting two chips for 32 bits, 6 of which

are mirror Images.

T=ttiree errors detected

Table VIII depicts the exact connection for 32-blt expansion.

LS equals syndrome bits of L. LC equals check bits of L HS
equals syndrome bits of H. HC equals check bits of H. Syn-

drome bits SO to 36 of L are connected to system syndrome

bits SO to S6. LC and IHS columns are lined together show-

ing the check bit port of L connected to the syndrome port

of H In the exact sequence as shown in Table VIII. For ex-

ample, check bit CO of L is connected to the syndrome bit

SI of H, and check bit C6 of L Is connected to the syndrome

bit SO of H. Check bits of H are connected to the system

check bits In the order shown. Check bit CI of H is connect-

ed to the system check bit CO.

EXPANSION FOR DATA WORDS REQUIRING
8 CHECK BITS

For 16-bit and 32-bit configurations, XP is set permanently

low. In 48-blt or 64-t)it configurations, XP is either set perma-

nently to Vcc or left open, according to Table X, to provide 8

check bits and syndrome bits.

TABLE X. XP: Expansion Status

XP Status Data Bus

ov BPO and BP1 are byte parity I/O

CG6=0
< 40 Bits

Open No byte parity I/O,

CG6 and CG7 = word parity

i 40 Bits

Vcc No byte parity I/O,

CG6andCG7=0
S 40 Bits

48-BIT EXPANSION

Three DP8400-2s are required for 48 bits, with the higher

chip using all 8 of Its check bits to the memory. No byte

parity Is available for 48 to 64 bits. XP of all three chips must

be at Vcc- The three chips are connected in cascade as in

O
"O
09

OO
I

lO
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Expanded Operation (continued)

TABLE XI. Check Bit Port To Syndrome Port

Interconnections For Expansion To 48 Bits

LL LL LH LH HL HL
S C S C S C

SO 1 1 6 6 CO
S1 1 1 5 5 1 1 C1

Syndrome I/O

to

Management

S2
S3

2

3

2

3

6

3

6

3

4

7

4

7

C2
C3

Check Bit I/O

S4
S5

4

5

4

5

4

2

4

2

2

3

2

3

C4
C5

Memory

86 6 6 5 5 C6
S7 7 7 7 7 C7

For example: SO of LL is connected to system s^drome SO. CO of LL is connected to S1 of LH, C1 of

LH is connected to 86 of HL. C6 of HL is connected to system check bit CO.

TABLE XII. Syndrome Decode To Bit In Error For 48-Bit Data Word

Syndrome
Bits

87 S6 85

so
SI
S2
S3
S4

1

1

1

1

1

1

1

1

1

1

1

1

1

1

C

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

NE CO CI D G2 D D 3 C3 D D 9 D 10 T D

C4 D D 11 D T T D D 7 17 D T D D 15

C5 D D 6 D 4 T D D 2 28 D 12 D D 14

D 5 16 D D D 13 1 D D 24 D T 8 D

1 C6 D D 22 D T T D D 25 18 D T D D T

1 D 27 21 D 32 D D T 23 D D T D T T D

1 D 19 20 D 33 D D T 26 D D 30 D T T D

1 44 D D 29 D T 40 D D 31 T D T D D T

1 C7 D D T D T 43 D D T T D T D D T

1 D T 35 D T D D T T D D T D T T D

1 D T 41 D 39 D D T T D D T D T T D

1 42 D D T D T 47 D D T T D T D D T

1 1 D T 38 D 37 D D T T D D T D T T D

1 1 36 D D T D T 45 D D T T D T D D T

1 1 34 D D T D T T D D T T D T D D T

1 1 D T 46 D T D D T T D D T D T T D
NE = no error Gn = check bit n in error T = three errors detected

Numt)er = single data bit in error D = two bits in error

Figure 6, but with the HH chip removed. The error flags are

as Table XV, but with AE (HH) and El (HH) becoming AE
(HL) and El (HL), and EO (HH) removed.

48-BIT MATRIX

The matrix for 48 bits Is that for 64 bits shown (In Table XVI)

but only using bits to 47. This Is one of many matrices for

48-bit expansion using the basic 16-blt matrix. The matrix

shown uses 2 zeroes for CG6 and CG7, for all three chips,

with XP set to Vcc. Other matrices may use CG6 and CG7
as word parity with XP open.

64-BIT EXPANSION

There are two basic methods of expansion to 64 bits, both

requiring 8 checl< bits to memory, and four DP8400-2S. One
Is the cascade method of Rgure 6, requiring no extra ICs.

With this method partial check bits have to be transfen-ed

through three chips In the WRITE or DETECT mode, and
partial syndrome bits transferred back through three chips in

CORRECT mode. This method Is similar to Figure 5, 32-bit

approach. The connections between the check bit bus

and syndrome bus for each of the chip pairs are shown in

Table XIII.

The error flags of HH are valid during the DETECT cycle as

In Table XV, and the other error flags are valid during the

CORRECT cycle.

A faster method of 64-blt expansion shown In Figure 7 re-

quires a few extra ICs, but can WRITE in 50 ns, DETECT in

42 ns or DETECT THEN CORRECT in 90 ns. In the WRITE
mode, all four sets of check bits are combined externally in

the 8 74S280 parity generators. These generate 8 compos-

ite check bits from the system data, which are then enabled

to memory. In the DETECT mode, again 8 composite check

bits are generated, from the memory data this time, and

compared with the memory check bits to produce 8 external

syndrome bits. These syndrome bits may be OR-ed to de-

termine if there Is any error. By making the 74S280 outputs

SYNDROMES, then any bit low causes the 74S30 NAND
gate to go high, giving any error indication. To correct the

error, these syndrome bits are fed re-ordered into SIL of

each DP8400-2 now set to mode 7B. This enables the syn-

dromes directly to SG and then DED of each chip. One chip
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Expanded Operation (continued)

will output corrected data, while the other three output non-

modified data (but still correct).

Equations for fast 64-blt expansion:

tDCB64 = tDCB16 + tpd (74S280) + tpd (74S240)

tDEV64 = tDCB16 + tpd (74S280) + tpd (74S30)

t0CB64 = tDCB16 + tpd (74S280) + tpd (74ALS533)

+ tscDie

64-BIT MATRIX

With the 64-bit matrix shown in Table XVI, rt is necessary to

set at least one chip with CQ6, CG7 non-zero. The highest

chip, connected to data bits 48 to 63, has XP set open, so

that its CG6 and GG7 are word parity. The syndrome word

of the highest chip will now have either 5 or 7 syndrome bits

high, but Inside the chip CG6 and CQ7 remove two of these

in a READ so that the chip sees the normal 3 or 5 syndrome

bits.

TABLE XIII. Check Bit Port To Syndrome Port

Interconnections For Expansion To 64 Bits

LL LL LH LH HL HL HH HH
S C S C S C S C

SO 1 1 6 6 7 7 CO
S1 1 1 5 5 1 1 C1

Syndrome I/O

to

Management

S2
S3

2

3

2

3

6

3

6

3

4

7

4
7

1

2

1

2

C2
C3

Checl<Bitl/0

to

Memory
S4
S5

4

5

4

5

4

2

4

2

2

3

2

3

3

4
3

4

C4
C5

36 6 6 5 5 5 5 C6
S7 7 7 7 7 6 6 C7

For example:

of HL 06 of

SO of LL is connected to system syndrome SO. CO of LL is connected to S1 of LH. CI of LH is connected to S6

HL is connected to 87 of HH. 07 of HH is connected to system cliect^ bit 00.

TABLE XIV. Syndrome Decode To Bit In Error For 64-Blt Data Word

Oo
eo

oo
I

to

Syndrome
Bits

S7

SO
S1

S2
S3

S6 S5 S4

1

1

NE CO C1

C4

C5

C6

44

C7

42

36

34

27

19

49

16

21

20

35

41

38

46

11

22

29

55

50

53

C2

32

33

39

37

40

43

47

45

13

57

59

54

C3

23

26

25

31

60

48

17

28

18

24

30

58

52

12

10

56

15

14

51

63

62

61

NE = no error

Numtier = single data bit in error

On = ctieck bit

D = two bits in

n In error

error

T - three errors detected

TABLE XV. Error Flags After Normal READ (Any 64-Bit (Configuration)

AE (HH) El (HhT^ EO(HH) EO(HL) EO(LH) EO(LL) Error Type

No effor

Single-check bit error

1 Single-data bit error in HH

1 Single-data bit error in HL

1 Single-data bit error in LH

1 Single-data bit error in LL

Double-enx)r
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DP8400-2

BVtE,
ENABLE E

bus'

^'000-15 -^^0016-31 -'^^01132-47 ^

t Refer to discussion in "Oiher Modes

of Operation" under Clearing SiL

euaoii fuss

FIGURE 6. Cascade Expansion Using No Extra ICs (64-Bll Configuration)

TABLE XVI. Data Bit Error To Syndrome-Generate Matrix (64-Bit Configuration)

MODE CONTROLS

TL/F/6898-1Z

-LH- -HL-

SYNDROMES

111111
0123456789012345

1111222222222233
6789012345678901

3333333344444444
2345678901234567

445556555555666
890123456789012

0011111101110111
0001001011010111
1001100010101111
0110000111101011
1100010110010101
111O11101OO01110
0000000000000000
0000000000000000

0001001011010111
1110111010001110
0000000000000000
0110000111101011
1100010110010101
10O11OOO10101111
0011111101110111
0000000000000000

0000000000000000
0001001011010111
1100010110010101
oooooooooooooooo
1001100010101111
0110000111101011
1110111010001110
0011111101110111

111111111111111
001111110111011
000100101101011
10011OO01010111
011000011110101
110001011001010
111011101000111
111111111111111

48976139EBD3C7FF
3320232130012321

2AA12238B9B1A3B9
31 46654534652767

4402042462060626
56E9DCCA7AB87DFB

913FB373D7B79FF
EFD8CECBF99ADED

7

1

2

3

4

5

6

HEX
1

DQO-63

GENERATED
• CHECK
BITS

TL/F/e899-13



K FOt ffiOUEmX:

^ WRITE, OEIEGT, COnflECT

i

E'C' SVSTEM CONTROL

TL/F/e899-14

FIGURE 7. Parallel Expansion (Fast 64-Bit Contlguratlon)
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Other Modes Of Operation

DOUBLE ERROR CORRECTION, USING THE DOUBLE-
COMPLEMENT APPROACH

The DP8400-2 can be made to correct two errors, using no

extra ICs or check bits, if at least one of the two enrors

detected Is a hard error. This does require an extra memory
WRITE and READ. Nevertheless, if a permanent failure ex-

ists, and an additional error occurs (creating two errors),

both envrs can be corrected, thereby saving a system

crash.

Once a double error has been detected, the system puts the

DP8400-2 in COMPLEMENT mode by setting MO high. First

a WRITE cycle is required and M2 Is set low, putting the

chip in mode 1, Table III, (COMPLEMENT WRITE), so that

the contents of DIL are complemented into POL, and the

contents of GIL complemented into COL OBO and OBI are

set low so that complemented data and checi^ bits can be

written back to the same location of memory. Writing back

complemented data to a location with a hard error forces

the error to repeat Itself. For example, If cell N of a particular

location Is jammed permanently high, and a low is written to

It, a high will be read. However, when the data Is comple-

mented a low is again written, so that a high Is read back for

the second time. After a second READ (this second READ
Is a COMPLEMENT READ) of the location, data and check
bits from the memory are recomplemented, so that bit N
now contains a low. In other words, the en'or in bit N has

corrected Itself, while the other bits are true again. If there

are two hard errors in a location, both are automatically cor-

rected and the DP8400-2 detects no error on COMPLE-
MENT READ, as in Figure 6a. Figure 8b also shows that If

one error is soft, the hard error will disappear on the second
READ and the DPB400-2 conects the soft error as a slngle-

effor. Therefore, in both cases, the DOL contains corrected

data, ready to be enabled by OBO and 5bT. A WRITE to

memory at this stage removes the complemented data writ-

ten at the start of the sequence.

MIGINAI. DATA/CBS WHinEN
TO MEMQDY

MTA/CBs READ

FROM MEMORY

COMPLEMENT DATA/CBs IN

DP84IXI INPUT LATCHES.

WRITE BACK TO SAME
LOCATION IN MEMORY

READ BACK FROM SAME
LOCATION IN MEMORY

COMPLEMENT DATA/CBs

IN DP8400 INPUT LATCHES

AND COMPARE CBs

NUMBER OF

COMPLEMENTS
2BYDP8400

2 BY MEMORY
2 8Y0PB«XI

BY MEMORY

SAME CHECK BITS.

-NO ERROR DETECTED-
INDICATING BOTH HARD ERRORS

HAVE BEEN REMOVED

EVEN NUM8BI OF COMPLEMENTS
CREATES SAME DATA AS ORIGINAL

TL/F/6899-15

FIGURE 8a. Double Error Correct Complement Hard Error Method— 2 Hard Errors In Data Bits

7-18



other Modes of Operation (continued)

o
•TJ
OB

oo

ORHJINAI. DATA/CBs

WRrrrENTQMEMCIRV

DAWCBsRUD
FROM MEMORY

COMPLEMENT DATA/CBs

IN DPUOO INPUT LATCHES,

WRITE BACK TO SAME
LOCATION IN MEMORr

HEAD BACK FROM

SAME LOCATION

COMPLEMENT DATA/CBs

IN DPS400 INPUT LATCHES,

AND COMPARE CBs

CORRECT SINGU ERROR
USING NORMAL DFS400

PROCEDURE OF XOR-ING

DIWITHDE

MEMORY CBs
I
MODE

TL/F/6899-ie

FIGURE 8b. Double Error Correct Complement Hard Error Method— 1 Hard Error, 1 Soft Error in Data Bits

The examples shown in Figures 8a and 8b are for 4 data

bits. This approach will work for any number of data bits, but

for simplicity these examples show how complementing

twice con-ects two en-ors in the data bits. The double COH<-

PLEMENT approach also works for any two errors providing

at least one is hard. In other words, one data-bit error and

one check bit error, or two check bit enrors are also correct-

ed if one or both are hard. At the end of the COMPLEMENT
READ cycle, the error flags indicate whether the data was
correctable or not, as shown in Table XVII. If both the en-ors

were soft, then the data was not correctable and the error

flags indicate this.

This approach is ideal where double errors are rare but may
occur. To avoid a system crash, a double-error detect now
causes the system to enter a subroutine to set the DP8400-2

in COMPLEMENT mode. This method is also useful in

bulk-memory applications, where RAMs are used with

known cell failures, and is applicable in 16, 32, 48 or 64-bit

configuration. In the 16-bit configuration, modes 1 and 5 of

Table III are used. In the 32-bit expanded configuration,

modes 1, 5 and 5 are used for the highest chip, and modes

3, 3 and 4 for the lower chip for WRITE, DETECT, and COR-
RECT. With the lower chip it is necessary to wrap around

DOL (after latching its contents in mode 3), back to DIL and

perform a Normal READ in mode 4 in the lower chip.

TABLE XVII. ERROR FLAGS AFTER
COMPLEMENT READ (MODE 5)

AE El EO Error Type

Two hard errors

1 1 One hard error, one soft check bit enror

1 1 1 One hard error, one soft data bit error

1 Two soft errors, not corrected
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Other Modes of Operation (continued)

DOUBLE-ERROR CORRECT WITH ERROR LOGGING

Figures 4 and 5 show the E^C^ syndrome port connected to

an enror management unit (EMU). This scheme stores syn-

dromes and the address of iocations that fail, thereby log-

ging the errors. Subsequent en-ors in a memory location that

has already stored syndromes in the EMU, can then be re-

moved by injecting the stored syndromes of the first enor.

To save the addresses and syndromes when power to the

EMU is removed, it is necessary to be able to transfer Infor-

mation via the E2C2 syndrome port to the processor data

bus. This is also useful for logging the errors in the proces-

sor. Transfer in the opposite direction is also necessary.

DATA BUS TO SYNDROME BUS TRANSFER

This is necessary when transfening syndrome information

to the en-or management unit, which is connected to the

external syndrome bus. Rrst, data to make CG = (all data

bits high) must be latched in DIL. Then In mode 2, data is

fed to CIL, XOR-ed with 0, and output via SOL with OES low

to the syndrome bus. Data is therefore fed directly from the

system to the syndrome bus, and this cycle may be repeat-

ed as long as DLE is i^ept low, forcing CG to remain zero.

SYNDROME BUS TO DATA BUS TRANSFER
This is important when infonmation in the en-or logger or

error management unit has to be read. The DP8400-2 is set

to mode 6B with OES high, and with OBO, 081 and CLE
low. If CSLE is high, the syndrome bus and check bit bus

data appear on the lower and upper bytes of the data bus to

be read by the system. Also E1 and EO values that were
valid when mode 6 was entered, appear on DQ7 and IX)15.

FULL DIAGNOSTIC CHECK OF MEMORY
Using mode 2, it is possible to transfer the upper byte of the

data bus directly to the CIL, with CSLE high, without affect-

ing DIL. These simulated check bits then appear on the

check bit bus with OLE low, which also causes the previous-

ly latched contents of DIL to transfer to DOL. By enabling

OBO and 0B1 data can be written to memory with the simu-

lated check bits. A Normal READ cycle can then aid the

system in determining that the memory bits are functioning

con-ectly, since the processor knows the check bits and
data it sent to the E2C2. Another solution is to put the E2C2
in mode 6 and read the memory check bits directly back to

the processor.

SELF-TEST OF THE E2C2 ON-CARO

Again using mode 2, data written from the processor data

bus upper byte to CIL may be stored in CIL, by taking CSLE
low. Next, a mode WRITE can be performed and the user

generated data can be latched in the DP8400-2 input latch-

es (DLE held low). Now the user may perform a normal

mode 4 READ. This will in effect be a Diagnostic READ of

the user generated data and check bits without using the

external memory. Thus by reading corrected data in mode
4, and by reading the generated syndromes, and error flags

EO and El , the DP8400-2 can be tested completely on-card

without involving memory.

MONITORING GENERATED SYNDROMES AND
MEMORY CHECK BITS

Mode 6A enables SG0-SG6 onto DQ0-DO6, and CILO-
CIL6 onto DQ8-DQ14, provided 5LE, SBO and 5BT are

low. Also the two en-or flags. El and EO (latched from the

previous READ mode), appear on DQ7 and DQ15. This may
be used for checking the internal syndromes, for reading the

memory check bits, or for diagnostics by checking the

latched error flags.

CLEARING SIL

In the 16-bit only configuration, or the lower chip of expand-

ed configurations, and in various modes of operation in the

higher expanded chips, it is required that SIL be maintained

at zero. At power-up Initialization, both SIL and DIL are reset

to all low. If OES is kept low, SIL will remain reset biecause

CSLE is inhibited to SIL. Another method is to keep OES
always high and the syndrome bus externally set low, or set

low whenever CSLE can be used to clear SIL.

Mode 7A also forces the SIL to be cleared whenever CSLE
occurs, and also these zero syndromes go to the internal

syndrome bus SG. This puts the DP8400-2 in a PASS-
THROUGH mode where the DIL contents pass to DOL and
CIL contents to COL, if 5LE is low.

POWER-UP INITIALIZATION OF MEMORY
Both SIL and DIL are reset low at power-up initialization.

This facilitates writing all zeroes to the memory data bits to

set up the memory. The check bits corresponding to all-zero

data will appear on the check bit bus if the DP8400-2 is set

to mode and OLE is set low. All-zero data appears on the

data bus when OBO and OBI are also set low. The system

can now write zero-data and corresponding check bits to

every memory location.

BYTE WRITING

Figure 14a shows the block diagram of a 16-bit memory
con-ection system consisting of a DP8400-2 error correction

chip and a DP8409A DRAM controller chip. There are 12

control signals associated with the interface. Six of the sig-

nals are standard DP8400-2 input signals, three are stan-

dard DP8409A input signals, and three are buffer control
signals. The buffer control signals, PBUFO and PBUF1, con-

trol wfien data words or bytes from the DP8400-2/memory

data bus are gated to the processor bus and when data

words or bytes from the processor are gated to the DP8400-
2/memory data bus.

When the processor is reading or writing bytes to memory,

words will always be read or written by the DP8400-2 and

DP8409A error correction and DRAM controller section.

The High Byte Enable and Address Data Bit Zero signals

from tfre processor should control the byte transfers via the

ocal bus transceiver signals PBUFO and PBUF1. The buffer

control signal, DOUTB, controls when data from memory is

gated onto the DP8400-2/memory data bus.

Figure 14b shows the timing relationships of the 12 control

signals, along with the DP8400-2/memory data bus and

some of the DRAM control signals (RAS and CAS). RGCK is

the RAS generator clock of the DP8409A which is used in

Mode 1 (Auto Refresh mode), along with being the system

clock.
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other Modes of Operation (continued)

Having two separate byte enable pins, OBO and OB1, it is

easy to implement byte writing using ttie DP8400-2. First it is

necessary to read from the location to which the byte is to

be written. To do this the DP8400-2 is put in normal Read

mode (Mode 4), which will detect and correct a single bit

en-or. WIN is kept high and RASIN is pulled low, causing the

DP8409A, now in Mode 5 (Auto Access mode), to start a

read memory cycle. The data word and check bits from

memory are then enabled onto the DP8400-2/memory data

bus by pulling DOUTB low. The data and check bits are

valkJ on the bus after the RASIN to CAS time (tgAc) Pl"s the

column access time (tcAc) of ^^ particular memories used.

DLE, CSLE can then be pulled low in order to latch the

memory data into the input latches of the DP8400-2. OLE

can be pulled low to enable the corrected memory word, or

the original memory word if no error was present, into the

data output latches. Following this, DOUTB can be pulled

high to disable the memory data from the DP8400-2/memo-

ry data bus. The corrected memory word will be available at

the data output latches "toCDie" sflsr the memory word

was available at the data input latches. Once the corrected

data is available at the output latches OLE can be pulled

high to latch the corrected data. Also DLE and CSLE can be

pulled high in order to enable the input data latches again.

Now the DP8400-2 can be put into a write cycle (Mode =
M2 = Low). At this time the byte to be written to memory

and the other byte from memory can be enabled onto the

DP8400-2/memory data bus (OBO, PBUF1 or 0B1, PBUFO

go low). DLE, CSLE can now transition low to latch the new

memory word into the data input latch. OLE is pulled low to

enable the output latches. When the new checkbits are val-

id, tocBie after the data word is valid on the DP8400-2/

memory data bus, OLE and DLE can be pulled high to latch

the new memory word into the output latches, and then WIN

can be pulled low to write the data into memory. RASIN

should be held low long enough to cause the new data and

check bits to be stored into memory (WIN data hold time).

Also a READ-MODIFY-WRITE cycle was performed, taking

approximately 40% longer than a normal memory WRITE
cycle. A READ and then a WRITE memory cycle could have

been used in the above example but it would have taken

longer.

Buffers are used in this system (74ALS244) to keep the

Data Out and Data In of the memory IC's from conflicting

with each other during Read-Modify-Write cycles.

A byte READ from memory is no different from a normal

READ. This approach may be used for a 16-bit processor

using byte writing, or an 8-bit processor using a 16-bit mem-
ory to reduce the memory percentage of check bits, or with

memory word sizes greater than two bytes.

An APP NOTE (App Note 387) has been written detailing an

En-or Con-ecting Memory System using the DP8409A or

DP8419 (Dynamic RAM Controller) and the DP8400-2 inter-

faced to a National Semiconductor Series 32000 CPU. See

this App Note for further system details and considerations.

BEYOND SINGLE-ERROR CORRECT

O
•a
e»
i^oo

rtrli l/^f/^r mamr\nao flhe frs=

quency of the soft errors will increase. Also some memory

system designers may prefer to buy less expensive memo-

ries with known cell, row or column failures, thus, more hard

errors. All this means that double-error correct, triple-error

detect capability, and beyond will become increasingly Im-

portant. The DP8400-2 can correct two errors, provided one

or both are hard errors, with no extra components, using the

double complement approach. There are two other ap-

proaches to enhance reliability and integrity. One is to use

the error management unit to log errors using the syndrome

bus, and then to output these syndromes, when required,

back to the DP8400-2.

DOUBLE SYNDROME DECODING

The other approach takes advantage of the Rotational Syn-

drome Word Generator matrix. This matrix is an improve-

ment of the Modified Hamming-code, so that if, on a second

DP8400-2, the data bus is shifted or rotated by one bit, and

2 enters occur, the syndromes for this second chip will be

different from the first for any 2 bits in error. Both chips

together output a unique set of syndromes for any 2 bits in

error. This can be decoded to correct any 2-bit error. This is

not possible with other Modified Hamming-code matrices.
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Absolute Maximum Ratings (Note i) Operating Conditions
storage Temperature Range -eS'Cto +150°C fn\„ ||ax Units

Supply Voltage, Vcc TV Vqc, Supply Voltage 4.75 5.25 V
Input Voltage 5.5V Ta, Ambient Temperature 70 °C

Output Sink Current 50 mA
Maximum Power Dissipation at 25°C

Molded Pacloge 3269 mW
Lead Temperature (Soldering, 1 seconds) 300°C
•Derate mokJed package 26.2 mW/'C abowe 25*C.

Electrical Characteristics (Note2)Vcc = sv +5%,ta = o^c to 7o°c unless otherwise noted

Symbol Parameter Conditions Min Typ Max Units

V|L Input Low Threshold 0.8 V

V|H Input High Threshold 2.0 V

Vc Input Clamp Voltage Vcc = Min,lc= -18 mA -0.8 -1.5 V

l|H Input High Current V|N = 2.7V 1 160 jxA

l|H(XP) Input High Cun-ent Vcc = Max, XP = 5.25V 2.5 4.5 mA

I|l(XP) Input Low Cun-ent Vcc = Max, XP = OV -2.5 -4.5 mA

l|L (BP0/C7) Input Low Current Vcc = Max, V|N = 0.5V -100.0 -500 mA

I|l(BP1/S7) Input Low Current Vcc = Max, V|N = 0.5V -100.0 -500 M
Iil(CSLE) Input Low Cun-ent Vcc = Max, V|f4 = 0.5V -150.0 -750 M
Iil(DLE) Input Low Cun-ent Vcc = Max, V|N = 0.5V -200.0 -1000 ^A

l|L Input Low Cun-ent Vcc = Max, V|N = 0.5V -50.0 -250 liA

l| Input High Gunrent (Max) V|N = 5.5V (Except XP Pin) 1.0 mA

Vol Output Low Voltage lOL = 8 mA (Except BPO, BP1)

IOL = 4mA(BPO,BP10nly)
0.3

0.3

0.5

0.5

V

V

VOH Output High Voltage l0H= -100M
lOH = -1 mA

2.7

2.4

3.2

3.0

V
V

los Output Short Cun-ent

(Notes)

Vcc = Max -150 -250 mA

Ice Supply Current Vcc = Max 220 300 mA

C|N (I/O) Input Capacitance All

Bidirectional Pins

Note 4 8.0 PF

C|N input Capacitance All

Unidirectional Input Rns
Note 4 5.0 PF

Note 1: "Atjsolute Maximum Ratings" are the values beyond whtoh the safety of the device cannot be guaranteed. They are not meant to imply that the device
should be operated at these limits. The table of "ElectiTcal Characteristics" provides conditions for actual device operation.

Note 2: All typical values are for Ta=25'C and Vcc -5.0V

Note 3: Only one output at a Sme should be shorted.

Note 4: Input capacitance is guaranteed by periodio testing. F test- 10 l<Hz at 300 mV, Ta-25*C.

Note 5: All svrtching parameters measured from 1.5V of input to 1.5V of output Input pulse amplitude OV to 3V, tr=t,-2.5 ns.
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DP8400-2 Switching Chiaracteristlcs (Notes)

Vcc = 5.0V ±5%, Ta = 0°C to 70°C, Cl = 50 pF

Symbol Parameter Conditions Mln Typ Max Units

bCB16
Data Input Valid to

Check Bit Valid
Figure 9b 29 40 ns

tDEV16
Data Input to Any

Error Valid
Figures 10b. lib 21 31 ns

tDCD16
Data Input Valid to

Corrected Data Valid
Figure 10b,^Ba,13S^\jyN 44 61 ns

tosi
Data Input Set-Up Time

Before DLE, CSLE H to L
Figures 10b, 13d 10 5 ns

tDHI
Data Input Hold Time

AtterDLE,CSLEHtoL
Figures 10b. 13d 10 5 ns

toso
Data Input Set-Up Time

Before OLE L to H
Figure 10b 10 5 ns

tDHO
Data Input Hold Time

After OLE L to H
Figure 10b C ns

tDEO Data in Valid to EO Valid Figures 9b. 10b, 13d 36 55 ns

tDE1 Data in Valid to E1 Valid Figures 9b. 10b. 13d 43 55 ns

t|EV

DLE, CSLE High to Any

Error Flag Valid (Input

Data Previously Valid)

Figure 10b 28 45 ns

tlEX

DLE, CSLE High to Any

En-or Flag Invalid
Figures 9b, 10b 38 60 ns

tiLE

DLE, CSLE High Width to

Guarantee Valid Data

Latched

Figures 10b. 13d 20 ns

tOLE

OLE Low Width to

Guarantee Valid Data

Latched

Figure 13d 20 ns

tZH

High Impedance to Logic

1 from OBO, 081, OES
M2 H to L

Figures 9b, 10b, 13d 22 36 ns

tHZ

Logic 1 to High

Impedance from OBO,

OB1,OES,M2LtoH

Figures 9b. 10b. 13d 38 55 ns

tZL

High Impedance to Logic

from OBO, OBI, OES
l«2 H to L

Figures 9b, 10b, 13d 19 35 ns

tLZ

Logic to High

Impedance from OBO,

OB1,OES,M2HtoL
Figures 9b, 10b, 13d 15 25 ns

tpPE
Byte Parity Input Valid

to Parity En-or Flags Valid
Figure 9b 16 27 ns

tDPE
Data In Valid to Parity

Error Flags Valid
Figures 9b, 13d 27 55 ns

tDCP
Data in Valid to Corrected

Byte Parity Output Valid
Figure 9b 44 61 ns

oo
OS

oa

7-23



CM

eo
a.a

DP8400-2 Switching Characteristics (continued) (Note 5)

Vcc = 5.0V ±5%, Ta = O'C to TO-C, Cl = 50 pF

Symbol Parameter Conditions Min Typ Max Units

tNMR
New Mode Recognize

Time
Bgure 10b 22 35 ns

tCDV
IWode Valid to

Complement Data Valid
Figure 1 lb 34 50 ns

tccv

Mode Valid to

Complement Check Bit

Valid

Figure 11b 30 45 ns

tsCB
Syndrome Input Valid to

Check Bit Valid
Figure 13d 20 35 ns

tSEV
Syndrome Input Valid

(CGL) to Any Error Valid
Figure 13d 17 27 ns

tSCD
Syndrome Inputs Valid to

Corrected Data Valid
Figure 13d 35 50 ns

toSB
Data Input Valid to

Syndrome Bus Valid
Figure 13d, OES Low 28 46 ns

tcSB
Check Bit Inputs Valrcl

to Syndrome Bus Valid
Figure 13d, OES Low 19 32 ns

tCEV
Check Bit Inputs Valid

(PSH) to Any En-or Valid
Figure 13d 17 30 ns

tcCD

Check Bit Input Valid

(PSH) to Corrected Data

Valkj

Figure 13d 30

1

45 ns

*DCB32
Data Input Valid to Check

Bit Valid
Figure 13d 49 75 ns

tDEV32
Data Input Valid to Any

Error Valid
Figure 13d 46 67 ns

tDCD32
Data Input Valid to

Corrected Data Out
Figure 13d, 080, OB1 Low 84 110 ns

Mote 1: "Absolute Maximum Ratings" are tlie values beyond which the safety of the device cannot be guaranteed. They are not meant to imply that the device
should bs operated at these limits. The table of "Electrioal Characteristics" provides conditions for actual device operation.

Note 2: All typical values are for Ta = 25'C and Vcc= 5.0V.

Note 3: Only one output at a time should be shorted.

Mote 4: Input capacitance is guaranteed by periodic testing. F test=10 kHz at 300 mV, Ta=25°C.

Note 5: All switching parameters measured from 1.5V of input to 1.5V of output Input pulse amplitude OV to 3V, tr=tf=2.6 ns.
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Typical Applications

PEO MODE

Oo
0»
Ikoo
lO

TL/F/6899-17

FIGURE 9a. DP8400-2 16-Bit Configuration, Normal WRITE with Byte Parity Error Detect If Required

wm
NORMAL READ-HHONITOR ONLY

MftlfSYSmiWA
'b:^

INPUTS/OUTPUTS

BPO/BPi -

atABlf SYSTEM DATA

ENTER PROCESSOR DATA

wniTE SYSTEM
DATA AND
E^ClCBs

£NA&L£ MEM DATVCB

>. ALLOW eEN° CB THRU COL

--z^m^.

8VTE PABITY HWM STSTEM

FIGURE 9b. DP8400-2 16-Bit Configuration, Normal WRITE and Normal READ Timing Diagram
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Typical Applications (continued)

TL/F/6a99-19

FIGURE 10a. DP8400-2 16-Blt Configuration, Normai READ— Detect Error (And Correct If Required—)

^1
ff ElinOR THEN CDHBECT

4tlM0irH0TES1,2)

\
ENJULE HEtt MTA/CS

LOW IF wms 1,

1

OUTPUTS

OATH BUS

-

EHTEn MEMORV DMA

ENTER MEMORY CSi

v^:
--IDSI—— 'Dm—

ENABLE E^C^ CORKCTED DRH

-7— tDtms-

V MEMOFtrCBs ^ 1/-

CORRECTED DATA

J-

-iHIB-^

CIL IF NOTE 1 OR CG IF NOTE 2 >

X

Note 1: If rewriting correct data and CBs to same location and single data en'or was detected.

Note 2: If rewriting correct data and CBs to same location and single check bit was detected.

FIGURE 10b. DP6400-2 16-Bit Configuration, DETECT THEN CORRECT Timing Diagram
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Typical Applications (continued)

oo
09

FIGURE 1 la. DP8400-2 16-Bit Configuration, COMPLEMENT WRITE

TO REMOVE COMPl IN

MEMORY, WRITE BACK
TRUE DO. CO COHTWUE

XZZZKZ^DCZDC

^—tccv—

< OmyV MEMORY OATH (fil V-/ '

IT BUS ( MEHOflVCB V^^CCMPtEMENTED CIV-/ MEMWIY CB ICI) \—(

TL/F/6899-21

^twvis—

I

TL/F/6e99-22

Note 3: If rewriting corrected data and CBs back to same location and 1 soft data bit error was detected.

Note 4: If rewriting corrected data and CBs back to same iocation and 2 liard errors or 1 soft check bit was detected.

FIGURE 11b. DP8400-2 16-Bit Configuration, Detect 2 Errors, COMPLEMENT WRITE,

COMPLEMENT READ, Output Corrected Data Timing Diagram
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Typical Applications (continued)

U CI

TL/F/6899-23

FIGURE 11c. DP8400-2 16-Bit Configuration, COMPLEMENT READ and Output Corrected If One or Two Hani Errors
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Typical Applications (Continued)

oo
00

TL/F/6899-24

FIGURE 12a. DPS400-2 16-Bit Configuration, Diagnostic WRITE, READ. Data Bus to Check Bit Bus or Syndrome Bus

(Providing Dl = HIGH in Previous Cycle to Set CG = All Zero For Transfer to S)

"»m«'«"""""j

TL/F/6899-25

FIGURE 12b. DP8400-2 16-Bit Configuration, Monitor on Data Bus— Memory Check Bits
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DP8400-2

DP8400-2 (L) DP8400-2 (H)

•<
o
o"

>

o
&>

o
3
(A

FIGURE 13a. DP8400-2 32-Bit Configuration, WRITE



DP8400-2 (L) DP8400-2 (H)

•a
o"
o
>
"OD
o"
O
r+

o
3
CO

V

" ,Ln„ „fK„>,f I
1

I Oh I*'" I

I—-r—1 ' W,
bH_

i?
"*

nrn

FIGURE 13b. DP8400-2 32-Blt Configuration, READ Detect Error Only
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DP8400-2

DP8400-2 (L) DP8400-2 (H)

o
o

>
o
S"
D>-»

O
3
0)

"o
o

FIGURE 13c. DP8400-2 32-Bit Configuration, READ Correct Data



Typical Applications (continued)

INPUTS WnTEMTAiWDGBl'CSs FiEAO-DEreCTERmns CORffiCT ERROR

HODE(L)

EHABLESrSTER ~~[ ENABLE SYSTEM DATA

ENABLE MEMORY
DATA AND CBs

1, 1 (H,L(

ANDCB
TO MEM

OLEid n ENTEn PROCESSi
'

j
MTATOH.L

CSLE(H) I
ENTER CGI

I

LTO
CGI FROM

H

CSLE(L)

DIE(H)

OIE(L)

n ALLOW (

CGHTO

BITER MEMORY
DATATOH.L

ENTER CGL FROM

L10H

CGL»
MEM

ALLOtDCGLTOCOB

S(H)

ALLOW CGL TO COB

WRITE CORR
DANOCB
n MEM IF

NOTES 5,G

ENABLE CORRECTED DATA

INPUT MRTIAL
SYNDROMES H TO L

AaOWIFNOTEB

-tolE-

AlUWL CORRECTED MIA

ENABLE PARTIAL

SYNDROME IN H

MAY BE PBIMANBITLY LOW, OR HIGH IF S0-S6 LOW, IF NEITHER SET SIL LOW IN MODE 7A

IStD

oo
00

Note 5: If rewriting corrected data and CBs back to same location and single data error was detected.

Note 6: If rewriting corrected data and CBs t)ack to same location and single ctieck tHt enor was detected.

FIGURE 13d. DP8400-2 32-Bit Configuration, WRITE, DETECT and CORRECT Timing Diagram

TI-/F/6899-29
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DP8400-2

NS32016, DP8400-2, DP8409A or DP8419 Error Correcting Memory System

IF system contains NS32082 MMU PAV should be used in place of ADS
FROM I/O ran 10 oiucs. u dugd, n (BET

O
FROM I/O PORT Ml MO

TTT
I OIUCS. H DUGD, m HB

FIGURE 14a. DP8400-2/8409A System Interface Block Diagram (See Figure 14b for Byte Write Control Timing)

o
o"
o
>o
O
u

CO

TL/F/6899-30



Typical Applications (continued)

oa
09

CPU CLOCK

(RGCK)

^^^

IRXSIN

/

s\
RAS

CAS A r
hOPMOO/MEMORY r~

EAD" MEMORY DATA
1

^:"DATA BUS \
'

1

^DOUTB

1

r

^

OBO. PBUFI

OR

OBIPBUFO
1

\

y 1 r
CSLE ^

\

/ \ /\
OLE. OLE

I

1

CHECK BITS 1 /wRITE" NEW CHECK BITSh/ V"
. - .

V "K'TE
WIN

REAO

\

1

i

M2 1

DATATRAMSMIT
1

1
1

TL/F/6699-31

FIGURE 14b. DP8400-2 16-Blt Configuration, Byte Write Timing
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Typical Applications (continued)

VAUD DATA

OLE-

DLE/CSLE

f
TL/F/6899-32

FIGURE 15. Timing Waveform for Set-Up and Hold Time

'cc

«7fl

50 pF

M-

237 kA -S-

TL/F/6899-33

(a)TRI-STATELOAD
FIGURE 16. Loading Circuit

50 pF

TL/F/6899-34

(b) TEST LOAD

OES—

^

OES

SO-

\

so-

'HZi VQ^t.5V

f
'ZH

T
t7,

-1.9V

-1.4V

-1.4V

-1.9V

'LZ 'ZL

FIGURE 17. TRI-STATE Measurement

TL7F/6899-35
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PRELIMINARY

DP8402A/DP8403/DP8404/DP8405 32-Bit Parallel

Error Detection and Correction Circuits (EDAC's)

General Description
The DP8402A, DP8403, DP8404 and DP8405 devices are

32-bit parallei error detection and correction circuits

(EDACs) in 52-pin DPB402A and DP8403 or 48-pin DP8404
and DP8405 600-mil pacloges. The EDACs use a modified

l-lamming code to generate a 7-bit checit word from a 32-bit

data word. This check word is stored along with the data

word during the memory write cycle. During the memory
read cycle, the 39-bit words from memory are processed by

the EDACs to determine if errors have occurred in memory.

Single-bit errors in the 32-bit data word are flagged and cor-

rected.

Single-bit errors in the 7-bit check word are flagged, and the

CPU sends the EDAC through the correction cycle even

though the 32-bit data word is not in error. The correction

cycle will simply pass along the original 32-bit data word in

this case and produce error syndrome bits to pinpoint the

en-or-generating location.

Double bit errors are flagged but not corrected. These er-

rors may occur in any two bits of the 39-bit word from mem-
ory (two errors in the 32-bit data word, two errors in the 7-bit

check word, or one error in each word). The gross-error

condition of all lows or all highs from memory will be detect-

ed. Othenwise, errors in three or more bits of the 39-bit word
are beyond the capabilities of these devices to detect.

Read-modify-write (byte-control) operations can be per-

formed with the DP8402A and DP8403 EDACs by using out-

put latch enable, LEDBO, and the individual OEBO thru

0EB3 byte control pins.

Diagnostics are performed on the EDACs by controls and
internal paths that allow the user to read the contents of the

DB and CB input latches. These will determine if the failure

Oo
OS

>
Oo
0»

Oo
00

O
00

o
U1

WWV'UI I OU I LI ic ^i-frwj.

Features
Detects and corrects single-bit en-ors

Detects and flags double-bit errors

Built-in diagnostic capability

Fast write and read cycle processing times

Byte-write capability . . . DP8402A and DP8403

Fully pin and function compatible with Tl's

SN74ALS632A thru SN74ALS635 series

System Environment

PROCESSOR

^2/ >.

! 8. ^

i

1

32
r

1

1

EDAC
DP8402

CHECK BITS 1

[
CONTROL

"
& SYNDROME '

4 ^'

'i 2, I ^ '

1 ERROR FLAGS

\4 2,

MEMORY
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Simplified Functional Block and Connection Diagrams

LEDeOC I

ii^c: 2

mc 3

Deoc 4

ffilC 5

CS2C e

njc 7

OBtC S

Desc 9

owe 10

W6C ir

ceic 12

GNDC 13

Desc u
D«C IS

0^1 c le

Deioc 17

Dene 18

iiei2C 19

ueisc 2

Dei4q2i

Deis

cesc

esse

CSiC

20

J 32'
k

< 32, .

^^ -

4 ^' -

^^"
4 ^' k

DATA WORD DATA

BIT

I/O

CHECK

BfT

GENERATOR

CHECK

BIT I/O

4 MUX

CHECK BITS

5, .

4 SYNDROME

UTCH
CONTROL

4 OUTPUT

ENABLE

i I

32, 7,

1 '

< L

7

OUPUT
ENABLE

ERROR

DETECTION ft

CORRECTION

^ .. .

CONTROL

DECODER
i

2'

MODE

SIGNALS

1

J
2

ERROR

FLAG

Device Package Byte-Write Output

DP8402A

DP8403

DP8404

DP8405

52-pin

52-pin

48-pin

48-pin

yes

yes

no

no

TRl-STATE®

Open-Collector

TRl-STATE

Open-Collector

Duai-in-Line Pacicages

xy-
51 3 SI

50 3S0

40

32

0631

D830

47pDe29

46 :3De28

45 30627

44P 0626

0CB3

42b 0625

41P 0624

CND

0623

0622

oce2

36^0621

35 30620

34 30619

33PDei8

Dei 7

3lt3Dei6

30PC60
3081

2SpC82

27 3ce3

merrC 1

ERRC 2

DeoC 3

DeiC 4

DB2C 5

DB3C 6

DB4C 7

0S5C 8

OEdIC 9

066C 10

oe7C 11

GNDC 12

Desc 13

D69C: 14

oetoC 15

OGIIC 16

oei2C 17

Dei3r 18

oeuc 19

DeiSC 20

CB6C: 21

esse 22

CB4C 23

OECiC 24

TT"
cc48 3V(

47 3 SI

46 3S0

45 30B31

44 30630

43 3De29

42 3De2S

41 30627

40 30626

39 30625

38 30624

37 3GND

36 30623

35 30622

34 30621

33 30620

32 30619

31 30618

30 30617

29 30616

2B 3060

27 3CB1

26 3ce2

25 3CB3

Plastic Chip Carrier

z z o o olujl3el-i >>L0(/1OOOZZ

NC

DB3

DB4

DBS

OEBO

DB6

DB7
GND

GND

DBS

DB9

0EB1

DGIO

DB11

Det2

Dei3

DBU

9 8 7 6 5 4 3 2 6867 666564636261
10 60

11 59

12 58

13 57

U 56

15 55

16 54

17 53

18 52

19 51

20 50

21 49

22 48

23 47

24 46

25 45

26 44

2728293031323334353637383940414243 |

NC
NC
DB28

DB27

DB26

0EB3

DB25

DB24

GND
GND
0623

DB22

0EB2

DB21

DB20

DB19

DB18

zzzozooo oio o r> r> o o z zOOOOOODDODOO HI OD OD 03 O CD CD n O
-* Ol U1 ,^ 04 fO -* O -* -^
ut qdI oi ^

TL/F/8535-11

TL/F/863S-10

Top View

TUF/8636-3

Top View

Top View

Order Number DP8402AV
See NS Paclcage Number V68A

Order Number DP8402AD,
DP8403D, DP8404D or DP8405D

See NS Pacl(age Number D48A or D52A

7-38



H DIAGNOSTICS

L READ & FLAG

H H CORRECT

Mode Definitions
MODE PIN NAME DESCRIPTION

SI SO MODE OPERATION
L L WRITE Input dataword and output

checkword

Input various data words

against latched

checkword/output valid

error flags.

Input dataword and output

error flags

Latched Input data and

checkword/output

corrected data and

syndrome code

Pin Definitions
so, 81 Control of EDAC mode, see preceding

Mode Definitions

D80 thru DB31 I/O port for 32 bit dataword.

CBO thra CB6 I/O port for 7 bit checkword. Also output
nrtrt ^rtK tha o\/n/4mma arrryr r^nMa Hi irinn

error correction mode.

OEBO thru Dataword output buffer enable. When high,

0EB3 output buffers are at TRI-STATE. Each pin

(DP8402A, controls 8 I/O ports. OEBO controls DBO
DP8403) thnj DB7, OEB1 controls DBS thru DB15,

PCC Pin Definitions DP6402A

LEDBO
(DP8402A,

DP8403)
OEDB
(DP8404,

DP8405)

OECB

ERR

MERR

OEB2 controls DB16 thai DB23 and 0EB3
controls DB24 thm DB31

.

Data word output Latch enable. When high

It inhibits Input to the Latch. Operates on all

32 bits of the dataword.

TRI-STATE control for the data I/O port.

When high output buffers are at

TRI-STATE.

Checkword output buffer enable. When
high the output buffers are In TRI-STATE

mode.

Single error output flag, a low Indicates at

least a single bit error.

Multiple error output flag, a low Indicates

two or more errors present.

pin 1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

28

27

28

29

30

31

32

33

34

VCC
LEDBO
MERR
ERR
DBO

DB1

DB2

NC
NC
NC
DBS

DB4

DBS

5EB5
DB6

DB7

GND
GND
DBS

DB9

OEBT
DB10

DB11

DB12

DB13

DB14

NC
NC
NC
DB15

NC
CB6

CBS

CB4

pin 35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

TABLE I. Write Control Function

oeCb
CBS

CB2
CB1

CBO
DB18

DB17

NC
NC
DB18

DB19

DB20

DB21

0EB2
DB22

DB23

GND
GND
DB24

DB25

OEB3
DB26

DB27

DB28

NC
NC
NC
NC
DB29

OB30

DB31

SO

SI

Vcc

Memory

Cycle

EDAC
Function

Control

81 SO
Data I/O

DB Control

OEBn or

OEDB

DB Output Latch

DP8402A, DP8403 Check I/O

CB
Control

OECB

Error Flags

ERR MERR
LEDBO

Write
Generate

check word
L L Input H X

Output

check bitst
L H H

tSee T^lG II for details on check bit generation.

iVIemory Write Cycle Details
During a memory write cycle, the check bits (CBO thru CB6)

are generated internally in the EDAC t)y seven 16-input pari-

ty generators using the 32-bit data word as defined In Table

2. These seven check bits are stored In memory along with

the original 32-brt data word. This 32-brt word will later be

used In the memory read cycle for eror detection and cor-

rection.
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TABLE II. Parity Algorithm

Check Word

Bit

32-Bit Data Word

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1

CBO
CB1
CB2
CBS
CB4
CBS
CBS

XXXX XXXX
X X X X X XXXXX XXX XX XXXXX XXX XX

XX XXXXXXxxxxxxxxxxxxxxxx

X X X X X X X
X XXXX XX

X XXX XXXXXXX XXX XX
X XXXXXXXXX XXXXXX

XXXXXXXX
The seven check bits are parity bits derived from the matrix of data bits as indicated by "X" for each bit.

Memory Read Cycle (Error

Detection & Correction Detaiis)
During a memory read cycle, the 7-blt checl< word is re-

trieved along with the actual data. In order to be able to

determine whether the data from the memory is acceptable

to use as presented on the bus, the error flags must be

tested to determine if they are at the high level.

The first case in Table III represents the normal, no-error

conditions. The EDAC presents highs on both flags. The

next two cases of single-bit errors give a high on MERR and
a low on ERR, which is the signal for a correctable error,

and the EDAC should be sent through the correction cycle.

The last three cases of double-bit errors will cause the

EDAC to signal lows on both ERR and MERR, which is the

intenupt indication for the CPU.

TABLE III. Error Function

Total Number of Errors Error Flags
Data Correction

32-Bit Data Word 7-Bit Check Word ERR MERR

H H Not applicable

1 L H Correction

1 L H Correction

1 1 L L Interrupt

2 L L Inten-upt

2 L L Interrupt

The DP8402 check bit syndrome matrix can be seen in TA-

BLE II. The horizontal rows of this matrix generate the

check bits by selecting different combinations of data bits,

indicated by "X"s in the matrix, and generating parity from

them. For instance, parity check bit "0" Is generated by

EXCLUSIVE NORing the following data bits together; 31,

29, 28. 26, 21, 19, 18, 17, 14, 11, 9, 8, 7, 6, 4, and 0.

During a WRITE operation (mode 0) the data enters the

DP8402 and check bits are generated at the check bit in-

put/output port. Both the data word and the check bits are

then written to memory.

During a READ operation (mode 2, en-or detection) the data

and ctieck bits that were stored in memory, now possibly in

en-or, are input through the data and check bit I/O ports.

New check bits are internally generated from the data word.

These new check bits are then compared, by an EXCLU-
SIVE NOR operation, with the original check bits that were
stored in memory. The EXCLUSIVE NOR of the original

check bits, that were stored in memory, with the new check
bits is called the syndrome word. If the original check bits

are the same as the new check bits, a no error condition,

then a syndrome word of all ones is produced and both

en-or flags (ERR and MERR) will be high. The DP8402 ma-
trix encodes en-ors as follows:

TABLE IV. Read, Flag, and Correct Function

Memory
Cycle

EDAC
Function

Control

31 SO
Data I/O

DB Control

OEBnor
OEDB

DB Output Latch

DP8402A, DP8403 Check I/O

CB
Control

OECB

Error Flags

ERR MERRLEDBO

Read Read & flag H L Input H X Input H Enabledt

Read
Latch input

data and check

bits

H H
Input

data

latched

H L

Input

check word

latched

H Enabledt

Read
Output

corrected data

& syndrome bits

H H
Output

corrected

data word
L X

Output

syndrome

bits*

L Enabledt

tSee Table ill for error description.

$See Table V for error location.
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Memory Read Cycle (Error Detection
1) Singie data bit errors cause 3 or 5 bits in the syndrome

word to go low. The columns of the check bit syndrome

matrix (TABLE II) are the syndrome words for all single bit

data errors in the 32 bit word (also see TABLE V). The

data bit In error corresponds to the column In the check

bit syndrome matrix that matches the syndrome word.

For Instance, the syndrome word indicating that data bit

31 is In error would be (GB6-CB0) = "0001010", see the

column for data bit 31 in TABLE II, or see TABLE V.

During mode 3 (SO = SI = 1) the syndrome word Is

decoded, during single data bit errors, and used to Invert

the bit in error thus correcting the data word. The correct-

ed word is made available on the data I/O port (DBO thru

DB31 ), the check word 1/0 port (CBO thru GB6) presents

the 7-bit syndrome error code. This syndrome error code

can be used to locate the bad memory chip.

& Correction Detaiis) (continued)

2) A single check bit error will cause that particular check bit

to go low in the syndrome word.

3) A double bit en'or will cause an even number of bits in the

syndrome word to go low. The syndrome word will then

be the EXCLUSIVE NOR of the two Individual syndrome

words corresponding to the 2 bits In error. The two-bit

error Is not correctable since the parity tree can only

Identify single bit errors.

If any of the bits In the syndrome word are low the "ERR"

flag goes low. The "MERR" (dual error) flag goes low during

any double bit error conditions. (See Table III).

Three or more simultaneous bit errors can cause the EDAC
to believe that no error, a correctable en-or, or an uncorrect-

able error has occun^ and will produce erroneous results

In all three cases. It should be noted that the gross-en-or

conditions of all lows and all highs will be detected.

TABLE V. Syndrome Decoding

Syndrome Bits

6 5 4 3 2

L L L L L unc

L L L L H 2-blt

L L L L L 2-blt

L L L L H unc

L L L H L 2-bit

L L L H H unc

L L L H L unc

L L L H H 2-blt

L L L H L L 2-bit

L L L H L H unc

L L L H L L DB31

L L L H L H 2-bit

L L L H H L unc

L L L H H H 2-blt

L L L H H L 2-blt

L L L H H H DB30

L L H L L 2-bit

L L H L H unc

L L H L L DB29

L L H L H 2-bit

L L H H L DB28

L L H H H 2-bit

L L H H L 2-bit

L L H H H DB27

L L H H L L DB26

L L H H L H 2-bit

L L H H L L 2-bit

L L H H L H DB25

L L H H H L 2-blt

L L H H H H DB24

L L H H H H L unc

L L H H H H H 2-blt

Syndrome Bits
Error

6 5 4 3 t 1

L H L L 2-bit

L H L L unc

L H L L DB7

L H L L 2-blt

L H L H DB6

L H L H 2-blt

L H L H 2-blt

L H L H DBS

L H L H L DB4

L H L H L 2-blt

L H L H L 2-blt

L H L H L DBS

L H L H H 2-bit

L H L H H DB2

L H L H H unc

L H L H H 2-blt

L H H L L DBO

L H H L L 2-bit

L H H L L 2-blt

L H H L L unc

L H H L H 2-btt

L H H L H DB1

L H H L H unc

L H H L H 2-blt

L H H H L 2-bit

L H H H L unc

L H H H L unc

L H H H L 2-bit

L H H H H unc

L H H H H 2-bit

L H H H H H 2-blt

L H H H H H H CB6

Syndrome Bits
Error

6 5 4 3 2 G

H L L L 2-bit

H L L H unc

H L L L unc

H L L H 2-bit

H L H L unc

H L H H 2-bit

H L H L 2-bit

H L H H unc

H L H L L unc

H L H L H 2-bit

H 1 H L L 2-bit

H L H L H DB15

H L H H L 2-blt

H L H H H unc

H L H H L DB14

H L H H H 2-blt

H L H L L unc

H L H L H 2-blt

H L H L L 2-blt

H L H L H DB13

H L H H L 2-bit

H L H H H DB12

H L H H L DB11

H L H H H 2-bit

H L H H L L 2-bit

H L H H L H DB10

H L H H L L DB9

H L H H L H 2-bit

H L H H H L DBS

H L H H H H 2-blt

H L H H H H L 2-blt

H L H H H H H CB5

SyndromeBits
Error

8 5 3 2 1

H H L L unc

H H L H 2-bit

H H L L 2-bit

H H L H DB23

H H H L 2-blt

H H H H DB22

H H H L DB21

H H H H 2-bit

H H H L L 2-bit

H H H L H DB20

H H H L L DB19

H H H L H 2-blt

H H H H L DB18

H H H H H 2-bit

H H H H L 2-bit

H H H H H CB4

H H H L L 2-bit

H H H L H DB16

H H H L L unc

H H H L H 2-bit

H H H H L DB17

H H H H H 2-btt

H H H H L 2-bit

H H H H H CB3

H H H H L L unc

H H H H L H 2-bit

H H H H L L 2-bit

H H H H L H CB2

H H H H H L 2-bit

H H H H H H CB1

H H H H H H L CBO

H H H H H H H none

DO
oa
,^o
>
oo
00

CO

Oo
00

CB X = error in check bit X

DB Y - eiTor in data bit Y

2-fc)it = doubie-bit an-or

unc = uncorrectable muitibit efror
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TABLE VI. R«ad-Modlfy-Write Function

MEMORY
CYCLE

EDAC FUNCTION
CONTROL
SI SO

BYTEnt SESnt

DB OUTPUT
LATCH
LEDBO

CHECK I/O
CB

CONTROL
ERROR FLAG
ERRMPNR

Read Read & Flag Input Input Enabled

Read Latch Input data

& check bits

Input

data

latched

Input

check word

latched

Enabled

Read

Latch corrected

data word Into

output latch

Output

data

word

latched

Hl-Z

Output

Syndrome

bits

Enabled

Modify

/write

Modify appropriate

byte or bytes &
generate new

ctieckword

Input

modified

BYTEO

Ouput

unchanged

BYTEO

Output

check word

tOIiO controls DB0-DB7 (BYTEO), OESI controls DBe-DBi5 (BYTE1), 0EB2 COnlrols DB16-DB2S (BYTE2), 5EB3 controls DB24-DB31 (BYTES).

Read-Modify-Write (Byte Control)

Operations
The DP8402A and DP8403 devices are capable of byte-

write operations. The 39-bit word from memory must first be
latched into the DB and CB Input latches. This is easily ac-

complished by switching from the read and flag mode (S1 =
H, SO = L) to the latch input mode (SI = H, SO = H). The
EDAC will then make any correcttons, if necessary, to the

data word and place it at the input of the output data latch.

This data word must then be latched into the output data
latch by taking LEDBO from a low to a high.

Byte control can now tie employed on the data word
through the OEBO through 5EB3 controls. OEBO controls

DB0-DB7 (byte 0), 5EB1 controls DBS-DB15 (byte 1),

5EB2 controls DB16-DB23 (byte 2), and OEB3 controls

DB24-DB31 (byte 3). Placing a high on the byte control will

disable the output and the user can modify the byte. If a low
is placed on the byte control, then the original byte is al-

lowed to pass onto the data bus unchanged. If the original

data word is altered through byte control, a new ctieck word
must be generated before it is written back into memory.
This is easily accomplished by taking control SI and SO low.

Table VI lists the read-modify-write functions.

Diagnostic Operations
The DP8402A thnj DP8405 are capable of diagnostics that

allow the user to determine whether the EDAC or the mem-
ory is failing. The diagnostic function tables will help the

user to see the possibilities for diagnostic control.

In the diagnostic mode (S1 = L, SO = H), the checkword is

latched into the input latch while the data input remains

transparent. This lets the user apply various data words
against a fixed known checkword. If the user applies a diag-

nostic data word with an error in any bit location, the ERR
flag shoukJ be low. If a diagnostic data word with two en-ors

in any bit location is applied, the MERR flag should be low.

After the checkword is latched into the input latch, it can be
verified by taking OECB low. This outputs the latched

checkword. With the DP8402A and DP8403, the diagnostic

data word can be latched into the output data latch and
verified. It should be noted that the DP8404 and DP8405 do
not have this pass-through capatjility because they do not

contain an output data latch. By changing from the diagnos-

tic mode (SI = L, SO = H) to the correction mode (SI = H,

SO = H), the user can verify that the EDAC will con-ect the

diagnostic data word. Also, the syndrome bits can be pro-

duced to verify that the EDAC pinpoints the error location.

Table VII DP8402A and DP8403 and Table VIII DPe404 and
DP8405 list the diagnostk: functions.
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TABLE VII. DP8402A, DP8403 Diagnostic Function

EDAC FUNCTION
CONTROL

S1 SO
DATA I/O

DBBYTE
CONTROL
OEBn

DB OUTPUT
LATCH
tfrbo

CHECK I/O

CB
CONTROL

ERROR FLAGS
ERR MERR

OECB

Read & flag H L
Input correct

data word
H X

Input con-ect

check bits
H H H

Latch input checit

word while data

input latch remains

transparent

L H

Input

diagnostic

data wordt

H L

Input

check bits

latched
H Enabled

Latch diagnostic

data word into

output latch

L H

Input

diagnostic

data wordt

H H

Output latched

check bits
L

Enabled

Hi-Z H

Latch diagnostic

data word into

Input latch

H H

Input

diagnostic

data word

latched

H H

Output

syndrome

bits

L Enabled

Hi-Z H

Output diagnostic

data word &
syndrome t>its

H H

Output

diagnostic

data word

L H

Output

syndrome

bits

L

Enabled

Hi-Z H

Output con-ected

diagnostic data

word & output
H H

Output

corrected

diagnostic

data word

L L

Output

syndrome

bits

L
Enabled

syndrome bits Hi-Z H

tKagnostio data is a data word with an error in one bit location except wtien testing the MERR error flag. In tliis case, tne diagnostic data wora win contain errors in

two bit locations.

TABLE VIII. DP8404, DP8405 Diagnostic Function

EDAC FUNCTION
CONTROL
SI SO

DATA I/O
DECONTROL

OEDB
CHECK I/O

DECONTROL
OECB

ERROR FLAGS
ERR MERR

Read & flag H L
Input correct

data word
H

Input con-ect

check bits
H H H

Latch input checl<

bits while data

input latch remains

transparent

L H

Input

diagnostic

data wordt

H

Input

check bits

latched

H Enabled

Output input

check bits

L H

Input

diagnostic

data wordt

H
Output input

check bits

L Enabled

Latch diagnostic

data into

input latch

H H

Input

diagnostic

data word

latched

H

Output

syndrome bits
L

Enabled

Hi-Z H

Output corrected

diagnostic

data word

H H

Output con-ected

diagnostic

data word

L

Output

syndrome bits
L

Enabled

Hi-Z H

tDiagnostic data is a data word with an error in one bit location except when testing the MERR enror flag. In this case, the diagnostic data word will contain errors in

two bit locations.
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DP8402A, DP8403 Logic Diagram (Positive Logic)
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DP8402A HAS TRHSTATE (V) CHECK-BIT AND DATA OUTPUTS.

0P8403 HAS OPEN-COLLECTOR (O) CHECK-BIT AND DATA OUTPUTS.
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DP8404, DP8405 Logic Diagram (Positive Logic)
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Absolute Maximum Ratings
Specifications for Military/Aerospace products are not

contained in this datasheet Refer to the associated

reiiabiiity electrical test specifications document.

Over Operating Free-Air Temperature Range (unless otherwise noted)

Supply Voltage, Vcc (See Note 1 ) 7V Operating Free-Air Temperature: Military - 55°C to -1- 1 25°C

Input Voltage: CB and DB 5.5V Commercial 0° to -1- 70rC

All Others TV Storage Temperature Range -65°Cto -l-150°C

Recommended Operating Conditions

Symbol Parameter Conditions
Military Commercial

Units

Min Typ Max Min Typ Max

Vcc Supply Voltage 4.5 5 5.5 4.5 5 5.5 V

V|H HIgh-Level Input Voltage 2 2 V

V|L Low-Level Input Voltage 0.8 0.8 V

lOH High-Level Output Current
-0.4 -0.4

mA
ERR Or MERR

DB Or CB DP8402A, DP8404 -1 -2.6

lOL Low-Level Output Current
4 8

mA
ERR Or MERR

DB or CB 12 24

t* Pulse Duration 25 25 nsLEDBO Low

tsu Setup Time

(1) Data And Check Word Before SO t
(81 = H)

15 10

ns

45 45(2) SO High Before LEDBO T (S1 = H)t

(3) LEDBO High Before The Earlier

of SO 4, orStit

(4) LEDBO High Before S1 T (SO = H)

(5) Diagnostic Data Word Before S1 T
(SO = H)

15 10

(6) Diagnostic Check Word Before

The Later Of SI 4 orSOf
15 10

(7) Diagnostic Data Word Before

LEDBO t (S1 = Land SO = H)l
25 20

th Hold Time

(8) Read-Mode, SO Low And S1 High 35 30

ns

(9) Data And Check Word After

SOT (SI =H)
20 15

(10) Data Word After 81 T (SO = H) 20 15

(1 1) Check Word After The Later

of 81 4, or SO T
20 15

(12) Diagnostic Data Word After

LEDBO T (S1 = L And SO = H)t

•corr Con-ection Time (see Figure 1)' 66 58 ns

Ta Operating Free-Air Temperature -55 125 70 °C

*This specification may be interpreted as the maximum delay to guarantee valid corrected data at the output and includes the tsu setup delay.

TTnese Bmes ensure that corrected data is saved in the output data latch.

tThese times ensure that the diagnostic data word is saved in the output data latch.
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DP8402A, DP8404 Electrical Characteristics
Over Recommended Operating Free-Air Temperature Range (unless otherwise noted)

Symbol Parameter Test Conditions
Military Commerclai

Units
Min Typt Max Min Typt Max

V|K Vcc = 4.5V, l|= -18 mA -1.5 -1.5 V

VOH

All outputs Vcc = 4.5V to 5.5V, loH 0.4 mA Vcc-2 Vcc-2

V
DBorCB

Vcc = 4.5V. loH = -1mA 2.4 3.3

Vcc = 4.5V, Iqh = -2.6 mA 2.4 3.2

Vol

ERR or MEHH
Vcc = 4.5V, loL = 4 mA 0.25 0.4 0.25 0.4

V
Vcc = 4.5V, loL = 8 mA 0.35 0.5

DB or CB
Vcc = 4.5V, loL = 12 mA 0.25 0.4 0.25 0.4

Vcc = 4.5V, loL = 24 mA 0.35 0.5

l|

SOorSI Vcc = 5.5V, V| = 7V 0.1 0.1

mA
All others Vcc = 5.5V, V| = 5.5V 0.1 0.1

i|H

SOorSI
V'cc = 5.5V, V| = 2.7V

20 20
^

All otherst 20 20

l|L

SOorSI -0.4 -0.4
mA

All otherst -0.1 -0.1

io§ Vcc = 5.5V, Vo = 2.25V -30 -112 -30 -112 mA

Ice Vcc = 5.5V, (See Note 1) 150 250 150 250 mA

DP8403, DP8405 Electrical Characteristics
Over Recommended Operating Free-Air Temperature Range (unless otherwise noted)

Symbol Parameter Test Conditions
Military Commercial

Units
Min TVPt Max Min Typt Max

V|K Vcc = 4.5V, l|= -18 mA -1.5 -1.5 V

VoH Vcc = 4.SV to 5.5V, loH = -0.4 mA Vcc-2 Vcc-2 VERRorMERR

lOH DBorCB Vcc = 4.5V, Vqh = 5.5V 0.1 0.1 mA

Vol

ERRorSiERR
Vcc = 4.5V, loL = 4 mA 0.25 0.4 0.25 0.4

V
Vcc = 4.5V, loL = 8 mA 0.35 0.5

DBorCB
Vcc = 4.5V, loL = 12 mA 0.25 0.4 0.25 0.4

Vcc = 4.5V, loL = 24 mA 0.35 0.5

h

SO or S1 Vcc = 5.5V, V| = 7V
mA

All others Vcc = 5.5V, V| = 5.5V

l|H

SOorSI
Vcc = 5.5V, V| = 2.7V ^A

All otherst

IlL

SOorSI
Vcc = 5.5V, V| = 0.4V mA

All otherst

io§ Vcc = 5.5V, Vo = 2.25V -30 -112 -30 -112 mAERR or MERR

Ice Vcc = 5.5V, (See Note 1) 150 150 mA
tAII typical values are at Vcc = 5V, Ta - +25°C.

tFor I/O ports (Qa through Qh). the parameters I|h and I|l include the off-state output currant

§The output conditions have been chosen to produce a cun-ent that closely approximates one half o( the true short-cireuit output current, Iqs-

Note 1: Ice is measured with SO and S1 at 4.SV and all CB and DB pins g-cunded.

o
00
iuo
lO
>
Oo
0»

ow
"»»

oo
OS

o
0»

o

7-47



eo
Q.Q

eo

a

eo
a.a
•V.

<
CMO
eo
D.a

DP8402A Switching Characteristics
Vqq = 4.5V to 5.5V, Cl = 50 pF, Ta = Min to Max (unless othenwise noted)

Symbol
From

(Input)

To
(Output)

Test Conditions
Military

Mln Max

Commercial

Min Max
Units

Ipd
DB and CB ERR si = H, SO = L, Rl = soon 10 43 10 40

DB ERR SI = L, so = H, Rl = soon 10 43 10 40

tpd
DB and CB MERR 81 = H, so = L, Rl = soon 15 67 15 65

DB MERR si = L, SO = H, Rl = soon 15 67 15 55

tpd SO i and SI i CB Rl = R2 = 500n 10 60 10 48

tpd DB CB SI = L, SO = L, Rl = R2 = soon 10 60 10 48

tpd LEDBOj, DB SI = X, SO = H, Rl = R2 = soon 35 30

<pd SI t CB SO = H, Rl = R2 = soon 10 60 10 50

ten OECBi CB SO = H, S1 = X, Rl = R2 = soon 30 25

OECBt CB SO = H, SI = X, Rl = R2 = soon 30 25

OEBO thru 0EB3 4. DB SO = H, SI = X, Rl = R2 = soon 30 25

OEBO thru 0EB3

1

DB SO = H, SI = X, Rl = R2 = soon 30 25

DP8403 Switching Characteristics
Vcc = 4.5V to 5.5V, Cl = SO pF, Ta = Min to Max (unless otherwise noted)

Symbol
From

(Input)

To

(Output)
Test Conditions

Military Commercial
Units

Min Typt Max Min Typt Max

tpd
DB and CB ERR SI = H, SO = L, Rl = 500n 26 26

DB ERR SI = L, so = H, Rl = soon 26 26

DB and CB
SI = H, so = L, Rl = soon 40 40

tpd MERR
si = L, so = H, Rl = soon 40 40

ns

tpd SO 4, and SI i CB Rl = 68on 40 40 ns

tpd DB CB si = L, so = L, Rl = 680n 40 40 ns

DB SI =X,S0 = H,Rl= 680n 26 26tpd LEDBO 4, ns

tpd Sit CB so = H, Rl = saon 40 40 ns

CB SI = X, so = H, Rl = eaon 24 24tpLH OECBt ns

CB si = X, so = H, Rl = 680n 24 24tpHL 0ECB4 ns

DB si = X, so = H, Rl = 680n 24 24tpLH OEBO thru 0EB3t ns

DB SI = X, so = H, Rl = 680n 24 24tpHL OEBOthruOEBSJ, ns

tAil typical values are at Vcc ~ 5V, Ta - +25°C.
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DP8404 Switching Cliaracteristics, vcc = 4.5v to s.sv, cl = so pf. ta = Mm to Max

oo
0»
(^o
ro
>
Oo
09

o
00

o
00

Symbol From

(Input)

To
(Output)

Test Conditions
Military

Min Typt Max

Commercial

Min Typt Max
Units

tpd DB and CB ERR
SI = H, SO = L. Rl = 500n

SI = L, SO = H, Rl = soon

26 26

26 26

tpd

DB and CB MERH
S1 ^ H, so = L, Rl = soon

81 = L, so = H, Rl = soon

40 40

40 40

so 4- and S1 i CB Rl = R2 = soon 35 35

DB CB SI = L, so = L, ri = R2 = soon 35 35

Sit CB SO = H, Rl = R2 = soon 35 35

ten

tdis

ten

tdis

OECBi CB SI = X, SO = H, R1 = R2 = soon 18 18

OECBt CB 31 = X, SO = H, Rl = R2 = soon 18 18

OECBi DB SI = X, so = H, Rl = R2 = 500n 18 18

DECBt DB SI = X, SO = H, Rl = R2 = soon 18 18

DP8405 Switcliing Ciiaracteristics, vcc = 4.sv to ssv, cl = so pf, ta == Min to Max

From

(Input)

To

(Output)
Test Conditions

Miinary Commercial
UnitsSymbol

Min Typt Max Min Typt Max

tpd
DB and CB ERR S1 = H, SO = L, Rl = soon 26 26

ns

DB ERR SI = L, SO = H, Rl = soon 26 26

DBandCB
SI = H, so = L, Rl = soon 40 40

tpd MERR
SI = u SO = H, Rl = soon 40 40

tpd SO i and SI i CB Rl = 68on 40 40 ns

tpd DB CB SI = L, SO = L, Rl = 680n 40 40 ns

tpd SIT DB so = H, Rl = 680n 40 40 ns

CB SI = X, so = H, Rl = soon 24 24tpLH OECBt ns

tpHL OECBi CB SI = X, so = H, Rl = 680n 24 24 ns

DB SI = X, so = H, Rl = 68on 24 24tpLH OEDBt ns

tPHL OEDBi DB SI = X, so = H, Rl = 680n 24 24 ns

tAII typical values are at Voo = 5V, Ta = + 25"C.
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Switching Waveforms
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Switching Waveforms (continued)
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DP8409A Multi-Mode Dynamic RAM Controller/Driver

General Description
Dynamic memory system designs, which formerly required

several support chips to drive the memory array, can now

be implemented with a single IC . . . the DP8409A Multi-

Mode Dynamic RAM Controller/ Driver. The DP8409A is ca-

pable of driving all 16k and 64k Dynamic RAMs (DRAMs) as

well as 256k DRAMs. Since the DP8409A is a one-chip so-

lution (including capacitive-load drivers), it minimizes propa-

gation delay skews, the major performance disadvantage of

multiple-chip memory drive and control.

The DP8409A's 8 modes of operation offer a wide selection

of DRAM control capabilities. Memory access may be con-

trolled externally or on-chip automatically; an on-chip re-

Tresri uuuriiei marioo iciicoiiiny ^oiimc ^s^ici iokj *> ««»*;-

matlcally controlled) less complicated; and automatic mem-

ory initialization is both simple and fast.

The DP8409A is a 48-pin DRAM Controller/ Driver with 9

multiplexed address outputs and 6 control signals. It con-

sists of two 9-bit address latches, a 9-bit refresh counter,

and control logic. All output drivers are capable of driving

500 pF loads with propagation delays of 25 ns. The

DP8409A timing parameters are specified driving the typical

load cspacitance of 88 DRAMs, including trace capaci-

tance.

The DP8409A has 3 mode-control pins: M2, M1, and MO,

where M2 is in general REFRESH. These 3 pins select 8

modes of operation. Inputs B1 and BO in the memory ac-

cess modes (M2 = 1), are select inputs which select one of

four RAS outputs. During normal access, the 9 address out-

puts can be selected from the Row Address Latch or the

Column Address Latch. During refresh, the 9-bit on-chip re-

fresh counter is enabled onto the address bus and in this

mode all RAS outputs are selected, while CAS is inhibited.

The DP8409A can drive up to 4 banks of DRAMs, with each

bank comprised of 16k's, 64k's, or 266k's. Control signal

outputs RAS, CAS, and WE are provided with the same

drive capability. Each RAS output drives one bank of

DRAMs so that the four RAS outputs are used to select the

banks, while CAS, WE, and the multiplexed addresses can

be connected to all of the banks of DRAMs. This leaves the

non-selected banks In the standby mode (less than one

tenth of the operating power) with the data outputs in TRI-

STATE®. Only the bank with its associated RAS low will be

written to or read from.

SYSTEM

SYSTEM
CONTROL

10.

RAM
CONTROL

I)P8409A

DYNAMIC RAM
CONTROLLER/

DRIVER

7-^—

SOOllF DRIVE

9

7^-*

SYSTEM
ADDRESS

RAM
ADDRESS

ISk, 64l(, OR
256 k DYNAMIC
RAM BANKS

Operational Features
All DRAM drive functions on one chip—minimizes skew

on outputs, maximizes AC peformance

On-chip capacitive-load drives (specified to drive up to

88 DRAMs)

n Drives directly all 16k, 64k, and 256k DRAMs
Capable of addressing 64k, 256k, or 1M words

Propagation delays of 25 ns typical at 500 pF load

GAS goes low automatically after column addresses are

valid if desired

Auto Access mode provkles RAS, row to column se-

lect, then CAS automatically and fast

WE follows WIN unconditionally—offering READ,

WRITE or READ-MODIFY-WRITE cycles

On-chip 9-bit refresh counter with selectable End-of-

Count(127, 255or511)

End-of-Count indicated by RF I/O pin going low at 127,

255 or 51

1

Low input on RF I/O resets 9-bit refresh counter

CAS inhibited during refresh cycle

Fall-through latches on address inputs controlled by

ADS
TRI-STATE outputs allow multi-controller addressing of

memory

Control output signals go high-impedance logic "1"

when disabled for memory sharing

Power-up: counter reset, control signals high, address

outputs TRI-STATE, and End-of-Count set to 127

IVIode Features
8 modes of operation: 3 access, 3 refresh, and 2

set-up

2 externally controlled modes: 1 access and 1 refresh

(Modes 0,4) _
2 auto-access modes RAS -^ R/C -^ CAS automatic,

with tRAH = 20 or 30 ns minimum (Modes 5, 6)

Auto-access mode allows Hidden Refreshing (Mode 5)

Forced Refresh requested on RF I/O if no Hidden Re-

fresh (Mode 5)

Forced Refresh performed after system acknowledge of

request (Mode 1)

Automatic Burst Refresh mode stops at End-of-Count

of 127, 255, or 511 (Mode 2)

2 All-RAS Acces modes externally or automatically con-

trolled for memory initialization (Modes 3a, 3b)

Automatic All-RAS mode with external 8-bit counter

frees system for other set-up routines (Mode 3a)

End-of-Count value of Refresh Counter sat by B1 and

BO (Mode 7)

Oo

>
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Block and Connection Diagrams

IDS—I

].8 i^BHi^

9-BrT

REFRESH
COUNTER

R/^IRFCK) -

C][5iH(RGCK) -

KI6H CAPACI^TC DRIVE
CAPA8ILITY OUTPUTS
WHEN ENABLED

J

m
DECODER

•INIHCATES THAT THERE
tS A 3I(Q PULL-UP
RESISTOR ON THESE
OUTPUTS WHEN THEY
ARE DISABLED

—{>-^ ^ RS53

M$W
—P^—^p

1 ! I [
Bfl/O MlJfSif)

Order Number DP8409AD, DP8409AN,
DP8409AN-3 or DP8409AV-2

See NS Package Number D48A, N4eA or V68A

Pin Definitions

Vcc. GND, GND—Vcc = 5V ±5%. The three supply pins
have been assigned to the center of the pacl<age to reduce
voltage drops, both DC and AC. There are also two ground
pins to reduce the low level noise. The second ground pin is

located two pins from Vqc, so that decoupling capacitors
can be inserted directly next to these pins. It Is important to

adequately decouple this device, due to the high switohing

currents that will occur when all 9 address bits change in the

same direction simultaneously. A recommended solution

would be a 1 nF multilayer ceramic capacitor in parallel with

a low-voltage tantalum capacitor, both connected as close

as possible to pins 36 and 38 to reduce lead inductance.

See figure below.

68 Pin PCC

i 3 i 1 IS

^
^ II 1^ s

9

10

8 7 6 5 4 3 2 1 E8 67 66 65 64 63 62 61

60

AOS 11 59

RO 12 58

CO 13 57

R1 14 58

CI 15 55

R2 16 54

02 17 53

GND 18 52

GND 19 51

R3 20 50

C3 21 49

1)4 22 48

C4 23 47

R5 24 46

C5 25 45

26
27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43"

01

02

03

04

GND

GND

05

06

07

OS

US

RiS3

Duai-ln-Line Package

B/CIBFCK)

CASIN IRGCK)

M2(RFSH).

MO—
m-

ADS

RO-

co-

81-

ClJ

BUB—

R4i£
C4ii
R5il

mM
ceii

B7i2
aM
Rjii

DP8409A

— RASIN
47 ss— cs

fRFJ/0

fvcc

fT5«
RAS3

BAS2

^"ASI

-a

Vcc (PIN 36) O
MULTILAYER

CERAMIC

GND (PINS 36, 13) O-

T
X

TANTALUM
1
J

Top View
TL/F/8409-6

R0-R8: Row Address Inputs.

C0-C8: Column Address Inputs.

Q0-Q8: Multiplexed Address Outputs—Selected from
the Row Address Input Latch, the Column Address Input

Latch, or the Refresh Counter.*

TL/F/8409-4

'Capacitor values should be chosen depending on the particular application.

RASIN: Row Address Strobe Input—Enables selected

RASn output when M2 (RFSH) is high, or all RASn outputs

when RFSH is low.

R/C (RFCK)—In Auto-Refresh Mode this pin is the exter-

nal Refresh Clock Input: one refresh cycle has to be per-

formed each clock period. In all other modes it is Row/Col-

umn Select Input: selects either the row or column address
input latch onto the output bus.
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Pin Definitions (continued)

TABLE I. DP8409A Mode Select Options

O
•a
00

>
Mode

(RFSH)

M2
M1 MO Mode of Operation

Externally Controlled Refresh

Conditions

RF I/O = EOC

Auto Refresh—Forced RF I/O = Refresh Request (RFRQ)

Internal Auto Burst Refresh RF I/O = IDC

3a All RAS Auto Write RF i/0 = EOC; All RAS Active

3b Externally Controlled Ail RAS Access Aii RAS Active

Externally Controlled Access Active RAS Defined by Table li

Auto Access, Slow tRAH. Hidden Refresh Active RAS Defined by Table II

Auto Access, Fast tpAH Active RAS Defined by Table II

Set End of Count See Table Hi for Mode 7

CASiN (RGCK)—In Auto-Refresh Mode, Auto Burst Mode,

and All-RAS Auto-Write Mode, this pin is the RAS Generator
^IaaI/ inniit In alt rytV^ar rvt/sHac it ic HAQIM /r^nll imn AHHfOCC
i^lV/urv 11 ipuL. Ill Sii \Ju l\n iiiwvw » '*J ^-/.»^i. . ^vv.— . __. www

Strobe input), which inhibits CAS output when high in

Modes 4 and 3b. in Mode 6 it can be used to prolong CAS
output.

ADS: Address (L^tch) Strobe Input—Row Address, Col-

umn Address, and Bank Select Latches are fall-through with

ADS high; Latches on high-to-iow transition.

^: Chip Select input—The TRI-STATE nrode will Address

Outputs and puts the control signal into a high-impedance

logic "1" state when high (unless refreshing in one of the

Refresh Modes). Enables all outputs when low.

MO, Ml, M2: Mode Control Inputs—These 3 control pins

determine the 8 major modes of operation of the DP8409A

as depicted in Table I.

RF I/O—The I/O pin functions as a Reset Counter Input

when set low from an external open-collector gate, or as a

flag output. The flag goes active-low in Modes and 2 when

the End-of-Count output is at 127, 255, or 511 (see

Table III). In Auto-Refresh Mode it is the Refresh Request

output

WIN: Write Enable Input.

WE: Write Enable Output—Buffered output from WiN.'

CAS: Column Address Strobe Output—In Modes 3a, 5,

and 6, CAS transitions low following valid column address,

in Modes 3b and 4, it goes low after R/C goes low, or fol-

lows CASIN going low if R/C is already low. CAS is high

duing refresh.*

RAS 0-3: Row Address Strobe Outputs—Selects a mem-

ory bank decoded from B1 and BO (see Table II), if RFSH is

high. If RFSH is low, all banks are selected.*

BO, B1: Bank Select Inputs—Strobed by ADS. Decoded to

enable one of the RAS outputs when RASIN goes low. Also

used to define End-of-Count in Mode 7 (Table 111).

Conditions for All Modes
INPUT ADDRESSING

The address block consists of a row-address latch, a col-

umn-address latch, and a resettable refresh counter. The

address latches are fall-through when ADS is high and latch

when ADS goes low. if the address bus contains valid ad-

dresses until after the valid address time, ADS can be per-

manently high. Otherwise ADS must go low while the ad-

i are still valid.

initially high. When the address inputs are enabled into the

address latches, the row addresses appear on the out-

puts. The address strobe also inputs the bank-select ad-

dress, (BO and B1). If CS is low, all outputs are enabled.

When CS is transitioned high, the address outputs go TRI-

STATE and the control outputs first go high through a low

impedance, and then are held by an on-chip high imped-

ance. This allows output paralleling with other DP8409As for

multi-addressing. All outputs go active about 50 ns after the

chip Is selected again. If CS Is high, and a refresh cycle

begins, all the outputs become active until the end of the

refresh cycle.

DRIVE CAPABILITY

The DP8409A has timing parameters that are specified with

up to 600 pF loads. In a typical memory system this is equiv-

alent to about 88, 5V-only DRAMs, with trace lengths kept

to a minimum. Therefore, the chip can drive four banks each

of 1 6 or 22 bits, or two banks of 32 or 39 bits, or one bank of

64 or 72 bits.

Less loading will slightly reduce the timing parameters, and

more loading will increase the timing parameters, according

to the graph of Figure 10. The AC performance parameters

are specified with the typical load capacitance of 88

DRAMs. This graph can be used to extrapolate the varia-

tions expected with other loading.

Because of distributed trace capacitance and inductance

and DRAM input capacitance, current spikes can be creat-

ed, causing overshoots and undershoots at the DRAM in-

puts that can change the contents of the DRAMs or even

destroy them. To remove these spikes, a damping resistor

(low Inductance, carbon) can be inserted between the

DP8409A driver outputs and the DRAMs, as close as possi-

ble to the DP8409A. The values of the damping resistors

may differ between the different control outputs; RASs,

SAS, Q's, and WE. The damping resistors should be deter-

mined by the first prototypes (not wire-wrapped due to the

larger distributed capacitance and inductance). The best

values for the damping resistors are the critical values giving

a critically damped transition on the control outputs. Typical

values for the damping resistors will be between 15n and

lOOn, the lower the loading the higher the value. (For more

Information, see AN-305 "Precautions to Take When Driv-

ing Memories.")
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Conditions for All Modes (continued)

DP8409A DRIVING ANY 16k OR 64k DRAMs
The DP8409A can drive any 16k or 64k DRAMs. All 16k

DRAMs are basically the same configuration, Including the

newer 5V-only version. Hence, In most applications, differ-

ent manufacturers' DRAMs are interchangeable (for the

same supply-rail chips), and the DP8409A can drive all 16k

DRAMs (see Figure la).

There are three basic configurations for the 5V-oniy 64k
DRAMs: a 128-row by 512-column array with an on-RAIV!

refresh counter, a 128-row by 512-column an-ay with no on-

RAM refresh counter, and a 256-row by 256-column array

with no on-RAM refresh counter. The DP8409A can drive all

three configurations, and at the same time allows them all to

be Interchangeable (as shown In Figures 1b and 1c), provid-

ing maximum flexibility In the choice of DRAMs. Since the

9-bit on-chip refresh counter can be used as a 7-bit refresh

counter for the 128-row configuration, or as an 8-blt refresh

counter for the 256-row configuration, the on-RAM refresh

counter (if present) Is never used. As long as 128 rows are

refreshed every 2 ms (I.e. 256 rows In 4 ms) all DRAM types

are correctly refreshed.

128 ROWS
.

IN? MS

DP8409A interface between System and DRAM Banks

Plie

[7
WE

ROWS
•^

7, ^
7

t CDL. DECODE

1 -

R

W
D

E

C

128

128 16 K

ARRAY

COLUMNS ADDRESS
DRIVERS

ADDRESS
BUS

'7''

T
^ REFRESH
* COUNTER 4

DP8409A
412V or +5V 16K DYNAMIC RAMS

FIGURE la. DP8409A with any 16k DRAMs

liSS LATCHES 7 ROW+1 COLUMN ADDRESS—

1

IZa ROWS .

IN 2 MS
. BEFRESH
COUNTER

CIS

»E

ADDRESS
DRIVERS

I
C](S LATCHES 8 COLUMN ADDRESSES

ADDRESS
8US

¥4

[
COL DECODE |-*-

512

64 K ARRAY

IF. ON-CHIP REFRESH COUNTER, NOT USED

+SV 64 K DYNAMIC RAMS

ONLY LS 7 BITS OF REFRESH COUNTER USED FOR THE 7 ROW ADDRESSES,
MSB NOT USED BUT CAN TOGGLE

FIGURE lb. DP8409A with 128 Row x 512 Column 64k DRAM

128 ROWS
IN 2 MS

(OR 256 ROWS
IN 4 MSI

a
^

Wl

RSS

ADDRESS
DRIVERS

ADDRESS
BUS

n# COLUMN DECODE

64K
ARRAY

45V 64K
DYNAMIC
RAMS

ALL 8 BITS OF REFRESH COUNTER USED

FIGURE 1c. DP8409A with 256 x 256 Column 64k DRAM
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Conditions for All Modes (continued)

When the DP8409A is in a refresh mode, the RF i/0 pin

indicates that the on-chip refresh counter has reached its

end-of-count. This end-of-count is selectable as 127, 255 or

512 to accommodate 161?, 64k or 256k DRAMs. Although

the end-of-count may be chosen to be any of these, the

counter ahways counts to 51 1 before rolling over to zero.

READ, WRITE, AND READ-MODiFY-WRITE CYCLES

The output signal, WE, determines what type of memory

access cycle the memory will perform. If WE is kept high

while CAS goes low, a read cycle occurs. If WE goes low

before CAS goes low, a write cycle occurs and data at Di

(DRAfkl input data) is written into the DRAM as CAS goes

low. IfWe goes low later than tcwD affsr CAS goes low, first

a read occurs and DO (DRAM output data) becomes valid;

then data DI is written into the same address in the DRAM
when WE goes low. In this read-modify-write case, DI and

DO cannot be linked together. The type of cycle is therefore

controlled by WE, which follows WIN.

POWER-UP INITIALIZE

vvnc^n vcc 15» Ursi etppii^u lo iny uro't^isn, mi tumian^v pui«e

clears the refresh counter, the internal control flip-flops, and

set the End-of-Count of the refresh counter to 1 27 (which

may be changed via Mode 7). As Vcc increases to about

2.3V, it holds the output control signals at a level of one

Schottky diode-drop below Vcc, ^nd the output address to

TRI-STATE. As Vcc increases above 2.3V, control of these

outputs is granted to the system.

DP8409A Functional Mode
Descriptions
Note: All delay parameters stated in text refer to the DPS409A. Sutjstjtute

ttle respective delay numbers for the DP8409-2 or DP8409-3 when
using these devices.

MODE 0—EXTERNALLY CONTROLLED REFRESH

Figure 2 is the Externally Controlled Refresh Timing. In this

mode, the input address latches are disabled from the ad-

dress outputs and the refresh counter is enabled. When
RAS occurs, the enabled row in the DRAM is refreshed. In

the Externally Controlled Refresh mode, all RAS outputs are

enabled following RASIN, and CAS is inhibited. This refresh-

es the same row in all four banks. The refresh counter incre-

ments when either RASIN or RFSH goes low-to-high after a

refresh. RF I/O goes low when the count is 127, 255, or

511, as set by End-of-Count (see Table III), with RASIN and

RFSH low. To reset the counter to all zeros, RF I/O is set

low through an external open-collector driver.

During refresh, RASIN and RFSH must be skewed tran-

sitioning low such that the refresh address is valid on the

address outputs of the controller before the RAS outputs go
low. The amount of time that RFSH should go low before

RASIN does depends on the capacitive loading of the ad-

dress and RAS lines. For the load specified in the switching

characteristics of this data sheet, 10 ns is sufficient. Refer

to Figure 2.

To perform externally controlled burst refresh, RASIN is tog-

gled while RFSH is held low. The refresh counter incre-

ments with RASIN going low to high, so that the DRAM rows

are refreshed in succession by RASIN going high to low.

CASIN AND R/E

V n + 1 V NEWaOWS X"*'\

caS

/
• INDICATES OYHAIIIC RAM MRAMErERS

COUHTER RESET

INPUT FROM

OPEN COLLECTOR TL/F/8409-l

FIGURE 2. External Control Refresh Cycle (Mode 0)
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DP8409A Functional Mode Descriptions
MODE 1—AUTOMATIC FORCED REFRESH

In Mode 1, the R/C (RFCK)_pin becomes RFCK (refresh

cycle clock), instead of R/C, and CAS remains high. If

RFCK is kept permanently high, then whenever M2 (RFSH)

goes low, an externally controlled refresh will occur and all

RAS outputs will follow RASIN, strobing the refresh counter

contents to the DRAMs. The RF I/O pin will always output

high, but when set low externally through an open-collector

driver, the refresh counter resets as normal. This externally

controlled method may be preferred when operating in the

Automatic Access mode (Mode 5), where hidden or forced

refreshing is undesirable, but refreshing is still necessary.

If RFCK Is an input clock signal, one (and only one) refresh

cycle must fake place every RFCK cycle. Refer to Figure 9.

If a hidden refresh does not occur while RFCK is high, in

Mode 5, then RF I/O (Refresh Request) goes low immedi-

ately after RFCK goes low. Indicating to the system that a

forced refresh is requested. The system must allow a forced

refresh to take place while RFCK is low (refer to Figure 3).

The Refresh Request signal on RF I/O may be connected

to a Hold or Bus Request input to the system. The system

acknowledges the Hold or Bus Request when ready, and

outputs Hold Acknowledge or Bus Request Acknowledge. If

this is connected to the M2 (RFSH) pin, a forced-refresh

cycle will be initiated by the DP8409A, and RAS will be inter-

nally generated on all four RAS outputs, to strobe the re-

fresh counter contents on the address outputs into all the

(Continued)

DRAMs. An external RAS Generator Clock (RGCK) is re-

quired for this function. It is fed to the CASIN (RGCK) pin,

and may be up to 10 MHz. Whenever M2 goes low (inducing

a forced refresh), RAS remains high for one to two periods

of RGCK, depending on when M2 goes low relative to the

high-to-low triggering edge of RGCK; RAS then goes low for

two periods, performing a refresh on all banks. In order to

obtain the minimum delay from M2 going low to RAS going

low, M2 should go low tpFSRG before the next falling edge

of RGCK. The Refresh Request on RF I/O is temiinated as

RAS begins, so that by the time the system has acknowl-

edged the removal of the request and disabled its Acknowl-

edge, (i.e., M2 goes high). Refresh RAS will have ended,

and normal operations can begin again in the Automatic
Access mode (Mode 5). If it is desired that Refresh RAS end

in less than 2 periods of RGCK from the time RAS went low,

then M2 may be high earlier than tRQHF^p after RGCK goes

low and RAS wil l go high tppRH after M2, if CS is low. If^
is high, the RAS will go high after 25 ns after M2 goes high.

To allow the forced refresh, the system will have been Inac-

tive for about 4 periods of RGCK, which can be as fast as

400 ns every RFCK cycle. To guarantee a refresh of 128
rows every 2 ms, a period of up to 16 |j,s is required for

RFCK. In other words, the system may be down for as little

as 400 ns every 16 jxs, or 2.5% of the time. Although this is

not excessive, it may be preferable to perform a Hidden

Refresh each RFCK cycle, which is allowed while still in the

Auto-Access mode, (Mode 5).

1.

MZ (RFSHI

HF I/O (RFRQ)

hP next cycle
progresses

®
®

mP continues
dperationsr

H'h

S086/ie032 ACKNOWLEDGES HOLD
68000 GRANTS BUS (MODE 5)

®

-^ IRGCKL -*|

-^tROHRF-

(MODE 1)

-

®

-» h~lRGCKH

®
0086/16032 REMOVE ACKNOWLEDGE
68000 REMOVES GRANT (MODE 6)

-IFROH --I

JIEFRESH REQUEST REMOVED

IRGRH
I

"Y^ nt ACCESS

TO SELECTED BANK MRP-

REFRESH TO
ALL BANKS

\ ^P ACCESS TO

SELECTED BANKS

00-8 ROWsY COLS Y ROWS Y COLS Y REFRESH COUNTER YrOWsY COLS Y
—'I h- 'rflct

r
® RFCK GOES LOW

® RFRQ GOES LOW IF NO HIDDEN REFRESH OCCUREO

WHILE RFCK WAS HIGH

® NEXT RASIN STARTS NEXT ACCESS

FIGURE 3. DP8409A Performing a Forced Refresh (Mode 5 -

§mP ACKNOWLEDGESJEFRESH REQUEST

FORCED REFRESH RAS STARTS AFTER >T (>|RP)

FORCED REFRESH ffliS ENDS RFRQ

® liP REMOVES REFRESH ACKNOWLEDGE

TL/F/8409-10
-> 5) with Various Microprocessors
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DP8409A Functional Mode Descriptions (Continued)

PIIOCESSOR ACTS tCKNOWLEOGE
AFTER INTEMUPT END OF BURST

HnsE :

i^mnriM.

ao-<

RFI/OIEOC)

TL/F/8409-11

FIGURE 4. Auto-Burst Mode, Mode 2

MODE 2—AUTOMATIC BURST REFRESH
This mode is normally used before and/or after a DMA op-

eration to ensure that all rows remain refreshed, provided

the DMA transfer takes less than 2 ms (see Figure 4). When
the DP8409A enters this mode, GASIN (RGCK) becomes
the RAS Generator Clock (RGCK), and RASIN Is disabled.

CAS remains high, and RF I/O goes low when the refresh

counter has reached the selected End-of-Count and the last

RAS has ended. RF I/O then remains low until the Auto-

Burst Refresh mode Is terminated. RF I/O can therefore be

used as an Inteniipt to indicate the End-of-Burst conditions.

The signal on all four RAS outputs Is just a dIvide-by-four of

RGCK; in other words, if RGCK has a 100 ns period, RAS is

high and low for 200 ns each cycle. The refresh counter

increments at the end of each RAS, starting from the count

It contained when the mode was entered. If this was zero,

then for a RGCK with a 1 00 ns period with End-of-Count set

to 127, RF I/O will go low after 128 X 0.4 /is, or 51.2 jus.

During this time, the system may be performing operations

that do not involve DRAM. If all rows need to be burst re-

freshed, the refresh counter may be cleared by setting RF
I/O low externally before the burst begins.

Burst-mode refreshing Is also useful when powering down
systems for long periods of time, but with data retention still

required while the DRAMs are in standby. To maintain valid

refreshing, power can be applied to the DP8409A (set to

Mode 2), causing it to perform a complete burst refresh.

When end-of-burst occurs (after 26 fts), power can then be

removed from the DP8409A for 2 ms, consuming an aver-

age power of 1.3% of normal operating power. No control

signal glitches occur when switching power to the

DP8409A.

MODE 3a—ALL-RAS AUTOMATIC WRITE

Mode 3a is useful at system Initialization, when the memory
is being cleared (i.e., with all-zeros in the data field and the

corresponding check bits for error detection and correction).

This requires writing the same data to each location of

memory (every row of each column of each bank) . All RAS
outputs are activated, as in refresh, and so are CAS and

WE. To write to all four banks simultaneously, every row Is

strobed in each column, in sequence, until data has beer

written to all kjcations. •

To select this mode, 81 and BO must have previously been

set to 00, 01 , or 1 in Mode 7, depending on the DRAM size.

For example, for 16k DRAMs, B1 and BO are 00. For 64k

DRAMs, B1 and BO are 01 , so that for the configuration of

Figure 1b, the 8 refresh counter bits are strobed by RAS into

the 7 row addresses and the ninth column address. After

this Automatic-Write process, B1 and BQ must be set again

in Mode 7 to 00 to set End-of-Count to 1 27. For the configu-

ration of Figure 1c, B1 and 80 set to 01 will work for Auto-

matic-Write and End-of-Count equals 255.

In this mode, R/C is disabled, WE is permanently enabled

low, and CASIN (RGCK) becomes RGCK. RF I/O goes low

whenever the refresh counter Is 1 27, 255, or 51 1 (as set by

End-of-Count in Mode 7), and the RAS outputs are active.

Refening to Figure 5a, an external 8-bit counter (for 64k

DRAMs) with TRI-STATE outputs is required and must be

connected to the column address inputs. It is enabled only

during this mode, and is clocked from RF I/O. The

DP8409A refresh counter is used to address the rows, and

the column address Is supplied by the external counter. Ev-

ery row for each column address is written to in ail four

banks. At the End-of-Count RF I/O goes low, which clocks

the external counter.

Therefore, for each column address, the refresh counter

first outputs row-0 to the address bus and all four RAS out-

puts strobe this row address into the DRAMs (see Figure

5b). A minimum of 30 ns after RAS goes low (tpAH =
30 ns), the refresh counter is disabled and the column ad-

O

>
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DP8409A Functional Mode Descriptions
dress input latch is enabled onto the address bus. About

14 ns after the column address is valid, CAS goes low, (tAsc

= + 14 ns), strobing the column address into the DRAMs.
When RAS and CAS go high the refresh counter increments

to the next row and the cycle repeats. Since WE is kept low

in this mode, the data at Dl (input data) of the DRAMs is

written into each row of the latched column. During each

cycle RAS is high for two periods of RGCK and low for two

periods, giving a total wrlte-cycle time of 400 ns minimum,

which is adequate for most 1 6k and 64k DRAMs. On the last

row of a column, RF I/O increments the external counter to

the next column address.

(Continued)

At the end of the last column address, an intenrupt is gener-

ated from the external counter to let the system know that

initialization has been completed. During the entire initializa-

tion time, the system can be performing other initialization

functions. This approach to memory initialization is both au-

tomatic and fast. For instance, if four banks of 64k DRAMs
are used, and RGCK is 100 ns, a write cycle to the same
location in all four banks takes 400 ns, so the total time

taken in initializing the 64k DRAMs is 65k x 400 ns or

26 ms. When the system receives the interrupt, the external

counter must be permanently disabled. ADS and CS are

interfaced by the system, and the DP8409A mode is

changed. The interrupt must then be disabled.

REQUIRED IF

SYSTEM STUL

OPERATING -V

WILEHraAOSA
III MODE 3A

raOCESSOR
ADDRESS -

BUS

RASIN

WRITE •

PROCESSOR ADS -

e-BIT <

.

COUNTER

s>-
CO.?

B1

RAS 0-3

Cits

DPB409A WE

ftO-7 00-7

RASIN

*"• CASiii

M2 M1 MO (RGCK)

TL/F/8409-12

FIGURE 5a. DP8409A Extra Circuitry Required for All-RAS Auto Write Mode, Mode 3a

MZ. Ml. MD=(I1I

XZ3C3CZXI3C
mOCESSOR

l^ ADOftESSES

I MODE SELECT

-Ln_mj~ir"x_r

IHTEBRUn raOCESSOR

TL/F/a4t)9-13

FIGURE 5b. DP8409A All-RAS Auto Write Mode, Mode 3a, Timing Waveform
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DP8409A Functional Mode Descriptions (continued)

operations. However, initialization sequence timing is under

system control, which may provide some system advantage.

MODE 3b—EXTERNALLY CONTROLLED ALL-RAS
WRITE

To select this mode, B1 and BO must first have been set to

1 1 in Mode 7. This mode is useful at system initialization,

but under processor control. The memory address is provid-

ed by the processor, which also performs the incrementing.

All four RAS outputs follow RASIN (supplied by the proces-

sor), strobing the row address into the DRAMs . R/C can

now go low, while CASIN may be used to control CAS (as in

the Externally Controlled Access mode), so that CAS
strobes the column address contents into the DRAMs. At

this time WE should be low, causing the data to be written

into all four banks of DRAMs. At the end of the write cycle,

the input address Is Incremented and latched by the

DP8409A for the next write cycle. This method Is slower

than Mode 3a since the processor must perform the Incre-

menting and accessing. Thus the processor is occupied dur-

ing RAM initialization, and is not free for other initialization

Oo
00

o
>

MODE 4—EXTERNALLY CONTROLLED ACCESS
This mode facilitates externally controlling all access-timing

parameters associated with the DRAMs. The application of

modes and 4 are shown in Figure 6.

Output Address Selection

Refer to Figure 7a. With M2 (RFSH) and R/C high, the row

address latch contents are transferred to the multiplexed

address bus output Q0-Q8, provided CS is set low. The
column address latch contents are output after R/C goes
low. RASIN can go low after the row addresses have been
set up on Q0-Q8. This selects one of the RAS outputs,

strobing the row address on the Q outputs into the desired

bank of memory. After the row-address hold-time of the

DRAMs, R/C can go low so that about 40 ns later column

addresses appear on the Q outputs.

•Resistors required depends on

DRAM load.

DRAINS MAYBE 1GK, 64K OR 2S6K

FOR 4 BANKS, CAN DRIVE 16 DATA BITS

+6 CHECK BiTS FOR ECC

FOR 2 BANKS, CAN DRIVE 32 DATA BiTS

+ 7 CHECK BiTS FOR ECC

FOR 1 BANK, CAN DRIVE 64 DATA BITS

-l-e CHECK BiTS FOR ECC

INPUT CAS I

ALE
I

AO-15, 17, 19

row/column sel i

Write

TL/F/8409-14

FIGURE 6. Typical Application of DP8409A Using External Control Access and Refresh in Modes and 4
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INPUTS

AOS (ALE)

SYSTEM'
mESS/
BUS^

Msa

DRAM DATA DUT -

/ •" IADS \
-lASA-

-tBpilL^ »tBCC-

lASR* -" IRAH

Y.

INDICATES DYNAMIC RAM
PARAMETERS

IRpdH I

lASC- tCAC-

-lews—"

— tRAC-

IRCR K-

X

y-
TL/F/8409-15

FIGURE 7a. Read Cycle Timing (Mode 4)

INPUTS

ADS(AIEI^'
SYSTEM 7

ADDRESS

<

BUS^

DRAM DATA IN
-

OUTPUTS

RAS 0.17.3

lASA !-• lAHA -

'IRpdL*

tASR*k- tRAH*-

•INDICATES DYNAMIC RAM
PARAMETERS

IRpdH

ICpdL

COLUMNS VALID

IWpdL.

-*| ICpdH
I"-

<WpdH

TL/F/B409-16

FIGURE 7b. Write Cycle Timing (Mode 4)
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DP8409A Functional Mode Descriptions
Automatic CAS Generation

In a normal memory access cycle CAS can be derived from

inputs CASIN or R/C. If CASIN is high, then R/C going low

switches the address output drivers from rows to columns.

CASIN then going low causes CAS to go low approximately

40 ns iater, al lowing CAS to occur at_a predictable time (see

Figure 7b). If CASIN is low when R/C goes low, CAS will be

automatically generated, following the row to column tran-

sition by about 20 ns (see Figure 7a). Most DRAMs have a

column address set-up time before CAS (tAsc) o* "s or

-10 ns. In other words, a t^sc greater than ns is safe.

Fast Memory Access

AC parameters toipi. toipa "lay be used to determine the

minimum delays required between RASIN, R/C, and CASIN

(see Application Brief 9; "Fastest DRAM Access Mode").

MODE5—AUTOMATIC ACCESS WITH HIDDEN REFRESH
The Auto Access with Hidden Refresh mode has two ad-

vantages over the Externally Controlled Access mode, due

to the fact that all outputs except WE are initiated from

RASIN. First, inputs R/C and CASIN are unnecessary and

can be used for other functions (see Refreshing, below).

Secondly, because the output control signals are derived

internally from one input signal (RASIN), timing-skew prob-

lems are reduced, thereby reducing memory access time

substantially or allowing use of slower DRAMs. The auto-

matic access features of Mode 5 (and Mode 6) of the

DP8409A make DRAM accessing appear essentially "stat-

ic".

Automatic Access Control

The major disadvantage of DRAMs compared to static

RAMs is the complex timing involved. First, a RAS must

occur with the row address previously set up on the multi-

plexed address bus. After the row address has been held

fof tRAH. ("ie Row-Address hold-time of the DRAM), the

column address is set up and then CAS occurs. This is all

performed automatically by the DP8409A in this mode.

Provided the input address is valid as ADS goes low, RASIN

can go low any time after ADS. This is because the selected

RAS occurs typically 27 ns later, by which time the row ad-

dress is already valid on the address output of the

DP8409A. The Address Set-Up time (tAsn). is ns on most

DRAMs. The DP8409A in this mode (with ADS and RASIN

edges simultaneously applied) produces a minimum Iasr of

ns. This is true provided the input address was valid tASA

before ADS went low (see Figure 8a).

Next, the row address is disabled after tpAH (30 ns mini-

mum); in most DRAMs, Irah minimum is less than 3 ns.

The column address is then set up and tAScJfilf• CAS
occurs. The only other control input required is WIN. When
a write cycle is required, WIN must go low at least 30 ns

before CAS is output low.

This gives a total typical delay from: input address valid to

RASIN (15 ns); to RAS (27 ns); to rows held (50 ns); to

columns valid (25 ns); to CAS (23 ns) = 140 ns (that is,

125 ns from RASIN). All of these typcial figures are for

heavy capacitive loading, of approximately 88 DRAMs.

(Continued)

This mode is therefore extremely fast. The external timing is

greatly simplified for the memory system designer: the only

system signal required is RASIN.

Refreshing

Because R/C and CASIN are not used in this mode, R/C
becomes RFCK (refresh clock) and CASIN becomes RGCK
(RAS generator clock). With these two signals it is possible

to peform refreshing without extra ICs, and without holding

up the processor.

One refresh cycle must occur during each refresh clock pe-

riod and then the refresh address must be incremented to

the next refresh cycle. As long as 128 rows are refreshed

every 2 ms (one row every 16 jiis), all 16k and 64k DRAMs
will be coffectly refreshed. The cycle time of RFCK must,

therefore, be less than 16 jis. RFCK going high sets an

internal refresh-request flip-flop. First the DP8409A will at-

tempt to perform a hidden refresh so that the system

throughput will not be affected. If, during the time RFCK is

high, CS on the DP8409A goes high and RASIN occurs, a

hidden refresh will occur. In this case, RASIN should be

considered a common read/write strobe. In other words, if

the processor is accessing elsewhere (other than the

DRAMs) while RFCK is high, the DP8409A will perform a

refresh. The refresh counter is enabled to the address out-

puts whenever CS goes high with RFCK high, and all RAS
outputs follow RASIN. If a hidden refresh is taking place as

RFCK goes low, the refresh continues. At the start of the

hidden refresh, the refresh-request flip-flop is reset so no

further refresh can occur until the next RFCK period starts

with the positive-going edge of RFCK. Refer to Figure 9.

To determine the probability of a Hidden Refresh occuning,

assume each system cycle takes 400 ns and RFCK is high

for 8 US, then the system has 20 chances to not select the

DP8409A. If during this time a hidden refresh did not occur,

then the DP8409A forces a refresh while RFCK is low, but

the system chooses when the refresh takes place. After

RFCK goes low, (and the internal-request flip-flop has not

been reset), RF I/O goes low indicating that a refresh is

requested to the system. Only when the system acknowl-

edges this request by setting M2 (RFSH) low does the

DP8409A initiate a forced refresh (which is performed auto-

matically). Refer to Mode 1, and Figure 3. The internal re-

fresh request flip-flop is then reset.

Figure 9 illustrates the refresh alternatives in Mode 5. If a

hidden refresh has occurred and CS again goes high before

RFCK goes low, the chip is deselected. All the control sig-

nals go high-impedance high (logic "1") and the address

outputs go TRI-STATE until CS again goes low. This mode
(combined with Mode 1) allows very fast access, and auto-

matic refreshing (possibly not even slowing down the sys-

tem), with no extra ICs. Careful system design can, and

should, provide a higher probability of hidden refresh occur-

ring. The duty cycle of RFCK need not be 50-percent; in

fact, the low-time should be designed to be a minimum. This

is determined by the worst-case time (required by the sys-

tem) to respond to the DP8409A's forced-refresh request.

o
0»
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DP8409A Functional Mode Descriptions (continued)
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FIGURE 9. Hidden Refreshing (Mode 5) and Forced Refreshing (Mode 1) Timing
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TABLE II. Memory Bank Decode

Bank Select

(Strobed by ADS) Enabled RASn

B1 BO

1

1

1

1

RASo

RASi

RAS2

RAS3

Note that RASIN going low earlier than tcsRL after CS goes

low may result in the DP8409A interpreting the RASIN as a

hidden refresh RASIN if no hidden refresh has occurred in

the current RFCK cycle. In this case, all RAS outputs would

go low for a short time. Thus, it is suggested that when

using Mode 5, RASIN should be held high until tcsRL afte''

CS goes low if a refresh is not intended. Similarly, CS should

be held low for a minimum of tcsRL after RASIN returns high

when ending the access in Mode 5.

MODE &-FAST AUTOMATIC ACCESS

The Fast Access mode is similar to Mode 5, but has a faster

tRAH of 20 ns, minimum. It therefore can only be used with

fast 16k or 64k DRAMs (which have a tRAH of 10 ns to

15 ns) in applications requiring fast access times; RASIN to

CAS is typically 105 ns.

In this mode, the R/C (RFCK) pin is not used, but CASIN

(RGCK) Is used as CASIN to allow an extended CAS after

RAS has already terminated. Refer to Figure 8b. This is de-

(Continued)

sirable with fast cycle-times where RAS has to be terminat-

ed as soon as possible before the next RAS begins (to meet
the precharge time, or Irp, requirements of the DRAM).
CAS may then be held low by CASIN to extend the data

output valid time from the DRAM to allow the system to read

the data. CASIN subsequently going high ends CAS. If this

extended CAS is not required, CASIN should be set high In

Mode 6.

There Is no internal refresh-request flip-flop in this mode, so

any refreshing required must be done by entering Mode or

Mode 2.

MODE 7—SET END-OF-COUNT
The End-of-Count can be externally selected In Mode 7,

using ADS to strobe In the respective value of B1 and BO

(see Table III). With 81 and BO the same EOC is 127; with

B1 = Oand BO = 1, EOC is 255; and with B1 = 1 and BO
= 0, EOC is 51 1 . This selected value of EOC will be used

until the next Mode 7 selection. At power-up the EOC is

automatically set to 127 (B1 and BO set to 11).

TABLE III. Mode 7

Bank Select

(Strobed by ADS) End of Count

Selected
B1 BO

1

1

1

1

127

255

511

127

5

a

5

200 400 600 300 10D0

CpF

TL/F/8409-20

FIGURE 10. Change in Propagation Delay vs. Loading Capacitance Relative to a 500 pF Load
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Absolute Maximum Ratings (Note!)
W^imum power Oissipatfon- at as-c

^ ^ ' Cavity Package 3542 mW
Specifications for Military/Aerospace products are not folded Package 2833 mW
contained in this datasheet. Refer to the associated

reliability electrical test specifications document. *D«ate cavity package 23.6 rnVVZ-C abme 2Sro, derate molded package

„ , ,, ,. >, ,„„ 22.7 mwrc above 26'C.
Supply Voltage, Vcc 7.0V

storage Temperature Range -65°Cto +150°C Operating CondltiOnS
Input Voltage 5.5V Mm max Units

Output Current 150 mA Vcc Supply Voltage 4.75 5.25 V
Lead Temperature (Soldering, 10 seconds) 300°C Ta Ambient Temperature +70 °C

Electrical Characteristics Vcc = S.OV +5%, 0°C ^ Ta <: 70*0 (unless othenwlse noted) (Notes 2, 6)

Symbol Parameter Condition Min Typ Max Units

Vc Input Clamp Voltage Vcc= Min, lc= -12mA -0.8 -1.2 V

1|H1 Input High Current for ADS, R/C Only V|N = 2.5V 2.0 100 ^A

l|H2 Input High Current for All Other Inputs* V|N = 2.5V 1.0 50 fiA

l|RSI Output Load Cun-ent for RF I/O V|N = 0.5V, Output High -1.5 -2.5 mA

I|CTL Output Load Current for RAS, CAS, WE V|N = 0.5V, Chip Deselect -1.5 -2.5 mA

IIL1 Input Low Current for ADS, R/C Only V|N = 0.5V -0.1 -1.0 mA

hL2 Input Low Current for All Other Inputs* V|N = 0.5V -0.05 -0.5 mA

V|L Input Low Threshold 0.8 V

V|H Input High Threshold 2.0 V

V0L1 Output Low Voltage* lot = 20 mA 0.3 0.5 V

V0L2 Output Low Voltage for RF I/O Iql = 10 mA 0.3 0.5 V

V0H1 Output High Voltage* l0H= -1mA 2.4 3.5 V

V0H2 Output High Voltage for RF I/O l0H= -lOOjuA 2.4 3.5
1

V

I1D Output High Drive Current* VouT = 0.8V (Note 3) -200
i mA

lOD Output Low Drive Current' VouT = 2.7V (Note 3) 200 mA

loz TRI-STATE Output Current

(Address Outputs)

0.4V <. Vqut S 2.7V,

CS = 2.0V,Mode4
-50 1.0 50 Vk

Ice Supply Cunent Vcc = Max 250 325 mA
"Fxoept RF I/O Output

Switctiing Characteristics: DP8409A/DP8409A-3
Vcc = 5.0V ±5%, 0°C s Ta ^ 70°C (unless othenvise noted) (Notes 2, 4, 5). The output load capacitance is typtoal for 4 banks

of 22 DRAMs each or 88 DRAMs including trace capacitance. These values are: Q0-Q8, Cl = 500 pF; RAS0-HAS3, Cl =
1 50 pF; WE, Cl = 500 pF; CAS, Cl = 600 pF, (unless othenwise noted). See F^w 1 1 for test load. Switches SI and S2 are

closed unless othenwise noted, and R1 and R2 are 4.7 kfl unless othenwise noted. Maximum propagation delays are specified

with all outputs switching.

Symbol Parameter Conditions
8409 8409A-3

Units

Min Typ Max Min Typ Max

ACCESS

tRICL Figure 8a 95 125 160 95 125 185 nsRASIN to CAS Output Delay (Mode 5)

tRICL Figures 8a, 8b 80 105 140 80 105 160 nsRASIN to CAS Output Delay (Mode 6)

tRiCH Figure 8a 40 48 60 40 48 70 nsRASIN to CAS Output Delay (Mode 5)

tRICH Figures 8a, 8b 50 63 80 50 63 95 nsRASIN to CAS Output Delay (Mode 6)

tRCDL RAS to CAS Output Delay (Mode 5) Figure 8a 98 125 98 145 ns

tRCDL RAS to CAS Output Delay (Mode 6) Figures 8a, 8b 78 105 78 120 ns

tRCDH RAS to CAS Output Delay (Mode 5) Figure 8a 27 40 27 40 ns

tRCDH RAS to CAS Output Delay (Mode 6) Figure 8a 40 65 40 65 ns

o
OS
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Switching Characteristics: DP8409A/DP8409A-3 (Continued)

Vcc = 5.0V ± 5%, 0°C ^ Ta i 70°C (unless otherwise noted) (Notes 2, 4, 5). The output load capacitance is typical for 4 banks

of 22 DRAMs each or 88 DRAMs including trace capacitance. These values are: Q0-Q8, Cl = 500 pF; RAS0-RAS3, Cl =

150 pF; WE, Cl = 500 pF; CAS, Cl = 600 pF, (unless othenwise noted). See Figure 11 for test load. Switches S1 and S2 are

closed unless otherwise noted, and R1 and R2 are 4.7 kf! unless otherwise noted. Maximum propagation delays are specified

with all outputs switching.

Symbol Parameter Conditions
DP8409A DP8409A-3

Units

Min Typ Max Min Typ Max

ACCESS (Continued)

fcCDH Figure 8b 40 54 70 40 54 80 nsCASIN to CAS Output Delay (Mode 6)

tRAH Row Address Hold Time (Mode 5) Figure 8a 30 30 ns

tRAH Row Address Hold Time (Mode 6) Figures 8a, 8b 20 20 ns

tASC Column Address Setup Time (Mode 5) Figure 8a 8 8 ns

tASC Column Address Setup Time (Mode 6) Figures 8a, 8b 6 6 ns

tRCV Figure 8a 90 120 90 140 nsRASIN to Column Address Valid (Mode 5)

tRCW Figures 8a, 8b 75 105 75 120 nsRASIN to Column Address Valid (Mode 6)

tRPDL Figures 7a, 7b, 8a, 8b 20 27 35 20 27 40 nsRASIN to RAS Delay

tRPDH Figures 7a, 7b, 8a, 8b 15 23 32 15 23 37 nsRASIN to RAS Delay

Wdl Address Input to Output Low Delay Figures 7a, 7b, 8a, 8b 25 40 25 46 ns

Updh Address Input to Output High Delay Figures 7a, 7b, 8a, 8b 25 40 25 46 ns

tSPDL Address Strobe to Address Output Low Figures 7a, 7b 40 60 40 70 ns

'SPDH Address Strobe to Address Output High Figures 7a, 7b 40 60 40 70 ns

USA Address Set-Up Time to ADS Figures 7a, 7b, 8a, 8b 15 15 ns

Uha Address Hold Time from ADS Figures 7a, 7b, 8a, 8b 15 15 ns

fADS Address Strobe Pulse Width Figures 7a. 7b, 8a, 8b 30 30 ns

tWPDL WIN to WE Output Delay Figure 7b 15 25 30 15 25 35 ns

tWPDH WIN to WE Output Delay Figure 7b 15 30 60 15 30 70 ns

fCRS Figure 8b 35 35 nsCASIN Set-Up Time to RASIN High (Mode 6)

tCPDL Figure 7b 32 41 68 32 41 77 nsCASIN to CAS Delay (R/C Low in Mode 4)

tCPDH Figure 7b 25 39 50 25 39 60 nsCASIN to CAS Delay (R/C Low in Mode 4)

tRCC Column Select to Column Address Valid Figure 7a 40 58 40 67 ns

tRCR Row Select to Row Address Valid Figures 7a, 7b 40 58 40 67 ns

Irha Row Address Held from Column Select Figure 7a 10 10 ns

tCCAS R/C Low to CAS Low (Mode 4 Auto CAS) Figure 7a 65 90 ns

tDIF1 Maximum (tRppL - Irha) See Mode 4 Descrip. 13 18 ns

tDIF2 Maximum (tRcc - tcpoO See Mode 4 Descrip. 13 18 ns

REFRESH

iRC Refresh Cycle Period Figures 100 100 ns

tRASINL. H Figures 50 50 nsPulse Width of RASIN during Refresh

tRFPDL Figures 2, 9 35 50 70 35 50 80 nsRASIN to RAS Delay during Refresh

tRFPDH RASIN to RAS Delay during Refresh Figures 2, 9 30 40 55 30 40 65 ns

'rflct RFSR Low to Counter Address Valid C§ = X Figures 2, 3,

4

47 60 47 70 ns
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Switching Characteristics: DP8409A/DP8409A-3 (Continued)

Vcc = 5.0V ± 5%, 0°C ^ Ta < 70°C (unless othenwise noted) (Notes 2, 4, 5). The output load capacitance Is typical for 4 banks

of 22 DRAMs each or 88 DRAMs including trace capacitance. These values are: Q0-Q8, Cl = 500 pF; RAS0-RAS3, Gl =

150 pF; WE, Cl = 500 pF; CAS, Cl = 600 pF, (unless othenvise noted). See Figure 11 for test load. Switches S1 and S2 are

closed unless othenivise noted, and R1 and R2 are 4.7 kn unless otherwise noted. Maximum propagation delays are specified

with all outputs switching.

Symbol Parameter Conditions
DP8409A DP8409A-3

Units

Min Typ Kiax Min Typ Max

REFRESH (Continued)

tRFHRV RFSH High to Row Address Valid Figures 2, 3 45 60 45 70 ns

tROHNC RAS High to New Count Valid Figures 2, 4 30 55 30 55 ns

tRLEOC Cl = bOpW, Figure 2 80 80 nsRABIN Low to End-of-Count Low

tRHEOC Cl = bo p?. Figure2 80 80 nsRASIN High to End-of-Count High

tRGEOB RGCK Low to End-of-Burst Low Cl = 50 p¥. Figure 4 95 95 ns

tMCEOB Mode Change to End-of-Burst High Cl = 50pF,Fgure4 75 75 ns

tRST Counter Reset Pulse Width Figure2 70 70 ns

tCTL RF I/O Low to Counter Outputs All Low Figures 100 100 ns

tRFCKL, H Minimum Pulse Width of RFCK Figure 9 100 100 ns

T Period of RAS Generator Clock Figures 100 100 ns

tRGCKL Minimum Pulse Width Low of RGCK Figure 3 35 40 ns

tRGCKH Minimum Pulse Width High of RGCK Figures 35 40 ns

tpRQL RFCK Low to Forced RFRQ Low Cl = 50 pF, Figure 3 20 30 20 30 ns

»FRQH Cl = 50 pF, Figure 3 50 75 50 75 nsRGCK Low to Forced RFRQ High

tRGRL RGCK Low to RAS Low Figures 50 65 95 50 65 95 ns

tRGRH, RGCK Low to RAS High Figures 40 60 85 40 60 85 ns

tRQHRF Figures 2T 2T nsRFSH Hold Time from RFSH RQST (RF I/O)

tRFRH RFSH High to RAS High (ending forced RFSH) See Mode 1 Descrip. 55 80 110 55 80 125 ns

tRFSRG RFSH Low Set-Up to RGCK Low (Mode 1

)

See Mode 1 Descrip. 35 40 ns

teSCT CS High to RFSH Counter Valid Figure 9 55 70 55 75 ns

teSRL See Mode 5 Descrip. 30 30 nsCS Low to Access RASIN Low

TRI-STATE

tZH CS Low to Address Output High from Hi-Z Figures 9, 12,

R1 =3.5k,R2 = 1.5k
35 60 35 60 ns

tHZ CS High to Address Output HI-Z from High Cl= 15 pF,

Figures 9, 12,

R2 = Ik, SI Open

20 40 20 40 ns

tZL CS Low to Address Output Low from Hi-Z Figures 9, 12,

R1 = 3.5k, R2= 1.5k
35 60 35 60 ns

tLZ CS High to Address Output Hi-Z from Low Cl = 15 pF,

Figures 9, 12,

R1 = 1k,S2 0pen

25 50 25 50 ns

'hzh CS Low to Control Output High from

Hi-Z High

Figures 9, 12,

R2 = 750n, SI Open
50 80 50 80

ns

tHHZ CS High to Control Output HI-Z High

from High

Cl= 15 pF,

Figures 9, 12,

R2 = 750n,S1Open

40 75 40 75 ns

o
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Switching Characteristics: DP8409A/DP8409A-3 (continued)

Vcc = 5.0V ± 5%, 0°C i Ta ^ 70°C (unless otherwise noted) (Notes 2, 4, 5). The output load capacitance is typical for 4 banks

of 22 DRAMs each or 88 DRAMs including trace capacitance. These values are: Q0-Q8, Cl = 500 pF; RAS0-RAS3, Cl =

150 pF; WE, Cl = 500 pF; CAS, Cl = 600 pF, (unless othenwise noted). See Figure 1 1 for test load. Switches S1 and S2 are

closed unless ottierwise noted, and R1 and R2 are 4.7 VSl unless othenwise noted. Maximum propagation delays are specified

with all outputs switching.

Symbol Parameter Conditions
DP8409A DP8409A-3

Units

Min Typ IMax Min Typ iUax

TRI-STATE (Continued)

tHZL C§ Low to Control Output Low from

Hi-Z High

Figure 12,

S1,S2 0pen
45 75 45 75 hs

tlHZ 5§ High to Control Output Hi-Z High

from Low
Cl= 15 pF,

Figure 12,

R2 = 750ft, SI Open

50 80 50 80 ns

Switching Characteristics: DP8409A-2
Vcc = 5-OV ± 5%, 0°C i Ta ^ 70°C (unless otherwise noted) (Notes 2, 4, 5). The output load capacitance is typical for 4 banks

of 22 DRAMs each or 88 DRAMs including trace capacitance. These values are: Q0-Q8, Cl = 500 pF; RAS0-RAS3, Cl =

1 50 pF; WE, Cl = 500 pF; CAS, Cl = 600 pF, (unless othenwise noted). See Figure 1 1 for test load. Switches 81 and 82 are

closed unless otherwise noted, and R1 and R2 are 4.7 kn unless otherarise noted. Maximum propagation delays are specified

with all outputs switching.

SymlMl Parameter Conditions
8409A-2

Min Typ Max
Units

ACCESS

tRICL RASIN to CAS Output Delay (Mode 5) Figure 8a 75 100 130

tRICL RASIN to CAS Output Delay (Mode 6) Figures 8a, 8b 65 90 115

'rich RASIN to CAS Output Delay (Mode 5) Figure 8a 40 48 60

'rich RASIN to CAS Output Delay (Mode 6) Figures 8a, 8b 50 63 80

tRCDL RAS to CAS Output Delay (Mode 5) Figure 8a 75 100

tRCDL RAS to CAS Output Delay (Mode 6) Figures 8a, 8b 65 85

tRCDH RAS to CAS Output Delay (Mode 5) Figure 8a 27 40

tRCDH RAS to CAS Output Delay (Mode 6) Figure 8a 40 65

tcCDH CASIN to CAS Output Delay (Mode 6) Figure 8b 40 54 70

tRAH Row Address Hold Time (Mode 5) (Note 7) Figure 8a 20

tRAH Row Address Hold Time (Mode 6) (Note 7) Figures 8a, 8b 12

'asc Column Address Set-Up Time (Mode 5) Figure 8a

tASC Column Address Set-Up Time (Mode 6) Figures 8a, 8b

tRCV RASIN to Column Address Valid (Mode 5) Figure 8a 80 105

tRCV RASIN to Column Address Valid (Mode 6) Figures 8a, 8b 70 90

tRPDL RASIN to RAS Delay Figures 7a, 7b, 8a, 8b 20 27 35

tRPDH RASIN to RAS Delay Figures 7a. 7b, 8a. 8b 15 23 32

Japdl Address Input to Output Low Delay Figures 7a, 7b, 8a, 8b 25 40

tAPDH Address Input to Output High Delay Figures 7a, 7b, 8a, 8b 25 40

tsPDL Address Strobe to Address Output Low Figures 7a, 7b 40 60

tsPDH Address Strobe to Address Output High Figures 7a, 7b 40 60

tASA Address Set-Up Time to ADS Figures 7a, 7b, 8a, 8b 15

tAHA Address Hold Time from ADS Figures 7a, 7b, 8a, 8b 15

Jads Address Strobe Pulse Width Figures 7a, 7b, 8a, 8b
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Switching Cliaracteristics: DP8409A-2 (Continued)

Vcc = 5.0V + 5%, CC s Ta ^ 70°C (unless othenvise noted) (Notes 2, 4, 5). The output load capacitance is typical for 4 banks

of 22 DRAMs each or 88 DRAMs including trace capacitance. These values are: Q0-Q8, Cl = 500 pF; RAS0-RAS3, Cl =

150 pF; WE, Cl = 500 pF; 5AS, Cl = 600 pF, (unless otherwise noted). See Figure 11 for test load. Switches SI and S2 are

closed unless othenwise noted, and R1 and R2 are 4.7 kft unless otherwise noted. Maximum propagation delays are specified

with all outputs switching.

Symbol Parameter Conditions
8409A-2

Units

Min Typ Max

ACCESS (Continued)

tWPDL WIN to WE Output Delay Figure 7b 15 25 30 ns

twPDH WIN to WE Output Delay Figure 7b 15 30 60 ns

tCRS Figure 8b 35 nsCASIN Set-Up Time to RASIN High (Mode 6)

tCPDL Figure 7b 32 41 58 nsCASIN to CAS Delay (R/C Low in Mode 4)

tCPDH Figure 7b 25 39 50 nsCASIN to CAS Delay (R/C Low in Mode 4)

tRCC Column Select to Column Address Valid Figure 7a 40 58 ns

tRCR Row Select to Row Address Valid Inures 7a, 7b 40 58 ns

tpHA Row Address Held from Column Select Figure 7a 10 ns

*CCAS R/C Low to CAS Low (Mode 4 Auto CAS) Figure 7a 55 75 ns

'difi Maximum (tppoL - Irha) See Mode 4 Descript. 13 ns

tolFZ Maximum (tRcc - tcPDl) See Mode 4 Descript. 13 ns

REFRESH

tRC Refresh Cycle Period Figure 2 100 ns

tRASINL, H Figure 2 50 nsPulse Width of RASIN during Refresh

tRFPDL Figures 2, 9 35 50 70 nsRASIN to RAS Delay during Refresh

tRFPDH Figures 2, 9 30 40 55 nsRASIN to RAS Delay during Refresh

tRFLCT RFSH Low to Counter Address Valid OS = X. Figures 2, 3, 4 47 60 ns

tRFHRV RFSH High to Row Address Valid Figures 2, 3 45 60 ns

tROHNC RAS High to New Count Valid Figures 2, 4 30 55 ns

tRLEOC Cl = SO pf. Figure 2 80 nsRASIN Low to End-of-Count Low

tRHEOC Cl= 50 pF, Figure 2 80 nsRASIN High to End-of-Count High

tRGEOB RGCK Low to End-of-Burst Low Cl = 50 pF, Figure 4 95 ns

twCEOB Mode Change to End-of-Burst High Cl = 50 pF, Figure 4 75 ns

tpST Counter Reset Pulse Width Figure 2 70 ns

tCTL RF I/O Low to Counter Outputs All Low Figure 2 100 ns

tRFCKL, H Minimum Pulse Width of RFCK Figure 9 100 ns

T Period of RAS Generator Clock Fgure3 100 ns

tRGCKL Minimum Pulse Width Low of RGCK !
HgureS 35 ns

tRGCKH Minimum Pulse Width High of RGCK Figures \ 35 ns

tpRQL Cl = 50 pF, Figure 3 20 30 nsRFCK Low to Forced RFRQ Low

o
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Switching Characteristics: DP8409A-2 (continued)

Vcc = 5.0V ±5%, 0°C i Ta 5 70°C (unless otherwise noted) (Notes 2, 4, 5). The output load capacitance is typical for 4 banks

of 22 DRAMs each or 88 DRAMs Including trace capacitance. These values are: Q0-Q8, Cl = 500 pF; RAS0-RAS3, Cl =
150 pF; WE, Cl = 500 pF; CAS, Cl = 600 pF, (unless othenwise noted). See Figure 11 for test load. Switches 81 and S2 are

closed unless otherwise noted, and R1 and R2 are 4.7 kO unless otherwise noted. Maximum propagation delays are specified

with all outputs switching.

Symbol
8409A-2

Units

Min Typ Max

REFRESH (Continued)

tPRQH RGCK Low to Forced RFR5 High Cl = 50 pf. Figure 3 50 75 ns

tRGRL RGCKLowtoRASLow Figures 50 65 95 ns

tRGRH RGCK Low to RAS High Figures 40 60 85 ns
"

) Figures 2TtRQHRF =iFSH Hold Time from RFSH RQST (RF I/O ns

tRFRH RFSH High to RAS High (Ending Forced RFSH) See Mode 1 Descrlp. 55 80 110 ns

tRFSRG RFgR Low Set-Up to RGCK Low (Mode 1) See Mode 1 Descrlp. 35 ns

tCSCT C§ High to RFSH Counter Valid Figure 9 55 70 ns

See Mode 5 Descrlp. 30tCSRL ZS Low to Access RASIN Low ns

tZH CS Low to Address Output High from Hl-Z Figures 9, 12,

R1 =3.5k,R2= 1.5k
35 60 ns

tHZ C5 High to Address Output Hi-Z from High CL=15pF.
Figures 9, 12,

R2= Ik, SI Open

20 40 ns

tZL CS Low to Address Output Low from Hi-Z Figures 9, 12,

R1 =3.5k,R2 = 1.5k
35 60 ns

tL2 ^ High to Address Output HI-Z from Low Cl=15pF,
Figures 9, 12,

R1 = Ik, S2 Open

25 50 ns

thZH CS Low to Control Output High from

HI-Z High

Figures 9, 12,

R2 = 750ft, SI Open
50 80 ns

tHHZ CS High to Control Output HI-Z High

from High

CL=15pF,
Figures 9, 12,

R2 = 750n, SI Open

40 75 ns

tHZL CS Low to Control Output Low from

HI-Z High

Figure 12,

SI, S2 Open
45 75 ns

'lhz CS High to Control Output HI-Z High

from Low
Cl=15pF,
Figure 12,

R2 = 750n, SI Open

50 80 ns

input Capacitance ta = 25°c (Notes z, 6)

Symbol Parameter Conditions Mlin Typ IHax Units

CiN Input Capacitance ADS, R/C 8 pF

C|N Input Capacitance All Other Inputs 5 pF

Note 1: "Absolute Mawmum Ratings" are the values beyond which the safety of flie device cannot be guaranteed. They are not meait to imply ^lat the device
stxjuid be operated at these Itrrats. The table of "Electrical Characteristics" provides conditions for actual device operation.

Note 2: All typical values are for Ta = 25'C and Vcc = 5.0V.

Note 3: This test is provided as a monitor of Driver output soirce and sink current capability. Caution should be exa^ised in testing these parameters. In testing

these parameters, a ISn resistor ^lould be placed in series with each output under test. One output should be tested at a time and test time should not exceed 1

second.

Note 4: Input pulse OV to 3.0V, tR = tp = 2.5 ns, f = 2.5 MHz, tpw = 200 ns. Input reference point on AC measurements is 1 .5V. Output reference points are 2.7V
for High and 0.8V for Low.

Note 5: Ttie load capacitance on RF I/O should not exceed 50 pF.

Note 6: Applies to all DP8409A versions unless otherwise specified.

Note 7: The DP8409A-2 device can only be used with memory devices that meet the tRAH ^»cification indicated.
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Applications
If external control is preferred, the DP8409A may be used In

Mode or 4, as in Figure 6.

If basic airto access and refresh are required, then in cases

where the user requires the minimum of external complexity,

Modes 1 and 5 are ideal, as shown in Figure 13a. The

DP843X2 is used to provide proper arbitration between

memory access and refresh. This chip supplies all the nec-

essary control signals to the processor as well as the

DP8409A. Furthermore, two separate CAS outputs are also

included for systems using byte-writing. The refresh clock

RFCK may be divided down from either RGCK using an IC

counter such as the DM74LS393 or better still, the

DP84300 Programmable Refresh Timer. The DP84300 can

provide RFCK periods ranging from 15.4 jus to 15.6 fts

based on the input clock of 2 to 10 MHz. Figure 13b shows

the general timing diagram for interfacing the DP8409A to

different microprocessors using the interface controller

DP843X2.

If the system is complex, requiring automatic access and

refresh, burst refresh, and all-banks auto-write, then more

circuitry is required to select the mode. This may be accom-

plished by utilizing a PAL®. The PAL has two functions. One
as an address comparator, so that when the desired port

address occurs (programmed in the PAL), the comparator

gates the data into a latch, where it is connected to the

mode pins of the DP8409A. Hence the mode of the

DP8409A can be changed as desired with one PAL chip

merely by addressing the PAL location, and then outputting

data to the mode-control pins. In this manner, all the auto-

matic modes may be selected, assigning R/C as RFCK al-

ways, and CASIN as RGCK always. The output from RF I/O

may be used as End-of-Count to an interrupt, or Refresh

Request to HOLD or BUS REQUEST. A complex system

may use Modes 5 and 1 for automatic access and refresh,

Modes 3a and 7 for system Initialization, and Mode 2 (auto-

burst refresh) before and after DMA.
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FIGURE 11. Output Load Circuit

TL/F/8409-22

FIGURE 12. Waveform
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FIGURE 13a. Connecting the DP8409A Between the 16-Bit Microprocessor and Memory
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Applications (continued)
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FIGURE 13b. DP8409A Auto Refresh
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DP84412 Dynamic RAM Controller Interface Series Circuit

for the Series 32000® CPU

General Description
The DP84412 is a new Programmable Array Logic (PAL®)

device, that replaces the DP84312, designed to allow an

easy interface between the National Semiconductor Series

32000 family of processors and the National Semiconductor

DP8409A, DP8429, or DP8419 DRAM controller.

The new DP84412 supplies all the control signals needed to

perform memory read, write and refresh and work with the

National Semiconductor Series 32000 family of processors

up to 10 MHz. Logic is also included to insert WAIT states, if

wanted, into the microprocessor READ or WRITE cycles

»,tian I ,r>inn loci PDI Ic

Features
Provides a 3-chip solution for the Series 32000 family,

dynamic RAM interface {DP8409A or DP8419,

DP84412, and clock divider).

Works with all Series 32000 family speed versions up

to 10 MHz.

Operation of Series 32000 processor at 10 MHz with

no WAIT states.

Controls DP8409A or DP8419 Mode 5 accesses, hid-

den refreshes and Mode 1 Forced Refreshes automati-

cally.

Inserts WAIT states in READ o r WRITE cycles auto-

matically depending on whether WAITRD or WAITWR
are low, or if CS becomes active during a forced Re-

fresh cycle.

Uses a standard National Semiconductor PAL part

(DMPAL16R6A).

The PAL logic equations can be modified by the user

for his specific application and programmed into any of

the PALs in the Nattonal Semkranductor family, includ-

ing the new very high speed PALs ("B" PAL parts).
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Order Number DP84412J or DP84412N

See NS Package Number N20A or J20A
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Absolute Maximum Ratings
Specifications for Military/Aerospace products are not

contained in this datasheet. Refer to the associated

reitability electrical test specifications document.

Operating Programming Operating Programming
Supply Voltage, Vcc 7V 12V Off-State Output Voltage 5.5V 12V
InputVoltage 5.5V 12V Storage Temperature Range -65°Cto+150''C

Recommended Operating Conditions

Symbol Parameter
Commercial

Units
Min Typ Max

Vcc Supply Voltage 4.75 5 5.25 V

tw Width of Clock
Low 15 10

ns
High 15 10

tsu
Setup Time from Input

or Feedback to Clock
25 16 ns

th Hold Time -10 ns

Ta Operating Free-Air Temperature 25 75 "C

Tc Operating Case Temperature °C

Electrical Characteristics over Recommended operating Temperature Range

Symbol Parameter Test Conditions Min Typ Max Units

V|H High Level Input Voltage 2 V

V|L Low Level Input Voltage 0.8 V

V|G Input Clamp Voltage Vcc = Min,l|= -18 mA -0.8 -1.5 V

VOH High Level Output Voltage

Vcc = Min

V|L = 0.8V

V|H = 2V
l0H= -3.2 mA COM 2.4 2.8 V

Vol Low Level Output Voltage

Vcc = Min

V|L = 0.8V

V|H = 2V
Iql = 24 mA COM 0.3 0.5 V

loZH
Off-State Output Cun-ent

Vcc = Max
V|L = 0.8V

V|H = 2V

Vo = 2.4V 100 ^^A

loZL Vo = 0.4V -100 ILtA

ll Maximum Input Current Vcc = Max,V|-5.5V 1 mA
l|H High Level Input Cun'ent Vcc = Max, V| = 2.4V 25 ^A

l|L Low Level Input Current Vcc = Max, V| = 0.4V -0.02 -0.25 mA

los Output Short-Circuit Cun-ent Vcc = 5V Vo = OV -30 -70 -130 mA

Ice Supply Cun-ent Vcc = Max 120 180 mA
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Switching CilSrSCteriStiCS over Recommended Ranges of Temperature and Vcc

Vcc = 5V +10%. Commercial: Ta = 0°C to 75°C, Vqc = 5V ±5%

Oo
0»

ro

Symbol Parameter
Test Conditions

R1,R2

Commercial

MIn Typ Max
Units

tpD

<CLK

tpzx

Input or Feeclbaci< to Output 15

Ciocl< to Output or Feedbaci< CL = 50 pF 10

Pin 1 1 to Output Enable 10

25

15

20

*PXZ Pin 11 to Output Disable Cl = 5 pF 11 20

tpzx Input to Output Enable Cl = 50 pF 10 25

'PXZ input to Output Disable Cl = 5 pF 13 25

'max Maximum Frequency 25 30

Vcc = M3X at minimum temperBture.

PAL For Series 32000 Family Systems
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Mnemonic Description

INPUTS SIGNALS
1) "FCLK"

2)

3)

4)

5)

6)

8)

9)

10)

"TSO"

"RFI/0"

"ADS"

"DDiN"

"WAITWRITE'

"CTTL"

"CS"

"WAITREAD"

"OE"

OUTPUTS SIGNALS
1) "MODE"

2) "2DLY"

3) "3DLY"

4) "4DLY"

5) "BASIN"

6) "CYCLED"

7) "CWAIT"

"INCYCLE"

Fast clock from the NS32201 TCU
clock chip, this signal runs at twice

the speed of the system clock.

From the NS32201 TCU clock chip,

this signal Indicates the start of the

"T2" state and goes high at the be-

ginning of the "T4" state.

RFRQ (refresh request) in mode 5.

From 8409A, an active low signal.

From the Series 32000 CPU, address

strobe. If the system Includes the

MMU (NS32082) then PAV should be

connected to this Input.

Used to differentiate between READ
and WRITE cycles, and to allow CS
READ cycles to start early.

This signal Is used to add a WAIT
state into a CS WRITE access cycle,

and delay RASIN until the end of the

"T2" clock period.

From the NS32201 TCU clock chip,

this signal runs at the system clock

frequency.

From decoder chip (chip select) (ac-

tive low).

Used to Insert 1 wait state Into the Se-

ries 32000 READ bus cycle. The wait

state allows the use of memory with

longer access times (tcAc)- An active

low signal.

This input enables the outputs of the

"D-Flip Flop" outputs of the PAL.

This pin goes to M2 on the DP8409A
to change from mode 5 to mode 1

(only used for forced refresh).

Delay used intennal to the PAL.

Delay used Interrtal to the PAL.

Delay used Internal to the PAL.

To the 8409A (creates RASs). Goes
low earlier for READ cycles than

WRITE cycles.

Goes active low once a hidden re-

fresh (non CS cycle) or DRAM access

has been performed. CYCLED always

goes low at the beginning of the "T3"

processor state. This signal goes high

(reset) by the end of the processor

bus cycle as Indicated by TSO being

high.

This output Inserts "WAIT" or

"HOLD" states Into the NS32016 ma-

chine cycles (only WAIT states are

used in this application). This output Is

in "not enabled" condition when CS Is

high (not chip selected).

This signal goes active from the CPU
ADS signal. This signal Indicates that

the processor is doing an access
somewhere In the system. This signal

stays low for several T states of the

access cycle.

Functional Description
The following description applies to both the DP8409A and
the DP8419 dynamic RAM controllers.

A memory cycle starts when chip select (5S) and address

strobe (ADS) are tme. RASIN is supplied from the DP84412
to the DP8409A dynamic RAM controller, which then sup-

plies a RAS signal to the selected dynamic RAM bank. After

the necessary row address hold time, the DP8409A
switches the address outputs to the column address. The
DP8409A then supplies the required CAS signal to the

DRAM. In order to do byte operations it Is suggested that

the user provide external logic, as shown in the system

block diagram, to produce a HIGH WRITE ENABLE and/or

a LOW WRITE ENABLE . To differentiate between a READ
and a WRITE, the DDIN signal from the CPU Is used. DDJN
is also supplied to the external WRITE ENABLE logic.

A refresh cycle is started by one of two conditions. The
refresh cycle caused by the first condition is called a hidden

refresh. This occurs when refresh clock (RFCK) Is high, CS
Is not true, and RASIN goes true. Here the CPU is accessing

something else in the system and the DRAM can be re-

freshed at that time, thereby being transparent to the CPU.
The second type of refresh is called forced refresh. This

occurs if no hidden refresh was performed while RFCK was
high. When RFCK transitions low a refresh request (RFRQ)
Is generated. If there Is not a DRAM access in progress the

DP84412 will force a refresh by putting the DP8409A into

mode 1 (automatic forced refresh mode). If the CPU tries to

access the DRAM during a forced refresh cycle WAIT states

will be inserted into Its cycles until the forced refresh Is over

and the DRAM RAS precharge time has been met. Then the

pending DRAM access will be allowed to take place.

The DP84412 also allows forced refreshes to take place

during long accesses of other devices. For instance, if

EEPROM takes several microseconds to write to, the

DRAM will still be refreshed while that access Is in progress.

In a standard memory cycle, the access can be slowed

down by one clock cycle to accommodate slower memories

or allow time to generate parity. This is accomplished by

inserting a WAIT state Into the processor access cycle. The
DP84412 can Insert WAIT states into either READ or

WRITE cycles, or both. The extra WAIT state will not appear

during the hidden refresh cycle, so faster devices on the

CPU bus will not be affected.

System Interface Description
All members of the Series 32000 family of processors are

able to use the DP84412.

The DP84412 differentiates between READ and WRITE cy-

cles, allowing the RASIN signal to start earlier during a

READ cycle compared to a WRITE cycle.

RASIN during a READ cycle will always start at the begin-

ning of the "T2" processor cycle. The user must also guar-

antee that CS Is valid a minimum of 30 ns before RASIN
becomes valid. The worst case would be at 10 MHz where
FCLK preceeds PHI1 by a maximum of 10 ns. RASIN can

occur a minimum of approximately 8 ns after FCLK. There-

fore CS must occur a minimum of 32 ns (30 ns+2 ns) be-

fore the rising edge of PHI1 at 10 MHz.

The user may want to tie CS low on the DP8409A/19 (dis-

able HIDDEN REFRESH) and use the system transceivers

to select the DRAM. In this case one only needs to concern

himself with the 10 ns address setup time to RASIN.
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System Interface Description (continued)

The DP84412 can be used in a system with the MMU
(NS32082) but the signai PAV would be connected to the

ADS input instead of ADS.

Severai other critical parameters in this application that in-

volve the input signals DDIN, CWAIT, TSO, and FCLK.

These parameters become most critical at 10 MHz where it

is suggested that they are directly connected to the corre-

sponding pins of the Series 32000 family ICs.

This section of the data sheet goes through the calculation

of the "tRAC" (RAS access time) and "tCAC" (CAS access

time) required by the DRAM for the Series 32000 family

CPUs to operate at a particular clock frequency without in-

troducing wait states into the processor access cycles. Both

"tRAC" and "tCAC" must be considered in determining

what speed DRAM can be used in a particular system de-

sign. The DRAM chosen must meet both the "tRAC" and

"tCAC" parameters calculated. In order to determine the

"tRAC" and "tCAC" needed the DP8419 and fast PALs

("B" type PALs) timing parameters were used. If the user is

using the DP8408A/09A or a slower PAL device he should
n..L.M4-i». itn +kAir rarMia/->+iirA Hol^wc !n+/\ tha am latinnc hoinwSUDOUIUIC U I'd! iSoi^SwurfS irfWidjO njkv ». .«* v^v>~~-— •••> _w.wi5.

Most all of the calculations contained in this note use

"RAHS" = 1 (15 ns guaranteed minimum row address hold

time). Calculations only used "RAHS" = (25 ns guaran-

teed minimum row address hold time) when the calculated

access time from RAS exceeded 200 ns. This is because

DRAMs can be found with row access times up to 150 ns

that require only 15 ns row address hold times.

EXAMPLE DRAM TIMING CALCULATIONS

A) 8 MHz Series 32000 CPU, No Wait states

#1) RASIN = T1 - 2 ns (FCLK to PHI1 skew) -I- 12 ns

("B" PAL clocked output) = 125 - 2 + 12 = 135 ns

maximum

#2) RASIN to RAS low = 20 ns maximum (DP8419)

#3) RASIN to CAS low = 80 ns (DP8419 RASIN - CAS
low) - 3 ns (load of 72 DRAMs instead of 88 DRAMs
speced in data sheet) = 77 ns

#4) 74F245 transceiver delay = 7 ns maximum

#5) CPU data setup time to "T4" = data setup to PHI2 T.E.

+ maximum PHI2 F.E. to PHI1 R.E. = 15 + 5 = 20 ns

minimum

"tRAC" = T1 +T2-I-T3- #1 - #2- #4- #5

= 125 + 125 + 125- 135-20 -7-20= 193 ns

"tCAC" =T1+T2+T3-#1-#3-#4-#5
= 125+ 125 + 125- 135 -77 -7-20 = 136 ns

Therefore the DRAM chosen should have a "tRAC" less

then or equal to 193 ns and a "tCAC" less than or equal to

136 ns. Standard 150 ns DRAMs meet this criteria.

The minimum RAS PRECHARGE TIME will be approximate-

ly one and one half clock periods = 125 + 62 = 187 ns.

The minimum CAS PRECHARGE TIME will be approximate-

ly one and one half clock periods plus 35 ns (minimum

tRiCL-tfllCH for the DP8409-2) = 125 + 62 + 35 =

222 ns.

The minimum RAS PULSE WIDTH will be approximately two

clock periods - 5 ns (maximum tF(pDL~fRPDH for t^^

DP8409-2) = 250 - 5 = 245 ns.

The minimum CAS PULSE WIDTH will be approximately two

clock periods - 70 ns (maximum tRicL~tRICH for the

DP8409-2) = 250 - 70 = 180 ns.

The smallest pulse widths are generated during WRITE cy-

cles since RASIN during WRITE cycles starts later than

RASIN during READ cycles.

If one inserted a WAIT state in READ cycles the DRAM
column access times and the RAS pulse width would be

increased by one clock period (125 ns in this case). A WAIT
state in WRITE cycles would just increase the RAS pulse

width by one clock period.

B) 10 MHz Series 32000, No Wait States

#1) RASIN low = T1 - 2 ns (FCLK - PHI1 skew) + 12 ns

("B" PAL clocked output) = 100 -2 + 12=110 ns

maximum

#2) RASIN to RAS low = 20 ns maximum

Oa
00

#3) RASIN to CAS low = 80 ns maximum (DP8419 RASIN

-CAS low) - 3 ns (load of 72 DRAMs instead of 88

DRAMs speced in data sheet) = 77 ns

#4) 74F245 transceiver delay = 7 ns maximum

#5) CPU data setup time to "T4" = data setup to PHI2 T.E.

+ maximum PHI2 F.E. to PHI1 R.E. = 15 + 5 = 15 ns

minimum

"tRAG"=T1+T2+T3-#1-#2-#4-#5
= 100+ 100 + 100-110-20-7-15 = 148 ns

"tCAC"=T1+T2+T3-#1-#3-#4-#5
= 100 + 100 + 100-110-77-7-15=91 ns

Therefore the DRAM chosen should have a "tRAC" less

then or equal to 148 ns and a "tCAC" less than or equal to

91 ns. Standard 120 ns DRAMs meet this criteria.

The minimum RAS PRECHARGE TIME will be approximate-

ly one and one half clock periods ^^.100 + 50 = 150 ns.

The minimum CAS PRECHARGE TIME will be approximate-

ly one and one half clock periods plus 35 ns (minimum

tRICL-tRICH for the DP8409-2) = 100 + 50 + 35 =

185 ns.

The minimum RAS PULSE WIDTH will be approximately two

clock periods - 5 ns (maximum tRpoL-tRPOH for the

DP8409-2) = 200 - 5 = 195 ns.

The minimum CAS PULSE WIDTH will be approximately two

clock periods - 70 ns (maximum tRicL-tRicH for the

DP8409-2) = 200 - 70 = 130 ns.

The smallest pulse widths are generated during WRITE cy-

cles since RASIN during WRITE cycles starts later than

RASIN during READ cycles.

If one inserted a WAIT state in READ cycles the DRAM
column access times and the RAS pulse width would be

increased by one clock period (100 ns in this case). A WAIT

state in WRITE cycles would just increase the RAS pulse

width by one clock period.

SUGGESTIONS

It is suggested that the DP8409A could be used up to 8

MHz. Above 8 MHz one should use the DP8409-2 or the

DP8419. Also, fast PALs ("A" or "B" parts) should be used

at 8 MHz and atxive.

INTERPRETING THE DP84412 PAL EQUATIONS

The boolean equations for the DP84412 were written using

the standard PALASM™ format. In other words the equa-

tion: "IF (Vcc) RASIN = INCY*M0DE*4D'DDIN" will mean;

The output "RASIN" (see pin list for DP84412) will be active

low (inverted RASIN) when ttie output "INCY" is low (mak-

ing INCY high) AND ttie output "MODE" is high AND the

output "4D" is low (making 4D high) AND the input DDIN is

low (making DDIN high).
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PAL Boolean Equations
PAL16R6A ;FAST PAL

NEW PAL FOR THE NATIONAL SEMICONDUCTOR NS32016, 32008, 32032

NATIONAL SEMICONDUCTOR (WORKS UP 10 MHz)

FOLK ISO RFIO ADS DDIH WAITWR CIIL CS WAITRD GHD
OE CWAIT 4DLY 3DLY 2DLY MODE RASIN CYCLED INCY VCC

RASIN INCY*CYCLED*MODE*CTTL*DDIN+

INCY'M0DE*2DLY*WAITWR+
CS«INCY«M0DE«3DLY +
CS»INCY«M0DE«2DLY»WAI TWR'CTIL+
RASIN* IN0Y»M0DE»2DLY

CYCLED := M0DE*2DLY*WAIIWR'DDIN'CTIL+
M0DE*2DLY*WAIIRD*DDIN'CTIL+
M0DE*2DLY'4DLY*WAITRD*DDIN'CIIL +
M0DE'2DLY'4DLY'WAITWR*DDIN'CITL+
CYCLED*TS0'M0DE +

CYCLED*MODE*CIIL

Start RASIN fast during
"READ" cycle
"WRITE" cycle without WAIT states
Hidden Refresh RASIN
"WRITE" cycl e with WAIT states
continue RASIN

;No WAITS Inserted
;No WAITS inserted
;WAIT in READ cycle
;WAIT in WRITE cycle

MODE := RFI0*INCY'2DLY*CTTL +

M0DE*3ra;Y+

MODE*^LY+

MODE'CTTL

;forced refresh during idle
;states, in long cycles,
;or at the end of a cycle

2DLY M0DE*4DLY*CTTL+

2DLY*CTTL+

INCY*CYCLED*M0DE*3DLY*4DLY'CTTL+
CS*DDIH'WAIIRD*INCY*M0DE*2DLY'3DLY*4DiiY+
CS*DDIN*WAIIWR*INCY*M0DE'2DLY*3DLY'4DLY

;extend 2DLY if

; WAIT states

are wanted

3DLY := 2DLY*4DLY*CTTL+

SDLY'CITL

4DLY 3DLY*CfTL +

4DLY*CITL+

IHCY*MODE'CIIL +

INCY*«0DE'2DLY*CTTL

IF (VCC) INCY = ADS*MODEH

CS*TS0*CYCLED*M0DE*2DLY*4DLY+
INCY*CYCLED H

INCY'2DLY

;Start INCY for CS

;access after forced

;refresh

IF (CS) CWAIT= CS'TS0'CYCLED'MODE*2DLY*4DLY+ ;for Access during

;foroed refresh

CS*ISO*M0DE+ ;durlng forced refresh

CS*INCY'CYCLED*DDIN'WAITRD*M0OE*2DLY*3DLY*4DLY+

; CS READ cycle with

; WAIT states

CS*INCY*CYCLED*DDTN*WAITWR*SiODE*2DLY*3DLY*4DLY

; OS WRITE cycle with

! WAIT states

FIGURE 1. Equations for the Series 32000 Famiiy Interface PAL
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System Timing
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System Timing Diagr
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System Timing Diagrams (continued)
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System Timing Diagrams (continued)
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System Timing Diagrams (Continued)
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PRELIMINARY

DP8417/NS32817, 8418/32818, 8419/32819, 8419X/
32819X 64k, 256k Dynamic RAM Controller/Drivers

General Description
The DP8417/8418/8419/8419X represent a family of 256k

DRAM Controller/ Drivers which are designed to provide

"No-Waitstate" CPU interface to Dynamic RAM arrays of up

to 2 Mbytes and larger. Each device offers slight functional

variations of the DP841 9 design which are tailored for differ-

ent system requirements. Ail family members are fabricated

using National's new oxide isolated Advanced Low power

Schottky (ALS) process and use design techniques which

enable them to significantly out-perform all other LSI or dis-

crete alternatives in speed, level of integration, and power

consumption.

Each device integrates the following critical 256k DRAM
controller functions on a single monolithic device: ultra pre-

cise delay line; 9-bit refresh counter; fail-through row, col-

umn, and bank select input latches; Row/Column address

muxing logic; on-board high capacitive-load RAS, CAS, and

Write Enable & Address output drivers; and, precise control

signal timing for all the above.

There are four device options of the basic DP8419 Control-

ler. The DP8417 is pin and function compatible with the

DP8419 except that Us outputs are TRI-STATE®. The

DP8418 changes one pin and is specifically designed to

offer an optimum interface to 32 bit microprocessors. The

DP841 9X Is functionally identical to the DP841 9, but is avail-

able in a 52-pin DIP package which is upward pin compati-

ble with National's new DP8429D 1 Mbit DRAM Controller/

Driver.

Each device is available in plastic DIP, Ceramic DIP, and

Plastic Chip Canier (PCC) packaging. (Continued)

Operational Features
Makes DRAM interface and refresh tasks appear virtu-

ally transparent to the CPU, making DRAMs as easy to

use as static RAMs
Specifically designed to eliminate CPU wait states up to

10 MHz or beyond

Eliminates 15 to 20 SSI/MSI components for significant

board real estate reduction, system power savings and

the elimination of chip-to-chip AC skewing

On-board ultra precise delay line

On-board high capacitive RAS, CAS, WE, and address

drivers (specified driving 88 DRAMs directly)

AC specified for directly addressing up to 8 Megabytes

Low power/high speed bipolar oxide isolated process

Upward pin and function compatible with new DP8428/

DP8429 1 Mbit DRAM controller drivers

Downward pin and function compatible with DP8408A/
DP8409A 64k/256k DRAM controller/drivers

4 user selectable modes of operation for Access and

Refresh (2 automatic, 2 external)

Contents
System and Device Block Diagrams

Recommended Companion Components

Device Connection Diagrams and Pin Definitions

Family Device Differences

(DP8419 vs DP8409A, 8417, 8418, 841 9X)

Mode of Operation

(Descriptions and Timing Diagrams)

Application Description and Diagrams

DC/AC Electrical Specifications, Timing Diagrams and

Test Conditions

System Diagram

CPU
32 -BIT

tS-BIT

8-BIT

DT*CK/W*IT

aeaam
PROGRAMMABLE
REFRESH TIMER

I BEAD/WRnt

C J ™ns- V

ARBiniATION

ERRK CORSECnON

1

DPS4XX2

CPU SPECIFIC A
REFRESH/ACCESS ( 0P841 7/1 8/1 9 COHIROL

n

^

DP841

7

DPS41S, OR
DPS4I9

256K

DRAM
CONTROLLER/

DRIVERS

MULTIPLEXED ADDRESS BUS
00-8(500 pF DRIVERS)

ESO-S (150 pF DRIVERS)

CAS (600 pE DRIVER)

W (500 pF DBr/ER)

MEMORY MTA BUS

BUFFER (

DP8400-2/8O2A COWTO.a

<z.
DP8400-2 OR OP8402A

16 BIT OR 32 BIT

ERROR DEIECnOK

ANO CORRECIIOM

iC

ENABLE BUFFERS

' WirFTRK=

^

^

A BANKS OF

256K

DYNAMIC RAUS

UP TO

2 MEGABYTES

PLUS
ERROR

CORRECTION.

CHECK BUS

CHECK BrrS OUT
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General Description (continued)

in order to specify each device for "true" worst case operat- an access, leaving tiie three non-selected banks in the

ing conditions, all timing parameters are guaranteed while standby mode (less than one tenth of the operating power)

the chip is driving the capacitive load of 88 DRAMs includ- with data outputs in TRI-STATE.

ing trace capacitance. The chip's delay timing logic maizes jhe DP841 9 has two mode-select pins, allowing for two re-

use of a patented new delay line technique which keeps fresh modes and two access modes. Refresh and access
A.C. skew to ±3 ns over the full Vqc range of ±10% and timing may be controlled either externally or automatically,

temperature range of -55°C to +125°C. The DP8417, jhe automatic modes require a minimum of input control

DP8418, DP8419, and DP8419X guarantee a maximum signals

"^*^' o
11^.*®°^^ "^^'^^ °* ^°r

°' ^° "' T" T\T: A refresh counter is on-chip and is multiplexed with the row
ing a 2 Mbyte memory array wrth error correction check bits ^^^ ^^.^^^

. ^^ ^^^^ ^, ^^ ^^^
included. Speed selected opbons of these devices are

^^^^ ^^^^^ ^^^"^ ^^^ ^^^ incremented
shown ,n the switching characteristics section of this docu- ^, ^^ completion of the refresh. Row/Column and bank
"^^™'

address latches are also on-chip. However, if the address
With its four independent HAS outputs and nine multiplexed inputs to the DP841 9 are valid throughout the duration of

address outputs, the DP8419 can support up to four banks the access, these latches may be operated in the fall-

of 16k, 64k or 256k DRAfi/ls. Two bank select pins, B1 and through mode.
BO, are decoded to activate one of the HAS signals during

System Companion Components

Device # Function

DP84300

DP84412

DP84512

DP84322

DP84422

DP84522

DP84432

DP84532

DP8400-2

DP8400-4

DP8402A

Programmable Refresh Timer for DP84xx DRAM Controller

NS32008/16/32 to DP8409A/17/18/19/28/29 Interface

NS32332 to DP841 7/1 8/1 9/28/29 Interface

68000/08/10 to DP8409A/17/18/19/28/29 Interface (up to 8 MHz)

68000/08/10 to DP8409A/1 7/1 8/1 9/28/29 Interface (up to 12.5 MHz)

68020 to DP841 7/ 18/ 19/28/29 Interface

8086/88/186/188 to DP8409A/17/18/19/28/29 Interface

80286 to DP8409A/17/18/19/28/29 Interface

16-bit Expandable Error Checker/Corrector

16-bit Expandable Error Checker/Con-eotor

32-bit Error Detector and Corrector (EDAC)
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Block Diagrams

ROW ADDRESS
IHPUT LATCH

DP8417, 8419 and 8419X

—

COLUMN ADDR.
INPUT LATCH

9'BIT

REFRESH
COUNTER

BANK SELECT
INPUT LATCH

CS -

ISSiii -

R/C[flFCK) -

CS5fN(RGCK) -

WIN -

1—T t RASIN

CONTROL LOSIC

1 L 1 1
RFI/O M2IHFSHI RAHS MO

DP8418

ROW ADDRESS
INPUT LATCH

L r>ni MUuCOLUMN ADDR.
INPUT LATCH

9-BIT

REFRESH
COUNTER

BANK SELECT
INPUT LATCH

C5-

mm •

n/t|BFCK| -

mRlRGCKI -

WIN -

1~T

RAS
DECODER

f RASIN

MM
RFI/O MZ(PSH| RAHS MO

HIGH CAPACITIVE DRIVE
CAPABILITY OUTPUTS

-^ » Rl53

-^ RI52

-^ > raSi

-^ » BSSo

-t^-'

HIGH CAPACITIVE DRIVE
CAPABILITY OUTPUTS

ffA53

I

^ »- raSi

' ^ »- RASO
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Connection Diagrams (Duaim-une Package)

R/C(RFCK)- 1 48 -R^ IVf(RFCK) -1-
52

RASIN
51

aiSiK(RCCIO- 2 47 _S CASIN(I«SCK) — CS
50

UO- 3 46 -RFI/0 ™ — -^^^°
RAHS- 4 45 -WiN RAHS — WIN

M2(WSH)- 5 44 -Wt M2(I!FSH) — ^WF
ADS- 6 43 -QO *0S — -"O
RO- 7 42 -Q1 RO — NC

45

CO- 8 41 -Q2 CO — 01
44

R1- 9 4C «. - -<»
Cl- 10 39 -,4 C. - -"'
R2- 11 DP8417 ^ -GND 82 — -04
C2-

GND-

12 OR 37

13
«"" 36

-Q5 C2 —
-VCC <5ND —

.

GHD
., ' DP8419X 39

R3- 14 35 -06 R3 —
U"^

C3- 15 34 C3- Jivcc

R*- IS 33 _Q8 R4 -
l?"*

a- 17 32 -m C4-
lr»'

R5- 18 31 -ms R5- -«L
C5- 19 M -RAiz =5 — 1?^
R6- 20 29 -R^ «C- -^
C6- 21 28 -R^O MC — -RAS2

R7- 22 27 "S- RAS1
30

C7- 23 26 C6 - RASO
29

R8- 24 25 -C8 R7- 1?™
C7 ^^

C8

-29

TL/F/8396-2B |,s —
TL/F/S396

R/C(RFCK)- 1 48 -BBiR

C«iN(RCCK)- 2 47 -S
MO- 3 46 -RF I/O

RAHS- 4 45 -WS

tt2(RRH)- 5 44 -«!

ADS- 6 43 -00

RO- 7 42 -01

CO- 8 41 -02

R1- 9 40 -03

Cl- 10 39 -04

R2- 11 38 -OND

C2- 12 0P8418 J7 -05

GNO- 13 36 -VCC

R3- U 35 -06

C3- 15 34 -07

R«- 16 33 -08

C4- 17 32 -ae
R5- 18 31 -sm
C5- 19 30 -Ssi

R6- 20 29 -m\
C6- 21 28 -mo
R7- 22 27 -NC

C7- 23 26 -81

R8- 24 25 -C8

TL/F/e396-30

Order Number DP8417D-70, DP8417D-80, DP8417N-70, DP8417N-80,

DP8418D-70, DP8418D-80, DP8418N-70, DP8418N-80,

DP8419D-70, DP8419D-80, DP8419N-70, DP8419N-80,

DP8419XD-70 or DP8419XD-80.

See NS Package Number D48A, D52A, or N4SA
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X
00 Connection Diagrams (continued)

CM
CO Plastic Chip Carrier Package

X
o> c
^ IS ^ ?
CO 1^ l¥ £. 12 ^
o> s s ili'^l^iQ ^lii^ s
CO 9 8 7 6 5 4 3 2 1 SS 67 66 65 64 63 62 Et

s 10 60
eo

3; ADS U 59

RO 12 58 01

CO CO 13 57 02

op R1 14 56 03

00 C1 15 55 04
CMn
•w.

R2 16 54 GND

« C2 17 53 GND

GND 18 Dl'8418 52 05

GNO 19 51 Vcc

00
R3 20 50 Voc

CM C3 21 49 06
eo

$ R4 22 48 07Z
C4 23 47 Q8

l».
R5 24 46 cTs

i C5 25 45 RAS3

Q. 26 44Q 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43

<e lO 1^ r<. (o fo ^ u lo )i- <rj
OS u ae o oe u GO z |(rt jv) |<A

Is Is Is
TL/F/8396-31

Plastic Chip Carrier Package

^ IZ fe « ^
3 5 il'^liiss ilil^ §

9 8 7 6 5 4 3 2 1 68 67 66 65 64 63 62 61

10 60

ADS 11 59

RO 12 58 01

03 13 57 02

R1 14 56 03

CI 15 55 04

R2 16 54 GND

C2 17 53 GND

GND " DP8419 52 05

GND 19 51 Vcc

R3 20 50 Vcc

C3 21 49 06

R4 22 48 07

C4 23 47 08

R5 24 46 CAS

C5 25 45

26 44
27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43

RM3

<o 10 IV r^ so 00 — o <d 1— icM
Q= u oe o OS CJ OD m |(o |(/) liA

Is Is Is
TL/F/8396-32

Order Number DP8417V-70, DP8417V-80, DP8418V-70,

DP8418V-80, DP8419V-70 or DP8419V-80
See NS Package Number V68A
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Family Device Differences
DP8417 vs DP8419

The DP8417 is identical to the DP8419 with the exception

that its HAS, CAS, WE^d Q (Ivlultiplexed Address) outputs

are TRI-STATE when CS (Chip Select) is high and the chip

is not in a refresh mode. This feature allows access to the

same DRAM array through multiple DRAM Controller/Driver

DP841 7s. All AC specifications are the same as the DP841

9

except tcsRLO which Is 34 ns for the DP8417 versus 5 ns

for the DP8419. Separate delay specificatioris for the TRI-

STATE timing paths are provided In the AC tables of this

data sheet.

DP8418 VS DP8419

The DPB418 DYNAMIC RAM CONTROLLER/DRIVER is

identical to the DP8419 with the exception of two functional

differences incorporated to improve performance with 32-bit

microprocessors.

1) Pin 26 (B1) is used to enable/disable a pair of RAS out-

puts, and pin 27 (BO on the DP8419) is a no connect.

When B1 is low, RASO and RAS1 are enabled such that

they both go low during an access. When 81 is high,

RAS2 and RAS3 are enabled. This feature Is usefu l when

driving words to 32 bits or more since each RAS would

be driving only one half of the word. By distributing the

load on each RAS line in this way, the DP8418 will meet

the same AC specifications driving 2 banks of 32 DRAMs
each as the DP841 9 does driving 4 banl<s of 1 6 bits each.

2) The hidden refresh function available on the DP8419 has

been disabled in order to reduce the amount of setup

time necessary from CS going low to RASIN going low

during an access of DRAM. This parameter, called

tcsRLi , is 5 ns for the DP841 8 whereas it is 34 ns for the

DP8419. The hidden refresh function only allows a very

small increase in system performance, at best, at micro-

processor frequencies of 10 MHz and above.

DP8419 VS OP8409A

The DP841 9 High Speed DRAM Controller/Driver combines

the most popular memory control features of the

DP8408A/9A DRAM Controller/Driver with the high speed

of bipolar oxide isolation processing.

The DP841 9 retains the high capacitive-load drive capability

of the DP8408A/9A as well as its most frequently used ac-

cess and refresh modes, allowing It to directly replace the

DP8408A/9A in applications using only modes 0, 1 , 4 and 5.

Thus, the DP8419 will allow most DP8408A/9A users to

directly upgrade their system by replacing their old control-

ler chip with the DP8419.

The highest priority of the DP8419 is speed. By peforming

the DRAM address multiplexing, control signal timing and

high-capacitive drive capability on a single chip, propagation

delay skews are minimized. Emphasis has been placed on

reducing delay variation over the specified supply and tem-

perature ranges.

Except for the following, a DP8419 will operate essentially

the same as a DP8409A.

1) The DP841 9 has significantly faster AC performance.

2) The DP841 9 can replace the DP8409A in applicattons

which use modes 0, 1,4, and 5. Modes 2, 3, 6, and 7 of

the DP8409A are not available on the DP841 9.

3) Pin 4 on the DP8419 is RAHS instead of M1, as on the

DP8409A, and allows for two choices of tnAH in mode 5.

4) RFI/0 does not function as an end-of-count signal in

Mode on the DP8419 as it does on the DP8409A.

5) DP8419 address and control outputs do not TRI-STATE

when CS is high as on the DP8409A. DP8419 control

outputs are active high when CS Is high (unless refresh-

ing).

Pin Definitions

Vcc, GND, GND - Vcc = 5V ± 10%. The three supply

pins have been assigned to the center of the package to

reduce voltage drops, both DC and AC. There are two

ground pins to reduce the low level noise. The second

ground pin is located two pins from Vcc, so that decoupling

capacitors can be inserted directly next to these pins. It is

important to adequately decouple this device, due to the

high switching cun'ents that will occur when all 9 address

bits change in the same direction simultaneously. A recom-

mended solution would tie a 1 |j,F multilayer ceramic capaci-

tor in parallel with a low-voltage tantalum capacitor, both

connected as close as possible to Vcc 3ri<^ ^^^ ^ reduce

lead inductance. See Figure below.

Vcc O-

•MULTIUYER

CERAMIC

r
X

1
'JGND O

TL/F/8396-4

•Capacitor values should be chosen depending on the particular application.

R0-R8: Row Address Inputs.

C0-C8: Column Address Inputs.

Q0-Q8: Multiplexed Address Outputs - This address is

selected from the Row Address Input Latch, the Column

Address Input Latch or the Refresh Counter.

RASIN: Row Address Strobe Input - RASIN directly con-

trols the selected RAS output when in an access mode and

all RAS outputs during hidden or external refresh.

R/C (RFCK) - In the auto-modes this pin is the external

refresh clock input; one refresh cycle should be performed

each clock period. In the external access mode it is Row/

Column Select Input which enables either the row or column

address input latch onto the output bus.

CASIN (RGCK) - In the auto-modes this pin Is the RAS
Generator Clock input. In external access mode it is the

Column Address Strobe input which controls CAS directly

once columns are enabled on the address outputs.

ADS: Address (Latch) Strobe Input - Row Address, Col-

umn Address, and Bank Select Latches are fall-through with

ADS high; latching occurs on high-to-low transition of ADS.

CS: Chip Select Input - When high, SS disables all access-

es. Refreshing, however, in both modes and 1 is not af-

fected by this pin.

MO, M2 (RFSH): Mode Control Inputs - These pins select

one of the four available operational modes of the DP8419

(see Table III).

RFI/0: Refresh Input/Output - In the auto-modes this pin

is the Refresh Request Output. It goes low following RFCK
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Pin Definitions (Continued)

indicating that no hidden refresh was perfomned while RFCK
was high. When this pin Is set low by an external gate the

on-chip refresh counter is reset to all zeroes.

WIN: Write Enable Input.

WE: Write Enable Output - WE follows WIN unconditional-

ly.

RAHS: Row Address Hold Time Select • Selects the tRAH
to be generated by the DP8419 delay line to allow use with

fast or slow DRAMs.

CAS: Column Address Strobe Output - In mode 5 and in

mode 4 with CASIN low before R/C goes low, 5AS goes
low automatically after the column address is valid on the

address outputs. In mode 4 CAS follows CASIN directly af-

ter R/C goes low, allowing for nibble accessing. CAS is al-

ways high during refresh.

RAS 0-3: Row Address Strobe Outputs • The enatiled

RAS output (see Table II) follows RASIN directly during an
access. During refresh, all RAS outputs are enabled.

BO, B1: Bank Select Inputs - These pins are decoded to

enable one of the four RAS outputs during an access (see

Table I and Table II).

TABLE I. DP8417, DP8419, DP8419X
Memory Bank Decode

Bank Select

(Strobed by ADS) Enabled RASn
B1 BO

1

1

1

1

RASi
RAS?
RA§3

TABLE II. DPS418 Memory Bank Decode

Bank Select

(Strobed by ADS) Enabled RASn
B1 NC

1

X
X

RASo and RASi
RAS2 and RAS3

Conditions for All Modes
INPUT ADDRESSING
The address block consists of a row-address latch, a col-

umn-address latch, and a resettable refresh counter. The
address latches are fall-through when ADS is high and latch

when ADS goes low. H the address bus contains valid ad-
dresses until after CAS goes low at the end of the memory
cycle, ADS can be permanently high. Othenwise ADS must
go low while the addresses are still valid.

DRIVE CAPABILITY

The DP8419 has timing parameters that are specified driv-

ing the typical capacitance (including traces) of 88, 5V-only

DRAMs. Since there are 4 HAS outputs, each is specified

driving one-fourth of the total memory. ESS, WE and the
address outputs are specified driving all 88 DRAMs.
The graph in Figure 10 may tie used to determine the slight

variations in timing parameters, due to loading conditions
other than 88 DRAMs.

Because of distributed trace capacitance and inductance
and DRAM input capacitance, current spikes can be creat-

ed, causing overshoots and undershoots at the DRAM in-

puts that can change the contents of the DRAMs or even
destroy them. To reduce these spikes, a damping resistor

(low inductance, carbon) should be inserted between the
DP8419 outputs and the DRAMs, as close as possible to

the DP8419. The damping resistor values may differ de-

pending on how heavily an output is loaded. These resistors

should be determined by the first prototypes (not wire-

wrapped due to the larger distributed capacitance and in-

ductance). Resistors should be chosen such that the tran-

sition on the control outputs is critically damped. Typical

values will be from 15n to lOOn, with the lower values be-

ing used with the larger memory arrays. Note that AC pa-

rameters are specified with 15fl damping resistors. For

more information see AN-305 "Precautions to Take When
Driving Memories".

DP8419 DRIVING ANY 16k, 64k or 256k DRAMs
The DP841 9 can drive any 1 6k, 64k or 256k DRAMs. All 1 6k
DRAMs use basically the same configuration, including the
5V-only version. Hence, in most applications, different man-
ufacturers' DRAMs are interchangeable (for the same sup-
ply-rail chips), and the DP8419 can drive them all (see Fig-

ure la).

There are three basic configurations for the 5V-only 64k
DRAMs: a 128-row by 512-column anay with an on-RAM
refresh counter, a 128-row by 512-column array with no on-
RAM refresh counter, and a 256-row by 256-column array

with no on-RAM refresh counter. The DP8419 can drive ail

three configurations, and allows them all to be interchange-

able (as shown in Figures lb and /c), providing maximum
flexibility in the choice of DRAMs. Since the 9-bit on-chip

refresh counter can be used as a 7-blt refresh counter for

the 128-row configuration, or as an 8-bit refresh counter for

the 256-row configuration, the on-RAM refresh counter, if

present, is never used.

256k DRAMs require all 18 of the DP8419's address inputs

to select one memory location within the DRAM. RAS-only
refreshing with the nine-bit refresh-counter on the DP8419
makes CAS before RAS refreshing, available on 256k
DRAMs, unnecessary.

READ, WRITE AND READ-MODIFY-WRITE CYCLES
The output signal, WE, determines what type of memory
access cycle the memory will perform. If WE is kept high

while CAS goes low, a read cycle occurs. If WE goes low
before CAS goes low, a write cycle occurs and data at Dl

(DRAM input data) is written into the DRAM as CAS goes
low. If WE goes low later than tcwo after CAS goes low, first

a read occurs and DO (DRAM output data) becomes valid,

then data Dl is written into the same address in the DRAM
as WE goes low. In this read-modify-write case, Dl and DO
cannot be linked together. WE always follows WiN directly

to determine the type of access to be performed.

POWER-UP INITIALIZE

When VcG is first applied to the DP8419, an initialize pulse

clears the refresh counter and the internal control flip-flops.
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Mode Features Summary
4 modes of operation: 2 access and 2 refresh

Automatic or external control selected by the user

Auto access mode provides RAS, row to column

change, and then CAS automatically

Choice between two different values of tpAH in auto-ac-

cess mode

GAS controlled independently in external control mode,

allowing for nibble mode accessing

Automatic refreshing can make refreshes transparent to

the system

CAS is inhibited during refresh cycles

DP8419 Mode Descriptions

MODE 0-EXTERNALLY CONTROLLED REFRESH

Figure 2 shows the Externally Controlled Refresh timing, in

this mode the refresh counter contents are multiplexed to

the address outputs. All RAS outputs are enabled to follow

RASIN so that the row address indicated by the refresh

counter is refreshed in all DRAM banks when RASIN goes

low. The refresh counter increments when RASIN goes

high. RFSH should be held low at least until RASIN goes

high (they may go high simultaneously) so that the refresh

address remains valid and all RAS outputs remain enabled

throughout the refresh.

A burst refresh may be performed by holding RFSH low and

toggling RASIN until all rows are refreshed. It may be useful

in this case to reset the refresh counter just prior to begin-

ning the refresh. The refresh counter resets to all zeroes

when RFI/0 is pulled low by an external gate. The refresh

counter always counts to 51 1 before rolling over to zero. If

there are 128 or 256 rows being refreshed then Q7 or QS,

respectively, going high may be used as an end-of-burst

indicator.

In order that the refresh address is valid on the address

outputs prior to the RAS lines going low, RFSH must go low

before RASIN. The setup time required is given by tRptRL in

the Switching Characteristics. This parameter may be ad-

justed using Figure 10 for loading conditions other than

those specified.

TABLE III. DP8419 Mode Select Options

MO Mode of OperationMode (RFSH) M2

1

4

5

1

1

1

1

Externally Controlled Refresh

Auto Refresh-Forced

Externally Controlled Access

Auto Access (Hidden Refresh)

oo
00

w
to
00

00

lO
00

00

ro
00

to

00

X
w
lO
00
i^
COX
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DP8419 Mode Descriptions (continued)

DP8419 Interface Between System & DRAM Banks
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FIGURE 1a. DP8419 with any 16k DRAIUS
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FIGURE 1c. DP8419 with 256 Row x 256 Column 64k DRAM
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DP8419 Mode Descriptions (Contmued)

o
TJ
00

. 1

"I

-tRASINH

RFSH *— tflFLRL

iSiNAHDR/E <;^^^<;«^^^^^^^^^^^^^^^^^^^^
1 1 -

OUTPUTS ALL RAS'S LOW

RASO » ••IRFPOLO^/y •• IRFPDHO

_
/ . ..

RAS 1, 2, 3 — »tBFroLo/ -•IRFPOHO

i

RESETREFRESH CTR REFRESH COUNT n Y n + 1 \ COUNTEf

XA00-8 OLO COLUMNS Y REFRESH COUNT n Y n + 1 Y NEW ROW!

1 -^tCTL^|- tRFLCT tRFHRV

US

-. tRST

RFI/0

COUNTER RESET

INPUT

COw
00

w
to
ca

00»»
00

00

00

X
CO
lO
00

<oX

'Indicates Dynamic RAM Parameters

FIGURE 2a. External Control Refresh Cycle (Mode 0)
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FIGURE 2b. Burst Refresh Mode
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DP8419 Mode Descriptions (continued)

MODE 1 -AUTOMATIC FORCED REFRESH

In Mode 1 the R/C (RFCK) pin becomes RFCK (refresh

cycle clock) and the CASIN (RGCK) pin becomes RGCK
(RAS generator clock). If RFCK is high and Mode 1 is en-

tered then the chip operates as if in MODE (externally

controlled refresh), with all RAS outputs following RASIN.

This feature of Mode 1 may be useful for those who want to

use Mode 5 (automatic access) with externally controlled

refresh. By holding RFCK permanently high one need only

toggle M2 (RFSH) to switch from Mode 5 to external re-

fresh. As with Mode 0, RFI/0 may be pulled low by an ex-

ternal gate to reset the refresh counter.

When using Mode 1 as automatic refresh, RFCK must be an

input clock signal. One refresh should occur each period of

RFCK. If no refresh is performed while RFCK is high, then

when RFCK goes low RFI/0 immediately goes low to indi-

cate that a refresh is requested. (RFI/0 may still be used to

reset the refresh counter even though it is also used as a

refresh request pin, however, an open-collector gate should

be used to reset the counter in this case since RFI/0 is

forced low internally for a request).

After receiving the refresh request the system must allow a

forced refresh to take place while RFCK is low. External

logic can monitor RFRQ (RFI/0) so that when RFRQ goes

low this logic will wait for the access currently in progress to

be completed before pulling M2 (RFSH) low to put the

DP8419 in mode 1 . If no access is taking place when RFRQ
occurs, then M2 may immediately go low. Once M2 is low,

the refresh counter contents appear at the address outputs

and RAS is generated to perform the refresh.

An external clock on RGCK is required to derive the refresh

RAS signals. On the second falling edge of RGCK after M2
is low, all RAS lines go low. They remain low until two more
falling edges of RGCK. Thus RAS remains high for one to

two periods of RGCK after M2 goes low, and stays low for

two periods. In order to obtain the minimum delay from M2
going low to RAS going low, M2 should go low tRpsRG be-

fore the falling edge of RGCK.

1
- tCSBLl

MZIRFSii)

DF I/O (nFRQ)

RAS 0, 1, 2, 3

SILECTED BANKS

—^ |»-tflFLCT

mUNTEH YrOWsV cols Y

f
TL/F/esgs-n

(D RFCK goes low ® Forced refresh RAS starts after > T

® RFRQ goes low if no hidden refresh (•* 'hp)

occurred while RFCK was high ® Forced refresh RAS ends RFRQ

® Next RASIN starts next access ® ;iP removes refresh acknowledge

® laP acknowledges refresh request

FIGURE 3. DP8419 Performing a Forced Refresh (Mode 5 -
1 ' S) with Various Microprocessors
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DP8419 Mode Descriptions (Continued)

The Refresh Request on HFi/O is terminated as RAS goes

low. This signal may be used to end the refresh earlier than

it normally would as descrit)ed above.Jf_M2 is pulled high

while the RAS lines are low, then the RASs go high tptpRH

later. The designer must be careful, however, not to violate

the minimum RAS low time of the DRAtt^s. He must also

guarantee that the minimum RAS precharge time is not vio-

lated during a transition from mode 1 to mode 5 when an

access is desired immediately following a refresh.

If the processor tries to access memory while the DP841 9 is

in mode 1, WAIT states should be inserted into the proces-

sor cycles until the DP8419 is back in mode 5 and the de-

sired access has been accomplished (see Figure 9).

Instead of using WAIT states to delay accesses when re-

freshing, HOLD states could be used as follows. RFRQ
could be connected to a HOLD or Bus Request input to the

system. When convenient, the system acknowledges the

HOLD or Bus Request by pulling M2 low. Using this

scheme, HOLD will end as the RAS lines go low (RFI/0

goes high). Thus, there must be sufficient delay from the

Ul I lO I l\yi-k^ ^VVO liyi I IV U lO t-irVT I & I Wai I III ly LW 1 1 Iv/uS u, ctw

that the RAS low time of the DRAMs Isn't violated as de-

scribed earlier (see Figure 3 for mode 1 refresh with Hold

states).

To perform a forced refresh the system will be inactive for

about four periods of RGCK. For a frequency of 10 MHz,

this is 400 ns. To refresh 128 rows every 2 ms an average of

atxjut one refresh per 1 6 fis is required. With a RFCK period

of 16 fi.s and RGCK period of 100 ns, DRAM accesses are

delayed due to refresh only 2.5% of the time. If using the

Hidden Refresh available in mode 5 (refreshing with RFCK
high) this percentage will be even lower.

MODE 4 - EXTERNALLY CONTROLLED ACCESS
In this mode all control signal outputs can be controlled

directly by the correspond ing control input. The enabled

RAS output follows RASIN, CAS follows CASIN (with R/C
low), WE follows WIN and R/C determines whether the row

or the column inputs are enabled to the address outputs

(see Figure 4).

With R/C high, the row address latch contents are enabled

onto the address bus. RAS going low strobes the row ad-

dress into the DRAMs. After waiting to allow for sufficient

row-address hold time (Irah) after RAS goes low, R/C can

go low to enable the column address latch contents onto

the address bus. When the column address Is valkl, CAS
going low will strobe It into the DRAMs. WIN determines

whetfier the cycle is a read, write or read-modify-write ac-

cess. Refer to Figures 5a and 5b for typical Read and Write

timing using mode 4.
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*Resistors required depends on

DRAM load.

DRAMs Maybe 16k, 64k or 256k

For 4 Banks, can drive 16 data bits

+6 Check Bits for ECC.

For 2 Banks, can drive 32 data bits

+ 7 Check Bits lor ECC.

For 1 Bank, can drive 64 data bits

+8 Check Bits for ECC.

INPUT CAS 1

ALE I

mW/COLUMN SEl r

WSiTi
I

REFRESH
I

TL/F/e396-12

FIGURE 4. Typical Application of DP8419 Using External Control Access and Refresh in Modes and 4
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DP8419 Mode Descriptions (continued)

INPUTS

ADS (ALE)_y:

SYSTEM 7

ADMESS /

BUSi

CASIN

OUTPUTS

iUS 0,1.2,3

DRAM DATA OUT -

-— t*Ds—ly
tASA »1*

ADDRESS VALID

'RPDL'

•SPD

'— i»ra- lASR- - iRAHr

4

WDtCAnSOntAMICRAM
PARAMErEIIS

IRPSH
I

COLUMNS VALID

!tASC*|- ICAf-

- ICCAS —

IRAC

>RCR '

FIGURE Sa. Read Cycle Timing (Mode 4)

X

DATA OUT VALID >
TL/F/8396-13

INPUTS

ADS (ALE)^:
SKTEM Tzm
Kms&///y/,

ORAM DATA IN -

OUTPUTS

MS 0,1,2,3

tASA I-" WHA-

— lASRL*

•l«POl*

IPD ! tRCC

tCPDL

-IDS'— I-

tOH-

•INDICATES DYNAMIC MM
PARAMETERS

-»l IRCRl—

COLUMNS VALID X
-H "CPDH |—

iwniH

FiGURE 5b. Write Cycle Timing (Mode 4)
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DP8419 Mode Descriptions (continued)

Page or Nibble mode may be performed by toggling CASIN

once the initial access has been completed. In the case of

page mode the column address must be changed before

CASIN goes low to access a new memory location (see

Figure Sd). Parameter tcpdif has been specified in order that

users may easily determine minimum CAS pulse widths

when CASIN is toggling.

AUTOMATIC CAS GENERATION

CAS is held high when_R/G is high even if CASIN is low. If

CASIN is low when R/C goes low, CAS goes low automati-

cally, tAsc after ihe column address is valid . This feature

eliminates the need for an externally derived CASIN signal

to control CAS when performing a simple access [Figure 5a

demonstrates Auto-CAS generation in mode 4). Page or nib-

ble accessing may be perfonned as shown in Figure 5c

even if CAS Is generated automatically for the initial access.

FASTEST MEMORY ACCESS
The fastest mode 4 access is achieved by using the auto-

matic CAS feature and external delay line to generate the
pamiipaH r^Aloir kv^fuu^uiin DACIM iinti D /r* Tha amni int /^f

delay required depends on the minimum Irah of the DRAMs
being used. The PP8419 parameter tpipi has been speci-

fied in order that the delay between RASIN and R/C may be

minimized.

toiFI = MAXIMUM (tRPDL - tpHA)

where tRPot = RASIN to RAS delay

and tRHA = row address held from R/C going low.

The delay between RASIN and R/C that guarantees the

specified DRAM tpAH is given by

MINIMUM RASIN to R/C = tpiFI + tpAH-

Example

In an application using DRAMs that require a minimum Irah

of 15 ns, the following demonstrates how the maximum
RASIN to CAS time is determined.

With tpiFi (from Switching Characteristics) = ? ns,

RASIN to R/C delay = 7 ns -I- 15ns = 22 ns.

A delay line of 25 ns will be sufficient.

With Auto-CAS generation, the maximum delay from R/C to

CAS (loaded with 600 pF) is 46 ns. Thus the maximum
RASIN to CAS time is 71 ns, under the given conditions.

With a maximum RASIN to RAS time (tRpoO of 20 ns, the

maximum RAS to CAS time is about 51 ns. Most DRAMs
with a 1 5 ns minimum Irah have a maximum Ircd of about

60 ns. Thus, memory accesses are likely to be RAS limited

instead of CAS limited. In other words, memory access time

is limited by DRAM performance, not controller perform-

ance.

REFRESHING IN CONJUNCTION WITH MODE 4

If using mode 4 to access memory, mode (externally con-

trolled refresh) must be used for all refreshing.

MODE 5 - AUTOMATIC ACCESS WITH HIDDEN RE-
FRESHING CAPABILITY

Autom.atic-.Access has two advanta'^es over the extemail"

controlled access (mode 4). First, RAS, CAS and the row to

column change are all derived internally from one input sig-

nal, RASIN. Thus the need for an external delay line (see

mode 4) is eliminated.

Secondly, since R/C and CASIN are not needed to gener-

ate the row to column change and CAS, these pins can be

used for the automatic refreshing function.

AUTOMATIC ACCESS CONTROL
Mode 5 of the DP8419 makes accessing Dynamic RAM
nearly as easy as accessing static RAM. Once row and col-

umn addresses are valid (latched on the DP8419 if neces-

sary), RASIN going low is all that is required to perform the

memory access.

r
TL/F/e396-15

FIGURE 5c. Page or Nibble Access in Mode 4
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DP8419 Mode Descriptions (continued)

-tAOS-

ADDRESS INnjTS/
DATA

*lndicates Dynamic RAM Paraineters TL/F/8396-17

FIGURE 6. Mode 5 Timing

(Refer to Figure 6) In mode 5 the selected RAS follows

RASIN Immediately, as in mode 4, to strobe ttie row address

into the DRAMs. The row address remains valid on the

DP8419 address outputs long enough to meet the tpAH re-

quirement of the DRAMs (pin 4, RAHS, of the DP8419 al-

lows the user two choices of Irah)- Next, the column ad-

dress replaces the row address on the address outputs and

CAS goes low to strobe the columns into the DRAMs. WiN
determines whether a read, write or read-modify-write is

done.

The diagram below illustrates mode 5 automatic control sig-

nal generation.

^m\ QO-8

tASC

TL/F/8396-16

REFRESHING IN CONJUNCTION WITH MODE 5

When using mode 5 to perform memory accesses, refresh-

ing may be accomplished:

(a) externally (in mode or mode 1)

(b) by a combination of mode 5 (hidden refresh) and

mode 1 (auto-refresh)

or (c) by a combination of mode 5 and mode

(a) Externally Controlled Refreshing In Mode or Mode 1

All refreshing may be accomplished using external refresh-

es in either mode or mode 1 with R/C (RFCK) tied high

(see mode and mode 1 descriptions). If this is desired, the

system determines when a refresh will be performed, puts

the DP8419 in the appropriate mode, and controls the RAS
signals directly with RASIN. The on-chip refresh counter is

enabled to the address outputs of the DP8419 when the

refresh mode is entered, and increments when RASIN goes

high at the completion of the refresh.

(b) Mode 5 Refreshing (hidden) with Mode 1 refreshing

(auto)

(Refer to Figure 7a) If RFCK is tied to a clock (see mode 1

description), RFI/0 becomes a refresh request output and

goes low following RFCK going low if no refresh occurred

while RFCK was high. Refreshes may be performed in

mode 5 when the DP841 9 is not selected for access (CS is

high) and RFCK is high. If these conditions exist the refresh

counter contents appear on the DP841 9 address outputs

and all RAS lines follow RASIN so that if RASIN goes low

(an access other than through the DP841 9 occurs), all RAS
lines go low to perform the refresh. The DP8419 allows only

one refresh of this type for each period of RFCK, since

RFCK should be fast enough such that one refresh per peri-

od is sufficient to meet the DRAM refresh requirement.
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DP8419 Mode Descriptions (continued)

Once it is started, a hidden refresli will continue even it

RFCK goes low. However, CS must be high throughout the

refresh (until RASIN goes high).

These hidden refreshes are valuable in that they do not

delay accesses. When determining the duty cycle of RFCK,

the high time should be maximized in order to maximize the

probability of hidden refreshes. If a hidden refresh doesn't

happen, then a refresh request will occur on RFI/0 when

RFCK goes low. After receiving the request the system

must perform a refresh while RFCK is low. This may be

done by going to mode 1 and allowing an automatic refresh

(see mode 1 description). This refresh must be completed

while RFCK is low, thus the RFCK low time is determined by

the worst-case time required by the system to respond to a

refresh request,

(c) Mode 5 Refresh (Hidden Refresh) with mode Refresh

(External Refresh)

This refresh scheme is identical to that in (b) except that

after receiving a refresh request, mode is entered to do

the refresh (see mode description). The refresh request Is

terminated (RFI/0 goes high) as soon as mode is en-

tered. This method requires more control than using mode 1

(auto-refresh), however, it may be desirable if the mode 1

refresh time is considered to be excessive.

Example

Figure 7b demonstrates how a system designer would use

the DP8419 in mode 5 based on certain characteristics of

his system.

System Characteristics:

1) DRAiy used has min tRAH requirement of 15 ns and

min tASR of ns

2) DRAM address Is valid from time Tv to the end of the

memory cycle

3) four banks of twenty-two 256K memory chips each are

being driven

Using the DP8419 (see Figure 7b):

1) Tie pin 4 (RAHS) high to guarantee a 15 ns minimum

tRAH which is sufficient for the DRAMs being used

2) Generate RASIN no earlier than time Tv + Iasbl (see

switching characteristics), so that the row address is

valid on the DRAM address inputs before RAS occurs

3) Tie ADS high since latching the DRAM address on the

DP841 9 is not necessary

4) Connect the first 18 system address bits to R0-R8 and

C0-C8, and bits 19 and 20 to BO and B1

5) Connect each RAS output of the DP8419 to the RAS
inputs of the DRAMs of one bank of the memory array:

connect Q0-Q8 of the DP8419 to A0-A8 of all IDRAMs;

connect CAS of the DP8419 to CAS of all the DRAMs

Figure 7c illustrates a similar example using the DP8418 to

drive two 32-bit banks.
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FIGURE 7a. Hidden Refreshing (Mode 5) and Forced Refresliing (Mode 1) Timing
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DP8419 Mode Descriptions (continued)

FIGURE 7b. Typical Application of DP8419 Using Modes 5 and 1
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Applications
If one desires a memory interface containing the DP8419

that minimizes the number of external components required,

modes 5 and 1 should be used. These two modes provide:

1) Automatic access to memory (in mode 5 only one signal,

RASIN, is required in order to access memory)

2) Hidden refresh capability (refreshes are performed auto-

matically while in mode 5 when non-local accesses are

taking place, as detemnined by CS)

3) Refresh request capability (if no hidden refresh took

place while RFCK was high, a refresh request is generat-

ed at the RFI/O pin when RFCK goes high)

4) Automatic forced refresh (If a refresh request is generat-

ed while in mode 5, as described above, external logic

should switch the DP8419 into mode 1 to do an automat-

ic forced refresh. No other external control signals need

be issued. WAIT states can be inserted into the proces-

sor machine cycles if the system tries to access memory

while the DP8419 is in mode 1 doing a forced refresh).

Some items to be considered when integrating the DP8419

into a system design are:

1) The system designer should ensure that a DRAM access

not be in progress when a refresh mode is entered. Simi-

larly, one should not attempt to start an access while a

refresh is in progress. The parameter tppHRL specifies

the minimum time from RFSH high to RASIN going low to

initiate an access.

2) One should always guarantee that the DP8419 is enabled

for access prior to initiating the access (see tcsRu)-

3) One should bring RASIN low even during non-local ac-

cess cycles when in mode 5 in order to maximize the

chance of a hidden refresh occurring.

4) At lower frequencies (under 10 Mhz), it becomes increas-

ingly important to differentiate between READ and

WRITE cycles. RASIN generation during READ cycles

can take place as soon as one knows that a processor

READ access cycle has started. WRITE cycles, on the

other hand, cannot start until one knows that the data to

be written at the DRAM inputs will be valid a setup time

before CAS (column address strobe) goes tnje at the

DRAM inputs. Therefore, in general, READ cycles can be

initiated earlier than WRITE cycles.

5) Many times it is possible to only add WAIT states during

READ cycles and have no WAIT states during WRITE

cycles. This is because it generally takes less time to

write data into memory than to read data from memory.

The DP84XX2 family of inexpensive preprogrammed medi-

um Programmable Array Logk: devices (PALs) have been

developed to provide an easy interface between various

microprocessors and the DP84XX family of DRAM control-

ler/drivers. These PALs interface to all the necessary con-

trol signals of the particular processor and the DP8419. The

PAL controls the operation of the DP841 9 in modes 5 and 1

,

while meeting all the critical timing considerations discussed

above. The refresh clock, RFCK, may be divided down from

the processor clock using an IC counter such as the

DM74LS393 or the DP84300 programmable refresh timer.

The DP84300 can provide RFCK periods ranging from

15.4 |iis to 15.6 jiis based on an input clock of 2 to 10 MHz.

Figure 8 shows a general block diagram for a system using

the DP8419 in modes 1 and 5. Figure 9 shows possible

timing diagrams for such a system (using WAIT to prohibit

access when refreshing). Although the DP84XX2 PALs are

offered as standard peripheral devices for the DP84XX

DRAM controller/drivers, the programming equations for

these devices are provided so the user may make minor

modification, for unque system requirements.

ADVANTAGES OF DP8419 OVER
A DISCRETE DYNAMIC RAM CONTROLLER

1) The DP8419 system solution takes up much less board

space because everything is on one chip (latches, re-

fresh counter, corrtrol logic, multiplexers, drivers, and in-

ternal delay lines).

2) Less effort is needed to design a memory system. The

DP8419 has automatic modes (1 and 5) which require a

minimum of external control logic. Also programmable ar-

ray logic devices (PALs) have been designed which allow

an easy interface to most popular microprocessors (Mo-

torola 68000 family, National Semiconductor 32032 fami-

ly, Intel 8086 family, and the Zilog Z8000 family).

3) Less skew in memory timing parameters because all crit-

ical components are on one chip (many discrete drivers

specify a minimum on-chip skew under worst-case condi-

tions, but this cannot be used if more then one driver is

needed, such as would be the case in driving a large

dynamic FIAM array).

4) Our switching characteristics give the designer the critical

timing specifications based on TTL output levels (low =

0.8V, high = 2.4V) at a specified load capacitance. All

timing parameters are specified on the DP8419:

A) driving 88 DRAM's over a temperature range of 0-70

degrees centigrade (no extra drivers are needed).

B) under worst-case driving conditions with all outputs

switching simultaneously (most discrete drivers on the

market specify worst-case conditions with only one

output switching at a time; this is not a true worst-case

conditioni).
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Applications (continued)

16-BIT MICnOPIIOCeSSDII DATl BUS

MICDOPflOCESSOII UDDieSS BUS

MICBOPIIOCESSDII

R/W
UPfEBBrtE
LOWER BVTE

TT

I—

>

STATUS

SELECT
WAITt

tTHE SELECT WAIT IHniT
TIT<CBn«X»CW
INSERTS A WAIT STATE
DURtWS ACCESSING.
THIS IS NECESSARY
FOR VERY FAST MCRO-
PROCeSSORS ^
NECESSARY IF MSTRUCnONS INCLUDE

SYTE-WUTm. OTHERWISE USE SB DIRECTLY
FRM THE Dn410 TO THE RAMS.

y

RAMS HAY BE 16k. 64l(, _.
Of 256kr

R0-6.7.S

C0-6.7.a

B1

BO

ADS

RGCK

R^3

BMI

niso

RASTN WI

RFI/OMZ MD

j i

RAM ADDRESS BUS.
AO-E.7.8

rss
CXSL

CASU

Easl

cssl

±

cisu

I I I I I I

CASU SELECT UPPER BYTE

CASL SELECT LOWER BYTE

NECESSARY IF MORE THAN ONE BANK-*-

£55 u- ,

CASL-t-n

LOWER
BYTE

UPPER
BYTE

FIGURE 8. Connecting the OP8419 Between the 16-bit Microprocessor and Memory

H FORCED L
REFRESHr

TL/F/8396-20

HIDDEN J
REFRESH H

I ACCESS I I

HIIEMORY CYCLE" •—ELSEWHERE"H U-
' CYCLE I I

Dra4»IO MINIMIZES LQW TIME TO
ZO CLOCKS MAXIMIZING CHANCE OF

HIDDEN REFRESH

\ mru.

LT
•T is microprocessor's dock period

FIGURE 9. DP8419 Auto Refresh, Access with WAIT States

TL/F/839e-21
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Switching Characteristics
All AC parameters are specified witti the equivalent load

capacitances, including traces, of 88 DRAMs organized as 4

banks of 22 DRAMs each. Maximums are based on worst-

case conditions including all outputs switching simulta-

neously. This, in many oases, results in the AC values

shown in the DP84XX DRAM controller data sheet being

much looser than true worst case (maximum) AC delays.

The system designer should estimate the DP8419 load in

his/her application, and modify the appropriate AC parame-

ters using the graph in Figure 10. Two example calculations

are provided below.

/
/

/
/

S

-500 -300 -100 + 100 +300 *500

CpF

TL/F/8396-22

FIGURE 10. Change in Propagation Deiay

Reiative to 'True" (Appiication) Load iHinus

AC Specified Data Sheet Load

2 Examples

#1) A mode 4 user driving 2 16-bit banks of DRAM has the

following approximate "true" loading conditions:

CAS - 300 pF

Q0-Q8 - 250 pF

RAS -150pF

max tRPDL = 20 ns - ns = 20 ns (since RAS load-

ing is the same as that which is spec'ed)

max tcpDL = 32 ns - 7 ns = 25 ns

max tccAs = 46 ns - 7 ns = 39 ns

max tpcc = 41 ns - 6 ns = 35 ns

min tRHA is not significantly effected since it does not

involve an output transition

Other parameters are adjusted in a similar manner.

#2) A mode 6 user driving one 16-bit bank of DRAM has

the following approximate "true" loading conditions:

CAS - 120 pF

Q0-Q8 - 100 pF

RAS - 120 pF

A. C. parameters should be adjusted as follows:

with RAHS = "1",

max tfiicL = 70 ns - 1 1 ns = 59 ns

max tRCDL = 55 ns -1- 1 ns - 1 1 ns = 45 ns

(the + 1 ns is due to lighter RAS loading; the - 1 1 ns

is due to lighter CAS loading)

min tRAH = 15 ns + 1 ns = 16 ns

The additional 1 ns is due to the fact that the RAS line

is driving less (switching faster) than the load to which

the 15 ns spec applies. The row address will remain

valid for about the same time irregardless of address

loading since it is considered to be not valid at the

beginning of its transition.

OUTPUT
UNDER O—^S^/y
TEST

O TEST POINT

TUF/sage-sa

FIGURE 1 la. Output Load Circuit

cs 1^ /

\l:

1.5V

*LZK-

3V

/nr-t^

.C
-3^V

I-U.i¥

ri-VoH

ov

TL/F/e396-34

FIGURE lib. DP8417 TRi-STATE Waveforms

Absolute lUlaximum Ratings (Notei)

Specifications for Military/Aerospace products are not

contained in this datasheet. Refer to the associated

reliability electrical test specifications document.

Supply voltage, Vcc 7.0V

Storage Temperature Range -65°C to + 1 50°C

Input Voltage 5-5V

Output Cunent 1 50 mA

Lead Temp. (Soldering, 1 seconds) 300°C

Operating Conditions
Min Max UniU

Vcc Supply Voltage 4.50 5.50 V

Ta Ambient

Temperature + 70 °C

o
ea

(A

OB

W
0»

OS

OS

M

0»

<oX•^
w
IS»
CO

"to
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X

CO Electrical Characteristics Vcc = 5.0V ± 10%, CC ^ Ta s 70°C unless otherwise noted (Note 2)

S5
Symbol Parameter Conditions IMin Typ Max Units

5 Vc Input Ciainp Voltage Vcc= Min, lc= - 12 mA -0.8 -1.2 V

? l|H Input High Current for ail inputs V|N = 2.5V 2.0 100 HA

ff\
l|RSI Output Load Cun-ent for RFi/0 ViN = 0.5V, Output high -0.7 -1.5 mA

<9
l|Li Input Low Current for aii Inputs'* V|N = 0.5V -0.02 -0.25 mA

•v.
!lL2 ADS, R/C, CS, M2, RASIN V|N = 0.5V -0.05 -0.5 mA

S V|L Input Low Threshold 0.8 V

00 V|H Input High Threshold 2.0 V

V0L1 Output Low Voltage* iOL = 20 mA 0.3 0.5 V

to V0L2 Output Low Voltage for RFi/O iOL = 8 mA 0.3 0.5 V
eo V0H1 Output High Voltage* ioH = - 1 mA 2.4 3.5 V

00 V0H2 Output High Voltage for RFI/O ioH = - 100 (iA 2.4 3.5 V

r*. I1D Output High Drive Cun-ent* VouT = 0.8V (Note 3) -50 -200 mA

^ loD Output Low Drive Current* VouT = 2.4V(Note3) 50 200 mA

Ice Supply Current Vcc = Max 150 240 mA

s
a.o

•Except RFI/0

"Except RFI/O, ADS, R/C, CS, M2, RASIN

Switching Characteristics: DP8417, DP8418, DP8419, DP8419X
Vcc = 5.0V ±10%, 0°C s Ta s 70°G unless otherwise noted (Notes 2, 4, 5), the output load capacitance is typiral (or 4
banks of 22 DRAMs each or 88 DRAMs, including trace capacitance.

• These values are Q0-Q8, Cl = 500 pF; RAS0-RAS3, Cl = 150 pF; WE, Cl = 500 pF; CAS, Cl = 600 pF; RL = 5000
unless otherwise noted. See Figure 11a for test load. S1 Is open unless otherwise noted. Maximum propagation delays
are specified with all outputs switching.

" Preliminary

Symbol Parameter Condition
*CL **AIICl = 50pF

Units
Min IMax Min Max

ACCESS
{

tRICLO RASIN to CAS Low Delay

(RAMS = 0)

Figure 6
DP8417, 18, 19-80

57 97 42 85 ns

tRICLO RASIN to CAS Low Delay

(RAHS = 0)

Figured

DP8417, 18, 19-70
57 87 42 75 ns

tRICU RASIN to CAS Low Delay

(RAHS = 1)

Figures

DP8417, 18, 19-80
48 80 35 68 ns

tpiCLI RASIN to CAS Low Delay

(RAHS = 1)

Figure 6
DP8417, 18, 19-70

48 70 35 58 ns

tRICH RASIN to CAS High Delay Figures 37 ns

tRCDLO RAS to CAS Low Delay

(RAHS = 0)

Figure 6
DP8417, 18, 19-80

43 80 ns

'rcdlo RAS to CAS Low Delay

(RAHS = 0)

Figure 6
DP8417, 18, 19-70

43 72 ns

•rcdli RAS to CAS Low Delay

(RAHS = 1)

Figure 6
DP8417, 18, 19-80

34 63 ns

tfiCDLI RAS to CAS Low Delay

(RAHS - 1)

Figures

DP8417, 18, 19-70
34 55 ns

'rcdh RAS to CAS High Delay Figure 6 22 ns

tRAHO Row Address Hold Time
(RAHS = 0, Mode 5)

Figure 6
25 25 ns

•rami Row Address Hold Time
(RAHS= 1, Mode 5)

Figure 6
15 15 ns

Use Column Address Set-up Time
(Mode 5)

Figures
O ns
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Switching Characteristics: DP8417, DP8418, DP8419, DP8419X (continued)

Vqc = 5.0V ± 10%, 0°C s Ta s TO-C unless othenwise noted (Notes 2, 4, 5). The output load capacitance is typica! for 4 banl^s

of 22 DRAMs each or 88 DRAMs, including trace capacitance.

* These values are CKW38, Cl = 500 pF; RAS0-RAS3, Cl = 150 pF: WE, Cl = 500 pF; CAS, Cl = 600 pF; RL = 500ft

unless otherwise noted. See Figure 11a for test load. S1 Is open unless otherwise specified. Maximum propagation

delays are specified with all outputs switching.

" Preliminary

Symbol Parameter Condition
CL 1 •'AIICl = 50pF

Units

MIn Max MIn Max

ACCESS (Continued) 1

tRCVO RASIN to Column Address

Valid (RAHS = 0, Mode 5)

Figures

DP8417, 18, 19-80
94 ns

tRCVO RASIN to Column Address

Valid (RAHS = 0, Mode 5)

Figures

DP841 7, 18,19-70
85 ns

tRCV1 RASIN to Column Address

Valid (RAHS = 1,M8de 5)

Figure 6
DP8417, 18, 19-80

76 ns

tRCV1 RASIN to Column Address

Valid (RAHS = 1, Mode 5)

Hgure 6
DP8417, 18, 19-70

68 ns

tRPDL RASIN to RAS Low Delay Figures 5a, 5b, 6 21 18 ns

tRPDH RASIN to RAS High Delay Figures 5a, 5b, 6 20 17 ns

tASRL Address Set-up to RASIN low Figures 5a, 5b, 6 13 ns

tAPD Address Input to Output

Delay

Figures 5a, 5b, 6
36 25 ns

tSPD Address Strobe High to

Address Output Valid

Figures 5a, 5b
48 ns

tASA Address Set-up Time to ADS Figures 5a, 5b, 6 5 ns

tAHA Address Hold Time from ADS Figures 5a, 5b, 6 10 ns

tADS Address Strobe Pulse Width Figures 5a, 5b, 6 26 ns

tWPD WIN to WE Output Delay Figure 5b 28 ns

tCPDL CASIN to CAS Low Delay

(R/Clow, Mode4)
Figure 5b

21 32 ns

tCPDH CASIN to CAS High Delay

(R/C low, Mode 4)

Figure 5b
16 33 ns

tCPdif tCPDL-tCPDH See Mode 4

Description
11 ns

tRGC Column Select to Column

Address Valid

Figure 5a
41 ns

tRCR Row Select to Row
Address Valid

Figures 5a, Sb 45 ns

tRHA Row Address Held from

Column Select

Figure 5a
7 ns

tcCAS R/C Low to CAS Low Delay

(CASIN Low, Mode 4)

Figure 5a
DP8417, 18, 19-80

50 ns

t R/C Low to CAS Low Delay

(CASIN Low, Mode 4)

Figure 5a
DPB417, 18, 19-70

46 ns

tolFI Maximum (tRPDL- tRHA) See Mode 4
Description

7 ns

tDIF2 Maximum (tRcc - tcPDl) 13 ns

REFRESH 1

tRC Refresh Cycle Period Figure 2a 100 ns

tRASINUH Pulse Width of RASIN
during Refresh

Figure 2a
50 ns

tRFPDLO RASIN to RAS Low Delay

during Refresh (Mode 0)

Figure 2a 28 ns
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Switching Characteristics: DP8417, DP8418, DP8419, DP8419X (Continued)

Vcc = 5.0V ± 10%, 0°G < Ta s 70°C unless othenwise noted (Notes 2, 4, 5). The output load rapacitance Is typical for 4 banks
of 22 DRAMS each or 88 DRAMs, including trace capacitance.

• These values are Q0-Q8, Cl = 500 pF; RAS0-RAS3, Cl = 150 pF; WE, Cl = 500 pF; CAS, Cl = 600 pF; RL = 500n
unless otherwise noted. See Figure 11a for test load. SI is open unless otherwise specified. Maximum propagation
delays are specified witli all outputs switching.

Symbol Parameter Condition
'CL AIICL = 50pF

Units
lUin Max Min Max

REFRESH (Continued)

tRFPDLS RASIN to RAS Low Delay

during Hidden Refresh

Figure?
38 ns

tRFPDHO RASIN to RAS High Delay

during Refresh (Mode 0)

Figure 2a
35 ns

'rfpdhs RASIN to RAS High Delay

during Hidden Refresh

Figure 7
44 ns

tRFLCT RFSH Low to Counter

Address Valid

Figures Sa, 3
Cs = x

38 ns

tRFLRL RFSH Low Set-up to RASIN
Low (Mode 0), to get

Minlmunfi t^sR =

Figure 2a

12 ns

tRFHRL RFSH High Setup to Access

RASIN Low
Figures

25 ns

tRFHRV RFSH High to Row
Address Valid

Figure 3
43 ns

tROHNC RAS High to New Count

Valid

Figure 2a
42 ns

tRST Counter Reset Pulse Width Figure 2a 46 ns

tCTL RFI/0 Low to Counter

Outputs All Low
Figure 2a

80 ns

tRFCKUH Minimum Pulse Width

of RFCK
Figure 7

100 ns

T Period of RAS Generator

Clock

Figures
30 ns

tRGCKL Minimum Pulse WWth Low
of RGCK

figures
15 ns

tRGCKH Minimum Pulse Width High

of RGCK
Figure 3

15 ns

tPRQL RFCK Low to Forced RFH5
(RFI/0) Low

Figures

Cl = 50 pF

RL = 35k

66 ns

tpRQH RGCK Low to Forced RFRQ
High

Figures

Cl-50pF
RL = 35k

55 ns

'rgrl RGCK Low to RAS Low Figures 21 41 ns

tRGRH RGCK Low to RAS High Figures 23 48 ns
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Switching Characteristics: DP8417, DP8418, DP8419, DP8419X (continued)

Vcc = 5.0V ± 10%, 0°C s Ta :S 70°C unless otherwise noted (Notes 2, 4, 5). The output load capacitance is typical for 4 banks

of 22 DRAMs each or 88 DRAMs, including trace capacitance.

• These values are Q0-Q8, Cl = 500 pF; RAS0-RAS3, Cl = 150 pF; WE, Cl = 500 pF; CAS, Cl = 600 pF; RL = 500fi

unless otherwise noted. See Figure 11a for test load. SI is open unless otherwise specified. Maximum propagation

delays are specified with all outputs switching.

Symbol Parameter Condition
•CL AIICL = 50pF

Units
MIn Max MIn Max

REFRESH (Continued)
|

tRQHRF RFSH Hold Time from RGCK Figure 3 2T ns

tRFRH RFSH High to RAS High

(Ending Forced Refresh

early)

(See Mode 1

Description) 42 ns

tRFSRG RFSH Low Set-up to

RGCK Low (lyode 1)

(See Mode 1

Description)

Figure 3
12 ns

tcSHR CSHightoRASINLowfor
Hidden Refresh

Figure?
10 ns

tRKRL RFCKHightoRASIN
lOW lOr niddeii neircSii

50 ns

DP8419,DP8419XONLY
|

tcSRLI CS Low to Access RABIN
Low (Using Mode 5 with

Auto Refresh Mode)

Figure 3
34 ns

tcSRLO CS Low to Access RASIN
Low (Using Modes 4 or 5

with externally controlled

Refresh)

(See Mode 5

Description)
5 ns

DP8418 ONLY
|

tcSRLI CS Low to Access RASIN
Low (Using Mode 5 with

Auto Refresh Mode)

Figures

5 ns

tCSRLO CS Low to Access RASIN
Low (Using Modes 4 or 5

with externally controlled

Refresh)

(See Mode 5

Description)
5 ns

DP8417 ONLY— PRELIMINARY

tcSRLI CS Low to Access RASIN
Low (Using Mode 5 with

Auto Refresh Mode)

Figures

34 ns

ICSRLO CS Low to Access RASIN
Low (Using Modes 4 or 6

with externally controlled

Refresh)

(See Mode 5

Description)
34 ns

TRI-STATE

tZH CS Low to Output

High from Hi-Z

SI Open
Figure 11G

50 ns

tHZ CS High to Output

Hi-Z from High

SlOpen
Figure 11G

50 ns

tZL CS Low to Output

Low from Hi-Z

S1 Closed

Figure 11

G

50 ns

tHZ CS High to Output

Hi-Z from Low
SI Closed

figure lis
50 ns
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Input Capacitance ta = 25°c (Note 2)

Symbol Parameter Condition Min Typ IMax Units

C|N Input Capacitance ADS, R/C, CS, M2, RASIN 8 PF

C|N Input Capacitance All Other Inputs 5 PF

Note 1: "Absolute Mawmum Ratings" are the values tieyond which the safety of the device cannot be gu^anteed. They are not meant to imply that the device

should be operated at these limits. The table of "Elecbical C^iaract^stics" provides conditions for actual device operation.

Mole 2: All typical values are for Ta=25''C and Vcc=5.0V,

Note 3: This test is provided as a monitor of Driver output source and sink current capability. Caution should be exercised in testing tNs parameter. In testing these

parameters, a 1 5fi resistor should be placed in series with each output under test. One output should be tested at a time and test time should not exceed 1 second.

Note 4: Input pulse OV to 3.0V, tR=tF=^ 2.5 ns, f=2.5 MHz, tpw= 200 ns. Input reference point on AC measurements is 1.5V Output reference points are 2.4V for

High and 0.8V for Low.

Note 5: The load capacitance on RF I/O should not exceed 50 pF.
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DP84512 Dynamic RAM Controller Interface Circuit for

the NS32332

General Description
This is a PAL (Programmable Array Ijigic) device designed

to allow an easy interface between the National Semicon-

ductor NS32332 microprocessor and the National Semicon-

ductor DP8417/18/19/28/29 dynamic RAM controller.

This PAL supplies all the control signals needed to perfomn

memory read, burst read, write, and refresh operations up to

a frequency of 1 5 MHz.

Features
Provides a 3-chip solution for the NS32332/DP8418 (or

nnQylOQ\ fA,8ylOQ\ ^wn'^min DAM infarfanA /! DAI
•^e.\j/ <^yTim<iiv iriiv! hilqi lava ^i r\^ rtOQAAO onA

clool^ divider)

Works with all speed versions of the NS32332 up to

15 MHz

Allows operation of NS32332 at 12 Ml-lz with no WAIT
states with standard 120 ns 256k or 1M DRAMs
Controls DP841 7/1 8/ 19/28/29 mode 5 accesses and

mode forced refreshes automatically

Allows READ accesses in burst mode
CPU WAIT states are automatically inserted during con-

tention tietween DRAM accesses and DRAM refreshes

Uses standard National Semiconductor PALs lf.e.,

DMPAL16R4A, the user may want to use faster

versions of these PALs at higher CPU operating

frequences)

The PAL programming equations are provided with

comments for easy user modification to his specific

requirements
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DP8428/NS32828, DP8429/NS32829
1 Megabit High Speed Dynamic RAM Controller/Drivers

General Description
The DP8428 and DP8429 1 M DRAM Controller/Drivers are

designed to provide "No-Waltstate" CPU interface to Dy-

namic RAIV1 arrays of up to 8 Mbytes and larger. Thie

DP8428 and DP8429 are tailored for 32-bit and 16-bit sys-

tem requirements, respectively. Both devices are fabricated

using National's new oxide isolated Advanced Low power

Schottky (ALS) process and use design techniques which

enable them to significantly out-perform all other LSI or dis-

crete alternatives in speed, level of integration, and power

consumption.

Each device integrates the following critical 1 M DRAM con-

troller functions on a single monolithic device: ultra precise

delay line; 9 bit refresh counter; fall-through row, column,

and bank select input latches; Row/Column address mux-

ing logic; on-board high capacitive-load RAS, CAS, Write

Enable and Address output drivers; and, precise control sig-

nal timing for all the above.

In order to specify each device for "true" worst case operat-

ing conditions, all timing parameters are guaranteed while

the chip Is driving the capacitive load of 88 DRAMs includ-

ing trace capacitance. The chip's delay timing logic makes
use of a patented new delay line technique which keeps AC
skew to ±3 ns over the full Vcc range of ± 10% and tem-

perature range of -55°C to +125°G. The DP8428 and

DP8429 guarantee a maximum RASIN to CASOUT delay of

80 ns or 70 ns even while driving an 8 Mbyte memory an-ay

with error con-ection check bits included. Two speed select-

ed options of these devices are shown in the switching

characteristics section of this document. (Continued)

Features
Makes DRAM interface and refresh tasks appear virtu-

ally transparent to the CPU making DRAMs as easy to

use as static RAMs
Specifically designed to eliminate CPU wait states up to

10 MHz or beyond

Eliminates 20 discrete components for significant board

real estate reduction, system power savings and the

elimination of chip-to-chip AG skewing

On-board ultra precise delay line

On-board high capacitive RAS, CAS, WE and Address

drivers (specified driving 88 DRAMs directly)

AC specified for directly addressing up to 8 Mbytes

Low power/high speed bipolar oxide isolated process

Downward pin and function compatible with 256k
DRAM Controller/ Drivers DP8409A, DP8417, DP8418,

and DP84ig

Contents
System and Device Block Diagrams

Recommended Companion Components

Device Connection Diagrams and Pin Definitions

Device Differences—DP8428 vs DP8429

Mode of Operation

(Descriptions and Timing Diagrams)

Application Description and Diagrams

DC/AC Electrical Specifications, Timing Diagrams and

Test Conditions

System Diagram

CPU

32-BtT
is-Brr
8 -BIT

WArr/DTACK

PROGRAMMABLE
REFRESH TIMER

ADDRESS BJS

k=^
Tread/wrti

TRANS-

CEIVERS

<=

DP84XX2
CPU SPECIFIC

REFRESH/ACCESS
ARBrrRAHON

ERROR CORRECnON

C DP&I28/29 eOHlROL

DP8428

OR

DP8ti9

1 MEGABrr

DRAM
CONTROLLER/

DRIVERS

MULTIPLEXED ADDRESS BUS
00-9(500 pFPRIVERS)

RAS 0-3 (150 pF DRIVERS)

gS5 (600 pF DRIVER)

WE (500 pf DRIVER)

MEMORY DATA BUS

W\
^

6p8400-2/8402A CONTRIX ^

52:
DP8400-2 OR DP8402A

16 BIT OR 32 err

ERROR DETECTION

AND CORRECTION

\i

C

ENABLE BUFFERS

TE
i>

BUFFER

4 BANKS OF

1 MEGABIT

DYNAMIC RAMS

UP TO

8 MEGABYTES

PLUS
ERROR

CORRECTION,

CHECK BITS

CHECK BITS OUT
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General Description (continued)

With its four independent RAS outputs and ten multiplexed

address outputs, the DP8429 can support up to four banks

of 64k, 256k or 1 M DRAMs. Two bank select pins, B1 and

BO, are decoded to activate one of the RAS signals during

an access, leaving the three non-selected banks in the

standby mode (less than one tenth of the operating power)

with data outputs in TRi-STATE®. The DP8428's one Bank

Select pin, B1 , enables 2 banks automatically during an ac-

cess in order to provide an optimum interface for 32-blt mi-

croprocessors.

The DP8428 and DP8429 each have two mode-select pins,

allowing for two refresh modes and two access modes. Re-

fresh and access timing may be controlled either externally

Functional Block Diagrams

or automatically. The automatic modes require a minimum

of Input control signals.

A refresh counter is on-chip and Is multiplexed with the row

and column Inputs. Its contents appear at the address out-

puts of the DP8428 or DP8429 during any refresh, and are

incremented at the completion of the refresh. Row, Column

and bank address latches are also on-chip. However, If the

address inputs to the DPe428 or DP8429 are valid through-

out the duration of the access, these latches may be operat-

ed in the fall-through mode.

Each device is available in either the 52 pin Ceramic DIP, or

the low cost JEDEC standard 68 pin Plastic Chip Carrier

(PCC) package.

HIGH CAPACITIVE DRIVE
CAPftBIUTY OUTPUTS

1 L M
RFI/O M2ISFSHI RAHS Ml

TL/F/8649-2

oo
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Functional Block Diagrams (continued)

CO
CM
CO
CMn
CO

CM

CO
Q.
Q
CO
CM
<*
CO
Q.Q

ROW ADDRESS
INPUT LATCH

HIGH CAPACITIVE DRIVE
CAPABILITY OUTPUTS

COLUMN ADDR.
INPUT LATCH

9-BIT

REFRESH
COUNTER

SANK SELECT
INPUT LATCH

C5-

Mm
R/I (BFCK) -

Ei^MlRGCKI •

i~r 4 BASIN

MM
RFI/O M2(BFSH| RAHS MO

>-*i

System Companion Components

Device # Function

DP84300

DP84412

DP84512

DP84322

DP84422

DP84522

DP84432

DP84532

Programmable Refresh Timer for DP84xx DRAM Controller

NS32008/16/32 to DP8409A/17/18/19/28/29 Interface

NS32332 to DP841 7/1 8/1 9/28/29 Interface

68000/08/10 to DP8409A/1 7/ 18/1 9/28/29 Interface (up to 8 MHz)

68000/08/10 to DP8409A/17/18/19/28/29 Interface (up to 12.5 MHz)

68020 to DP8417/18/19/28/29 Interface

8086/88/186/188 to DP8409A/17/18/19/28/29 Interface

80286 to DP8409A/17/18/19/28/29 Interface

DP8400-2 16-Bit Expandable Error Checker/Con-ector (E2C2)

DP8402A 32-Bit En-or Detector And Con-ector (EDAC)
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Connection diagrams

Dual-ln-Une Package

1

- \^ 52
R/E(RFCK)— — RASIN

CASINCRGCK)— ^5
MO^ 5^RFI/0

4 «riri
RAHS— — WIN

M2 (RRH)— i^m
6 47 „

ADS— — QO
7 «„

RO— — Q9
8 45 „,

CO— — 01

9 «-,
R1 — —02

10 43 -,
CI— — 03

11 42 „,
R2— — 04

12 41
C2— — GNO

m^ 0PB428 iioNO
M 39 „.

R3— — 05
15 38

C3— — VCC
IE 37 „

R4— — 06

C4^ 1107
18 35..

R5— —08
19 34

C5— — CAS

^^ 5iRAr3
21 32

C9— — RAS2

22 31
R6— — RASt

23 30 1
C6— — RASO

24 29.,.
R7— — NC

25 28 „.
C7— — B1

26 27 „.
R8— — C8

Dual-ln-Une Package

1 ^ 52
R/C(RFCK)— — RASIN

CASS (ROCK)— ^«
MO-^ SiRF,/0

4 «=3r
RAHS— —WIN

M2{RFSH)— liwf
6 47 „.

ADS— — 00
7 46 „.

RO— — Q9
8 45..

CO— -01
9 44 „

R1 — — 02
10 43.,01- — 03
1 42..

R2— —04
12 41 . .

C2— — GND

C.Di^ DP8429 40— GND
U 39

R3— — 05
15 38

C3— —VCC
16 37

R4— — 06
17 36

C4— — 07
18 35

R5— -08
19 34—

C5— —as
„20
R9— ^^

21 32
C9— — RAS2

22 31
R6— — RAS1

23 30
C6— — RASO

24 29 „
R7— — BO

25 28 „.
C7— — Bl

26 27..
R8— — C8

TL/F/8e49-4

Order Number DP8428D-70, DP8428O-80 or

DP8429D-70, DP8429D-80

See NS Package Number D52A
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TL/F/8649-6

Order Number DP8428V-70, DP8428V-80 or

DP8429V-70, DP8429V-80

See NS Package Number V68A
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DP8428 vs DP8429
The DP8428 DYNAMIC RAM CONTROLLER/DRIVER is

identical to the DP8429 with the exception of two functional

differences incorporated to improve performance with 32-bit

microprocessors.

1) Pin 28 (B1) is used to enable/disable a pair of RAS out-

puts, and pin 29 (BO on the DP8429) is a no connect.

When B1 is low, RASO and RAS1 are enabled such that

they both go low during an access. When B1 is high,

RAS2 and RAS3 are enabled. This feature is usefu l when
driving words of 32 bits or more since each RAS would

be driving only one half of the word. By distributing the

load on each RAS line in this way, the DP8428 will meet
the same AC specifications driving 2 banks of 32 DRAMs
each as the DP8429 does driving 4 banks of 1 6 bits each.

2) The hidden refresh function available on the DP8429 has

been disabled on the DP8428 in order to reduce the

amount of setup time necessary from CS going low to

RASIN going low during an access of DRAIW. This param-

eter, called tcsRLi, is 5 ns for the DP8428 whereas it is

34 ns for the DP8429. The hidden refresh function al-

lowed only a very small increase in system performance,

at microprocessor frequencies of 10 MHz and above.

Pin Definitions

Vcc. GND, GND - Vcc = 5V ± 10%. The three supply

pins have been assigned to the center of the package to

reduce voltage drops, both DC and AC. There are two
ground pins to reduce the low level noise. The second
ground pin is located two pins from Vcc, so that decoupling

capacitors can be inserted directly next to these pins. It Is

important to adequately decouple this device, due to the

high switching currents that will occur when all 10 address
bits change in the same direction simultaneously. A recom-
mended solution would be a 1 jnF multilayer ceramic capaci-

tor in parallel with a low-voltage tantalum capacitor, both

connected as close as possible to GND and Vcc to reduce
lead inductance. See Figure below.

wcc O-

MULTILAVER

CERAMIC

SND O

r
X J

TL/F/BM9-B

•Capacitor values should be chosen depending on the particular application.

R0-R9: Row Address Inputs.

C0-C9: Column Address Inputs.

Q0-Q9: Multiplexed Address Outputs - This address is

selected from the Row Address Input Latch, the Column
Address Input Latch or the Refresh Counter.

RASIN: Row Address Strobe Input - RASIN directly con-
trols the selected RAS output when in an access mode and
all RAS outputs during hidden or external refresh.

R/C (RFCK) - In the auto-modes this pin is the external

refresh clock input; one refresh cycle should be performed
each clock period. In the external access mode It Is Row/
Column Select Input which enables either the row or column
address input latch onto the output bus.

CASIN (RGCK) - In the auto-modes this pin Is the RAS
Generator Clock Input. In external access mode it Is the

Column Address Strobe Input which controls CAS directly

once columns are enabled on the address outputs.

ADS: Address (Latch) Strobe Input - Row Address, Col-

umn Address, and Bank Select Latches are fall-through with

ADS high; latching occurs on high-to-low transition of ADS.

CS: Chip Select Input - When high, CS disables all ac-

cesses. Refreshing, however, in both modes and 1 Is not

affected by this pin.

MO, M2 (RFSH): Mode Control Inputs - These pins select

one of the four available operational modes of the DP8429
(see Table III).

RFI/0: Refresh Input/Output - In the auto-modes this pin

Is the Refresh Request Output. It goes low following RFCK
indicating that no hidden refresh was performed while RFCK
was high. When this pin is set low by an external gate the

on-chip refresh counter is reset to all zeroes.

WiN: Write Enable Input.

Wi: Write Enable Output - WE followsWIN unconditionally.

RAHS: Row Address Hold Time Select - Selects the

tRAH to be guaranteed by the DP8428 or DP8429 delay line

to allow for the use of fast or slow DRAMs.

CAS: Column Address Strobe Output - In mode 5 and in

mode 4 with CASIN low before R/C goes low, CAS goes
low automatically after the column address is valid on the

address outputs. In mode 4 CAS follows CASIN directly af-

ter R/C goes low, allowing for nibble accessing. CAS is al-

ways high during refresh.

RAS 0-3: Row Address Strobe Outputs - The enabled

RAS output (see Table II) follows RASIN directly during an
access. During refresh, all RAS outputs are enabled.
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Pin Definitions (continued)

BO, B1: Bank Select inputs - These pins are decoded to

enable one or two of the four RAS outputs during an access

(see Table I and Table II).

TABLE I. DP8429 Memory Bank Decode

Bank Select

(Strobed by ADS) Enabled RASn

B1 BO

1

1

1

1

RASo
RASi
RASa
RAS3

TABLE II. DP8428 Memory Bank Decode

Bank Select

(Strobed by ADS) Enabled RASn

81 NC

1

X
X

RASo & RASi
RASp & RASa

Conditions for All iModes

INPUT ADDRESSING

The address block consists of a row-address latch, a col-

umn-address latch, and a resettable refresh counter. The

address latches are fall-through when ADS is high and latch

when ADS goes low. If the address bus contains valid ad-

dresses until after CAS goes low at the end of the memory

cycle, ADS can be permanently high. Othenwise ADS must

go low while the addresses are still valid.

DRIVE CAPABILITY

The DP8429 has timing parameters that are specified driv-

ing the typical capacitance (including traces) of 88, 5V-only

DRAMs. Since there are 4 RAS outputs , each is specified

driving one-fourth of the total memory. CAS, WE and the

address outputs are specified driving all 88 DRAMs.

The graph in Figure 10 may be used to determine the slight

variations in timing parameters, due to loading conditions

other than 88 DRAMs.

Because of distributed trace capacitance and Inductance

and DRAM input capacitance, current spikes can be creat-

ed, causing overshoots and undershoots at the DRAM in-

puts that can change the contents of the DRAMs or even

destroy them. To reduce these spikes, a damping resistor

(low inductance, carbon) should be inserted between the

DP8429 outputs and the DRAMs. as close as possible to

the DP8429. The damping resistor values may differ de-

pending on how heavily an output is loaded. These resistors

should be determined by the first prototypes (not wire-

wrapped due to the larger distributed capacitance and in-

ductance). Resistors should be chosen such that the tran-

sition on the control outputs is critically damped. Typical

values will be from 15n to 1000, with the lower values be-

ing used with the larger memory arrays. Note that AC pa-

rameters are specified with 15(1 damping resistors. For

more information see AN-305 "Precautions to Take When
Driving Memories".

DP8429 DRIVING ANY 256k or 1M DRAMS
The DP8429 can drive any 256k or 1M DRAMs. 256k

DRAMs require 18 of the DP8429's address inputs to select

one memory location within the DRAM. RAS-only refreshing

with the nine-bit refresh-counter on the DP8429 makes CAS
before RAS refreshing, available on 266k DRAMs, unneces-

sary (see Figure la).

1 Mbit DRAMs require the use of all 10 of the DP8429 Ad-

dress Outputs (see Figure lb).

READ, WRITE AND READ-MODIFY-WRITE CYCLES

The output signal, Wffi, determines what type of memory
access cycle the memory will perform. If WE is kept high

while CAS goes low, a read cycle occurs. If WE goes low

before CAS goes low, a write cycle occurs and data at Dl

(DRAM input data) is written into the DRAM as CAS goes

low. If WE goes low later than tcwD afer CAS goes low, first

a read occurs and DO (DRAM output data) becomes valid,

then data Dl is written into the same address in the DRAM
as WE goes low. In this read-modify-write case, Dl and DO
cannot be linked together. WE always follows WIN directly

to determine the type of access to be performed.

POWER-UP INITIALIZE

When Vcc is first applied to the DP8429, an initialize pulse

clears the refresh counter and the internal control flip-flops.

IMode Features Summary
4 modes of operation: 2 access and 2 refresh

Automafic or external selected by the user

Auto access mode provides RAS, row to column

change, and then CAS automatically.

Choice between two different values of Irah in auto-ac-

cess mode

CAS controlled independently in external control mode,

allowing for nibble mode accessing

Automatic refreshing can make refreshes transparent to

the system

CAS is inhibited during refresh cycles
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DP8428/DP8429 Mode Descriptions

MODE 0-EXTERNALLY CONTROLLED REFRESH

F^ure 2 shows the Externally Controlled Refresh timing. In

this mode the refresh counter contents are multiplexed to

the address outputs. All RAS outputs are enabled to follow

RASIN so that the row address Indicated by the refresh

counter Is refreshed in all DRAM banks when RASIN goes
low. The refresh counter increments when RASIN goes
high. RFSH should be held low at least until RASIN goes
high (they may go high simultaneously) so that the refresh

address remains valid and all RAS outputs remain enabled

throughout the refresh.

A burst refresh may be performed by holding RFSH low and
toggling RASIN until all rows are refreshed. It may be useful

In this case to reset the refresh counter just prior to begin-

ning the refresh. The refresh counter resets to all zeroes

when RFI/0 is pulled low by an external gate. The refresh

counter always counts to 51 1 before rolling over to zero. If

there are 128 or 256 rows being refreshed then Q7 or Q8,

respectively, going high may be used as an end-of-burst

indicator.

In order that the refresh address is valid on the address

outputs prior to the RAS lines going low, RFSH must go low

before RASIN. The setup time required is given by tppLfiL in

the Switching Characteristics. This parameter may be ad-

justed using Figure 10 for loading conditions other than

those specified.

TABLE III. DP8428/DP8429 Mode Select Options

Mode
(RFSH)

M2
MO Mode Of Operation

1

4

5

1

1

1

1

Externally Controlled

Refresh

Auto Refresh-Forced

Externally Controlled

Access

Auto Access

(Hidden Refresh)

DP8428/DP8429 Interface Between System and DRAM Banks

Eas

WE

MS
ROWS

9

1
^^^^^^^^^

1
1

J 9 9 COLUMN DECODE

COLUMNS f ADDRESS
DRIWERS

»

-I.5V 2S6K
DYNAMIC
RAMS

.J^
H

W

D
E

C

D
E

512

512 256K
ARRAY

ADDRESS
BUS

^
T

DP8429

^ REFRESH
^COUNTER A

TL/F/8649-12

All 9 Bits of Refresh Counter Used

FIGURE la. DP8428/DP8429 with 256l( DRAMs

CAS

*5V1M
DRAMS

10 WE

RAS

4-

ROWS

\io

10,.

+
COLUMN DECODE

COLUMNS ADDRESS

DRIVERS
R

w

D
E

C

D

E

2048

1 M-BIT
512 ARRAY

ADDRESS
^

BUS

DP8429

- REFRESH
^ COUNTER

TL/F/B649-25

All 9 Bits Of Refresh Counter Used

FIGURE lb. DP8428/DP8429 with 1M DRAMs
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DP8428/DP8429 Mode Descriptions (continued)

INPUTS

RASIN

CASIN AND R/il

OUTPUTS

RASO

tRKSIHH

•— IRFLRL-

-IflASINL-

RAS 1. 2. 3 Hh

- IflFPOHO

REFRESH COUNT n X
aO-9 OLD COLUMNSX REFRESH COUNT n

X COUNTER RESET

M
Y n + 1 Y NEWROWS Yn + l\

IRFLCT -tCTL-A

'Indicates Dynamic RAM Parameters

FIGURE 2a. External Control Refresh Cycle (Mode 0)

-IRST-

COUNTER RESET

INPUT

oo
00

00
V.
oo
09

i<o

wM
09
ro
09

z
en
CO
lO
00
N»

MmM/

•||' tBFDPL - IRFPDH

h-tROHNC

EZ)CZDO:D(E:n^DC
FIGURE 2b. Burst Refresh Mode

TL/F/8649-14
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DP8428/DP8429 Mode Descriptions (continued)

After receiving the refresh request the system must allow a
forced refresh to take place while RFCK Is low. External

MODE 1 -AUTOMATIC FORCED REFRESH

In Mode 1 the R/C (RFCK) pin becomes RFCK (refresh

cycle clock) and the CASIN (RGCK) pin becomes RGCK
(RAS generator clock). If RFCK is high and Mode 1 is en-

tered then the chip operates as If In MODE (externally

controlled refresh), with all RAS outputs following RASIN.

This feature of Mode 1 may be useful for those who want to

use Mode 5 (automatic access) with externally controlled

refresh. By holding RFCK permanently high one need only

toggle M2 (RFSH) to switch from Mode 5 to external re-

fresh. As with Mode 0, RFI/0 may be pulled low by an ex-

ternal gate to reset the refresh counter.

When using Mode 1 as automatic refresh, RFCK must be an

input clock signal. One refresh should occur each period of

RFCK. If no refresh is performed while RFCK is high, then

when RFCK goes low RFI/0 immediately goes low to Indi-

cate that a refresh is requested. (RFI/0 may still be used to

reset the refresh counter even though it is also used as a

refresh request pin, however, an open-collector gate should

be used to reset the counter in this case since RFI/0 is

forced low internally for a request).

logic can monitor RFRQ (RFI/0) so that when RFRQ goes
low this logic will wait for the access currently in progress to

be completed before pulling M2 (RFSH) low to put the

DP8429 in mode 1 . If no access is taking place when RFRQ
occurs, then M2 may immediately go low. Once M2 is low,

the refresh counter contents appear at the address outputs

and RAS is generated to perform the refresh.

An external clock on RGCK is required to derive the refresh

RAS signals. On the second falling edge of RGCK after M2
is low, all RAS lines go low. They remain low until two more
falling edges of RGCK. Thus RAS remains high for one to

two periods of RGCK after M2 goes low, and stays low for

two periods. In order to obtain the minimum delay from M2
going low to RAS going low, M2 should go low tpFSRG be-

fore the falling edge of RGCK.

The Refresh Request on RFI/0 is terminated as RAS goes
low. This signal may be used to end the refresh earlier than

it normally would as described above. If M2 Is pulled high

— tCSRLI

RASii)

MZ (RFSH)

RF I/O (RFRQI

RAS 0. 1, 2, 3

\m? access to
selected banks

TL/F/8649-15

© RFCK goes low @ Forced refresh RAS starts after > T

© RFRQ goes low if no hidden refresh <> 'hp'

occurred while RFCK was high ® Forced refresh RAS ends RFRQ

® Next RASIN starts next access ® ^P removes refresh acknowledge

<Sf jxP acknowledges refresh request

FIGURE 3. DP8428/DP8429 Performing a Forced Refresh (Mode 5-^1^5) with Various Microprocessors
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DP8428/DP8429 Mode Descriptions (Continued)

while the RAS lines are iow, then the RASs go high tppRH

later. The designer must be careful, however, not to violate

the minimum RAS low time of the DRAMs. He must also

guarantee that the minimum RAS precharge time is not vio-

lated during a transition from mode 1 to mode 5 when an

access is desired immediately following a refresh.

If the processor tries to access memory while the DP8429 is

in mode 1, WAIT states should be inserted into the proces-

sor cycles until the DP8429 is back in mode 5 and the de-

sired access has been accomplished (see Figure 9).

Instead of using WAIT states to delay accesses when re-

freshing, HOLD states could be used as follows. RFRQ
could be connected to a HOLD or Bus Request input to the

system. When convenient, the system acknowledges the

HOLD or Bus Request by pu lling M2 low. Using this

scheme, HOLD will end as the RAS lines go low (RFI/0

goes high). Thus, there must be sufficient delay from the

time HOLD goes high to the DP8429 returning to mode 5, so

that the RAS low time of the DRAMs isn't violated as de-

scribed earlier (see Figure 3 for mode 1 refresh with Hold

states).

To perform a forced refresh the system will be inactive for

about four periods of RGCK. For a frequency of 10 MHz,

this is 400 ns. To refresh 1 28 rows every 2 ms an average of

about one refresh per 1 6 jis is required. With a RFCK period

of 16 f.is and RGCK period of 100 ns, DRAM accesses are

delayed due to refresh only 2.5% of the time. If using the

Hidden Refresh available in mode 5 (refreshing with RFCK
high) this percentage will be even lower.

MODE 4 - EXTERNALLY CONTROLLED ACCESS
In this mode all control signal outputs can be controlled

directly by the correspond ing control input. The enabled

RAS output follows RASIN, CAS follows CASIN (with R/C
low), WE follows WIN and R/C determines whether the row

or the column inputs are enabled to the address outputs

(see Figure 4).

With R/S high, the row address latch contents are enabled

onto the address bus. RAS going low strobes the row ad-

dress into the DRAMs. After waiting to allow for sufficient

row-address hold time (tRAH) after RAS goes low, R/C can

go low to enable the column address latch contents onto

the address bus. When the column address is valid, CAS
going low will strobe it into the DRAMs. WIN determines

whether the cycle is a read, write or read-modify-write ac-

cess. Refer to Figures 5a and 5b for typical Read and Write

timing using mode 4.

Page or Nibble mode may be performed by toggling CASIN
once the initial access has been completed. In the case of

page mode the column address must be changed before

*Resistors required depends on DRAM load.

DRAMs Maybe 16k, 64k, 266k, 1M

For 4 Banks, can drive 1 6 data bits

+6 Check Bits for ECC.

For 2 Banks, can drive 32 data bits

+ 7 Check Bits for ECC.

For 1 Bank, can drive 64 data bits

S Check Bits for ECC.

TL/F/8649-16

FIGURE 4. Typical Application of DP8429 Using External Control Access and Refresh in Modes and 4
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DP8428/DP8429 Mode Descriptions (continued)

IKPUTS

ADS OLE)^- -tAOS- K
SYSTEM

'

ADDRESS '

BUS^

-lASA-

tASB- -• IRAH

'INDICATES DTNAMIC DAM
PARAMETERS

imw
,

ICCAS -

— IRAC—

DRAM DATA OUT c

—I tRCB h—

)( COLUMNS VALID Y
—»lASCl-i ICAC 'I

DATA OUT VAUD >
FIGURE 5a. Read Cycle Timing (Mode 4)

TL/F/e649-17

INPUTS

ADS (ALE)

SYSTEM
ADDRESS

BUS

DRAM DATA IN

OUTPUTS

RAS 0,1.2.3

/ lAOS l\_
I-' tASA K

-IRPDI'-

IRCC

•INHCATESDVIUMICRAM
PMUMETBIS

<CPOL

-lDS*-»

tASR'h iRAH*-

IDH-

-i IRCR 1-^

K COLUMNS VALID

-»-i»ics--»

X ROWS

itmR

FIGURE 5b. Write Cycle Timing (Mode 4)

TL/F/8649-18
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DP8428/DP8429 Mode Descriptions (Continued)

With toiFi (from Switching Characteristics) = 7 ns,

7 ns + 15 ns

CASIN goes low to access a new memory location (see

Figure 5c). Parameter tcpdrf has been specified in order that

users may easily determine minimum CAS pulse widths

when CASIN Is toggling.

AUTOMATIC C^ GENERATION

CAS Is held high when_R/C Is high even If CASIN Is low. If

CASIN Is low when R/C goes low, CAS goes low automati-

cally, tASC sftsr the column address is valid. This feature

eliminates the need for an externally derived CASIN signal

to control CAS when performing a simple access (Figure 5a

demonstrates Auto-CAS generation in mode 4). Page or nib-

ble accessing may be performed as shown in Figure 5c

even if CAS is generated automatically for the inltjal access.

FASTEST MEMORY ACCESS
The fastest Mode 4 access is achieved by using the auto-

matic CAS feature and external delay line to generate the

required delay between RASIN and R/C. The amount of

delay required depends on the minimum tpAH o' the DRAMs
being used The DP8429 parameter tpipi has been speci-

fied in order that the delay between RASIN and R/C may be

minimized.

tD|F1 = MAXIMUM (tRpDL-tRHA)

where tppoL = RASIN to RAS delay

and tfiHA = row address held from R/C going low.

The delay between RASIN and R/C that guarantees the

specified DRAM tpAH >s given by

MINIMUM RASIN to R/C = toiPi + Irah-

Example

In an application using DRAMs that require a minimum tpiAH

of 15 ns, the following demonstrates how the maximum
RASIN to CAS time is determined.

RASIN to R/C delay = 7ns+ 15ns= 22 ns.

A delay line of 25 ns will be sufficient.

With Auto-CAS generation, the maximum delay from R/C to

CAS (loaded with 600 pF) is 46 ns. Thus the maximum
RASIN to CAS time is 71 ns, under the given conditions.

With a maximum RASIN to RAS time (IrpdiJ of 20 ns, the

maximum RAS to CAS time is about 51 ns. Most DRAMs
with a 1 5 ns minimum Irah have a maximum t^co °' about

60 ns. Thus memory accesses are likely to be RAS limited

instead of CAS limited. In other words, memory access time

is limited by DRAM performance, not controller perform-

ance.

REFRESHING IN CONJUNCTION WITH MODE 4

If using mode 4 to access memory, mode (externally con-

trolled refresh) must be used for all refreshing.

MODE 5 - AUTOMATIC ACCESS WITH HIDDEN RE-

FRESHING CAPABILITY

Automatic-Access has two advantages over the externaiiy

controlled access (mode 4). First, RAS, CAS and the row to

column change are all derived internally from one input sig-

nal, RASIN. Thus the need for an external delay line (see

mode 4) is eliminated.

Secondly, since R/C and CASIN are not needed to gener-

ate the row to column change and CAS, these pins can be

used for the automatic refreshing function.

AUTOMATIC ACCESS CONTROL

Mode 5 of the DP8429 makes accessing Dynamig RAM
neariy as easy as accessing static RAM. Once row and col-

umn addresses are valid (latched on the DP8429 if neces-

sary), RASIN going low is all that Is required to perform the

memory i

r^_j~i_^
FIGURE 5c. Page or Nibble Access In Mode 4
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DP8428/DP8429 Mode Descriptions (continued)

wm

ADDRESS INPUTS/
DATA

•Indicates Dynamic RAM Parameters TL/F/8649-20

FIGURE 6. Mode 5 Timing

(Refer to Figure 6) In mode 5 the selected RAS follows

RASIN Immediately, as In mode 4, to strobe the row address

into the DRAMs. The row address remains valid on the

DP8429 address outputs long enough to meet the tRAH re-

quirement of the DRAMs (pin 4, RAHS, of the DP8429 al-

lows the user two choices of Xfwt\). Next, the column ad-

dress replaces the row address on the address outputs and
CAS goes low to strobe the columns into the DRAK/ls. WIN
determines whether a read, write or read-modify-write is

done.

The diagram below illustrates mode 5 automatic control sig-

nal generation.

TL/F/a649-21

REFRESHING IN CONJUNCTION WITH MODE 5

When using mode 5 to perform memory accesses, refresh-

ing may be accomplished:

(a) externally (in mode or mode 1)

(b) by a combination of mode 5 (hidden refresh) and
mode 1 (auto-refresh)

or (c) by a combination of mode 5 and mode

(a) Externally Controlled Refreshing In Mode or Mode 1

All refreshing may be accomplished using external refresh-

es in either mode or mode 1 with R/C (RFCK) tied high

(see mode and mode 1 descriptions). If this Is desired, the

system determines when a refresh will be performed, puts

the DP8429 in the appropriate mode, and controls the RAS
signals directly with RASIN. The on-chip refresh counter is

enabled to the address outputs of the DP8429 when the

refresh mode is entered, and increments when RASIN goes
high at the completion of the refresh.

(b) Mode 5 Refreshing (hidden) with Mode 1 refreshing

(auto)

(Refer to Figure 7a) If RFCK is tied to a clock (see mode 1

description), RFI/O becomes a refresh request output and
goes low following RFCK going low if no refresh occurred

while RFCK was high. Refreshes may be performed in

mode 5 when the DP8429 is not selected for access (CS is

high) and RFCK is high. If these conditions exist the refresh

counter contents appear on the DP8429 address outputs

and all RAS lines follow RASIN so that if RASIN goes low

(an access other than through the DP8429 occurs), all RAS
lines go low to perform the refresh. The DP8429 allows only

one refresh of this type for each period of RFCK, since

RFCK should be fast enough such that one refresh per peri-

od is sufficient to meet the DRAM refresh requirement.
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DP8428/DP8429 Mode Descriptions
Once it is started, a hidden_refresh will continue even if

RFCK goes low. However, GS must tie tiigh throughout the

refresh (until RASIN goes high).

These hidden refreshes are valuable in that they do not

delay accesses. When determining the duty cycle of RFCK,

the high time should be maximized in order to maximize the

probability of hidden refreshes. If a hidden refresh doesn't

happen, then a refresh request will occur on RFI/0 when

RFCK goes low. After receiving the request, the system

must perform a refresh while RFCK is low. This may be

done by going to mode 1 and allowing an automatic refresh

(see mode 1 description). This refresh must be completed

while RFCK is low, thus the RFCK low time is determined by

the worst-case time required by the system to respond to a

refresh request,

(c) IMode 5 Refresh (Hidden Refresh) with mode Refresh

(External Refresh)

This refresh scheme is identical to that in (b) except that

after receiving a refresh request, mode is entered to do

the refresh (see mode description). The refresh request is

terminated (RFI/0 goes high) as soon as mode is en-

tered. This method requires more control than using mode 1

(auto-refresh), however, it may be desirable if the mode 1

refresh time is considered to be excessive.

Example

Figure 7b demonstrates how a system designer would use

the DP8429 in mode 5 based on certain characteristics of

his system.

(Continued)

System Characteristics:

1) DRAIW used has min Irah requirement of 15 ns and
min tASR of ns

2) DRAM address is valid from time Ty to the end of the

memory cycle

3) four banks of twenty-two 256k memory chips each are

being driven

Using the DP8429 (see Figure 7b):

1) Tie pin 4 (RAHS) high to guarantee a 15 ns minimum

tpjAH which is sufficient for the DRAMs being used

2) Generate RASIN no earlier than time Ty + Iasrl (see

switching characteristics), so that the row address is

valid on the DRAM address inputs before RAS occurs

3) Tie ADS high since latching the DRAM address on the

DP8429 is not necessary

4) Connect the first 20 system address bits to R0-R9 and
C0-C9, and bits 21 and 22 to BO and B1

5) Connect each RAS output of the DP8429 to the RAS
inputs of the DRAMs of one bank of the memory arra^

connect Q0-Q9 of the DP8429 to A0-A9 of all DRAMs;
connect CAS of the DP8429 to CAS of all the DRAMs

Figure 7c illustrates a similar example using the DP8428 to

drive two 32-bit banks.

-tRFCK-

-tRFCKH-

PflOCESSOR ACCESSING ELSEWHERE

HIDDEN REFRESH AlREADy
PERFORMED, NO SUBSEQUENT
REFRESH ALLOWED IN THIS CYCLE

u
TL/F/8649-22

FIGURE 7a. Hidden Refreshing (Mode 5) and Forced Refreshing (Mode 1) Timing
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DP8428/DP8429 Mode Descriptions (continued)

INPUT MS

REFRESH CLOCK

FIGURE 7b. Typical Application of DP8429 Using Modes 5 and 1

Applications
If one desires a memory Interface containing tfie DP8429
that minimizes the number of external components required,

modes 5 and 1 should be used. These two modes provide:

1) Automatic access to memory (In mode 5 only one signal,

RASIN, Is required In order to access memory)

2) Hidden refresh capability (refreshes are performed auto-

matically while In mode 5 when non-local accesses are

taking place, as determined by CS)

3) Refresh request capability (if no hidden refresh took

place while RFCK was high, a refresh request Is generat-

ed at the RFI/0 pin when RFCK goes high)

4) Automatic forced refresh (If a refresh request Is generat-

ed while in mode 5, as described above, external logic

should switch the DP8429 Into mode 1 to do an automat-

ic forced refresh. No other external control signals need
be issued. WAIT states can be Inserted Into the proces-

sor machine cycles if the system tries to access memory
while the DP8429 is in mode 1 doing a forced refresh).

Some items to be considered when integrating the DP8429
into a system design are:

1) The system designer should ensure that a DRAM access

not be in progress when a refresh mode Is entered. Simi-

larly, one should not attempt to start an access while a

refresh is in progress. The parameter Irfhrl specifies

the minimum time from RFSH high to RASIN going low to

Initiate an access.

2) One should always guarantee that the DP8429 Is enabled

for access prior to Initiating the access (see tcsRu)-

3) One should bring RASIN low even during non-local ac-

cess cycles when In mode 5 in order to maximize the

chance of a hidden refresh occurring.

4) At lower frequencies (under 10 Mhz), It becomes Increas-

ingly Important to differentiate between READ and

WRITE cycles. RASIN generation during READ cycles

can take place as soon as one knows that a processor

READ access cycle has started. WRITE cycles, on the

other hand, cannot start until one knows that the data to

be written at the DRAM Inputs will be valid a setup time

before CAS (column address strobe) goes true at the

DRAM inputs. Therefore, in general, READ cycles can be

initiated earlier than WRITE cycles.

5) Many times it Is possible to only add WAIT states during

READ cycles and have no WAIT states during WRITE
cycles. This Is because it generally takes less time to

write data Into memory than to read data from memory.
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Applications (continued)

SrSIEMCUXK

INPUT HAS

REFRESH CUCK

WRiTE

REFRESH

RtS3

R^2

RAS1

lASfl
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61

R^JN

RFCK

QQ-9

CS MO RAHS

JTT

AW-

m^

r

mw/^ ^

'm/>^\

CAS DATA 0-15^
^^

•>^^M.^SM^^^^MZ^Sm^^MS'.

mm.

32-BIT DAW BUS

k^/y//yyyyyyy//y//yy^^^^^^^

^

^M
TL/F/8649-24

FIGURE 7c. Typical Application of DP8428 Using Modes 5 and 1

The DPe4XX2 family of inexpensive preprogrammed medi-

um Programmable Array Logic devices (PALs) have been

developed to provide an easy interface between various mi-

croprocessors and the DP84XX family of DRAM controller/

drivers. These PALs interface to all the necessary control

signals of the particular processor and the DP8429. The

PAL controls the operation of the DP8429 in modes 5 and 1

,

while meeting all the critical timing considerations discussed

above. The refresh clock, RFCK, may be divided down from

the processor clock using an IC counter such as the

DM74LS393 or the DP84300 programmable refresh timer.

The DP84300 can provide RFCK periods ranging from 1 5.4

jLis to 15.6 fis based on an input clock of 2 to 10 MHz.

Figure 8 shows a general block diagram for a system using

the DP8429 In modes 1 and 5. Figure 9 shows possible

timing diagrams for such a system (using WAIT to prohibit

access when refreshing). Although the DP84XX2 PALs are

offered as standard peripheral devices for the DP84XX
DRAM controller/drivers, the programming equations for

these devices are provided so the user may maKe minor

modifications for unique system requirements.

ADVANTAGES OF DP8429 OVER
A DISCRETE DYNAMIC RAM CONTROLLER

1) The DP8429 system solution takes up much less board

space because everything Is on one chip (latches, re-

fresh counter, control logic, multiplexers, drivers, and in-

ternal delay lines).

2) Less effort is needed to design a memory system. The

DP8429 has automatic modes (1 and 5) which require a

minimum of external control logic. Also programmable ar-

ray logic devices (PALs) have been designed which allow

an easy Interface to most popular microprocessors (Mo-

torola 68000 family. National Semiconductor 32032 fami-

ly, Intel 8086 family, and the ZIlog Z8000 family).

3) Less skew in memory timing parameters because all crit-

ical components are on one chip (many discrete drivers

specify a minimum on-chip skew under worst-case condi-

tions, but this cannot be used if more then one driver Is

needed, such as would be the case In driving a large

dynamic RAM array).

4) Our switching characteristics give the designer the critical

timing specifications based on TTL output levels (low =

0.8V, high = 2.4V) at a specified load capacitance. All

timing parameters are specified on the DP8429:

A) driving 88 DRAM'S over a temperature range of 0-70

degrees centigrade (no extra drivers are needed).

B) under worst-case driving conditions with all outputs

switching simultaneously (most discrete drivers on the

martlet specify worst-case conditions with only one

output switching at a time; this Is not a true worst-case

condition!).
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DP8428/DP8429/NS32828/NS32829

t6-BIT MICROPRCCESSOR DATA BUS

MicnopROCESson address bus

ADDR
STROBE

MICROPROCESSDfl

CLOCK

B/ar

UPPER BYTE

LOWER BYTE

ADDRESS
DECODER

TT

SELECT
WAITt

tTHE SELECT WAIT INPUT
TOTHEDP84XX2CHIP
INSERTS A WAIT STATE
DURING ACCESSING.
THIS MAY BE NECESSARY
FOR VERY FAST MICRO-
PROCESSORS

NECESSARY IF INSTRUCTIONS INCLUDE

BYTE-WRITING. OTHERWISE USE CA5 HIBECTLY

FROM THE DP3429 TO THE RAMS.

X

RAMS MAY BE 16k, 6«k.,
or 256111

RO-1, 7, e, 9

CO E. 7, 8. 9

B1

BD

ADS

ROCK

wm

00-6.

7.8,9

RS53

RAS2

BAS1

RASO

zm

RFI/0M2

m

RAM ADDRESS BUS, AO. 6.

7.8.9

WE

AO, 6,

7.8.9

WE H

TifSU

Case

AO. 6,

7,8.9

TffiS

WE

± we

tMu

4-
I I I I I i

>
IDo
O
0>

o
3
(0

CASU select UPPER BYTE

CASL SELECT LOWER BYTE

NECESSARY IF MORE THAN ONE BANK-

DM

74S244

caSu-n

LOWER
BYTE

UPPER
BYTE

TL/F/8649-26

FIGURE 8. Connecting the DP8429 Between the 16-bit Microprocessor and lUemory
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I CYCLE I
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h- MEMORY CYCIE-^-" MEMDRYCYCIE

SELECTING
ELSEWHERE

DPa4300 MINIMIZES LOW TIME TO
20 CLOCKS MAXIMIZING CHANCE OF

HIDDEN REFRESH

DD'9 now X^X.

*T is microprocessor's clock period
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FIGURE 9. DP8429 Auto Refresh, Access with WAIT States
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Switching Ciiaracteristics

All A. C. parameters are specified with the equivalent load

capacitances, including traces, of 88 DRAMs organized as 4

banks of 22 DRAMs each. Maximums are based on worst-

case conditions including all outputs switching simulta-

neously. This, In many cases, results In the AC valves

shown In the DP84XX DRAM controller data sheet being

much looser than true worst case maximum AC delays. The

system designer should estimate the DP8429 load In his/

her application, and modify the appropriate A. C. parame-

ters using the graph in Figure 10. Two example calculations

are provided below.

z.

-500 -300 -100 + 100 +300 +500

CpF

TUF/8649-2e

FIGURE 10. Change in Propagation Delay

relative to "true" (application) load minus

AC specified data sheet load

Examples

1 ) A mode 4 user driving 2 banks of DRAM has the follow-

ing loading conditions:

CAS - 300 pF

Q0-Q9 - 250 pF

RAS -150pF

A.C. parameters should be adjusted in accordance with Fig-

ure 10 and the specifications given for the 88 DRAM load as

follows:

max tRPDL = 20 ns - ns = 20 ns (since RAS load-

ing Is the same as that which is spec'ed)

max tcpDL = 32 ns - 7 ns = 25 ns

max tccAS = 46 ns - 7 ns = 39 ns

max tRcc = 41 ns - 6 ns = 35 ns

min tpHA is not significantly effected since it does not

Involve an output transition

Other parameters are adjusted in a similar manner.

2) A mode 5 user driving one bank of DRAM has the

following loading conditions:

CAS- 120 pF

QO-Q9-100pF

RAS- 120 pF

A. C. parameters should be adjusted as follows:

with RAHS = "1",

max tRicL = 70 ns - 1 1 ns = 59 ns

max tpjCDL = 55 ns + 1 ns - 1 1 ns = 45 ns

(the + 1 ns is due to lighter RAS loading; the - 11 ns

Is due to lighter CAS loading)

min tpAH = 15 ns + 1 ns = 16 ns

The additional 1 ns Is due to the fact that the RAS line

Is driving less (switching faster) than the load to which

the 15 ns spec applies. The row address will remain

valid for aix)ut the same time irregardless of address

loading since it is considered to be not valid at the

beginning of its transition.

DUTnjT
UNDER &
TEST 152

VA-

"ClSri

-O TEST POINT

TL/F/8649-29

FIGURE 11. Output Load Circuit
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Absolute Maximum Ratings (Notei)

Specifications for Military/Aerospace products are not
contained in this datasheet. Refer to the associated
reliability electrical test specifications document.

Supply Voltage, Vcc 7.0V

Storage Temperature Range - 65°C to + 1 50°C

Input Voltage 5.5V

Output Current 1 50 mA
Lead Temp. (Soldering, 1 seconds) 300°C

Operating Conditions
Min

Vcc Supply Voltage 4.50

Ta Ambient

Temperature

Max

5.50

+ 70

Units

V

Electr Cal Characteristics Vcc - S.OV ±10%, 0°C < Ta ^ 70°C unless otherwise noted (Note 2)

Symbol

Vc

liRSI

IM.
I|L2

V.I

V|H

Parameter

Input Clamp Voltage

Input High Current for ail Inputs

Conditions

Vcc = Min, Ic = ~ 12 mA

V|N = 2.5V

Output Load Current for RFI/0

Input Low Current for all Inputs*

ADS, R/C, CS, M2, RASIN

Input Low Threshold

Input High Threshold

V|N = 0.5V, Output high

V|N = 0.5V

V|N = 0.5V

VoL1

V0L2

Vqhi

V0H2

loD

Ice

Output Low Voltage*

Output Low Voltage for RFi/O

Output High Voltage*

Output High Voltage for RFI/O

Output High Drive Current*

Iql = 20 mA

MIn

2.0

Iql = 8 mA

lOH
'

1 mA

lOH
' lOO/iA

VouT = 0.8V (Note 3)

Output Low Drive Current*

Supply Current

VouT = 2.4V (Note 3)

Vcc = Max

Typ

0.8

2.0

-0.7

-0.02

-0.05

0,3

0.3

Max

1.2

100

-1.5

-0.25

-0.5

0.5

0.5

2.4

2.4

-50

50

3.5

3.5

-200

200

150 240

Units

jiA

Oo
Is)
00
V.
oo
09
4^
lO

CO
CO
to
00
lO
CO

ww
00

CO

mA

mA

mA

V

mA

mA

mA
•Except RFI/O

••Except RFI/O, ADS, R/C, ^, M2, RASIN

Switching Characteristics: DP8428 and DP8429
Vcc = S.OV ± 10%, 0°C < Ta s 70°C unless otherwise noted (Notes 2, 4, 5), the output load capacitance is typical for 4
banks of 22 DRAMs each or 88 DRAMs, including trace capacitance.

* These values are Q0-Q9, Cl = 500 pF; RAS0-RAS3, Cl = 150 pF; WE, Cl = 500 pF; CAS, Cl = 600 pF; RL = 5000
unless otherwise noted. See Figure 11 for test load. Maximum propagation delays are specified with all outputs
switching.

'* Preliminary

Symbol

'riclo

tRICLO

tRICLI

Access Parameter

RASIN to CAS Low Delay

(RAHS = 0)

RASIN to CAS Low Delay

(RAHS = 0)

Iricli

tRICH

tRCDLO

tRCDLO

RASIN to CAS Low Delay

(RAHS = 1)

RASIN to CAS Low Delay

(RAHS = 1)

RASIN to CAS High Delay

RAS to CAS Low Delay

(RAHS = 0)

RAS to CAS Low Delay

(RAHS = 0)

Condition

DP8428-80/29-80

Figure 6
DP8428-70/29-70

Figure 6
DP8428-e0/29-80

Figure 6
DP8428-7a/29-70

Figure 6

Figure 6
DP8428-80/29-80

Figure 6
DP8428-70/29-70

•CL

Min

57

57

48

48

43

43

Max

97

87

80

70

37

••AIICl = 50 pF

Min

42

42

Max

85

75

35

35

80

72

68

58

Units
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Switching Characteristics: DP8428 and DP8429 (Continued)

Vcc = 5.0V ± 10%, 0°C s Ta s 70°C unless otherwise noted (Notes 2, 4, 5). Tine output ioad capacitance is typicai for 4
banks of 22 DRAMs each or 88 DRAIVIs, including trace capacitance.

These values are Q0-Q9, Cl = 500 pF; RAS0-RAS3, Cl = 150 pF; WE, Cl = 500 pF; CAS, Cl = 600 pF; RL = SOOn
unless otherwise noted. See Figure 11 for test load. Maximum propagation delays are specified with all outputs

switching.

•'Preliminary

Symbol Refresh Parameter Condition
•CL 1 "AIICL=50pF

Units

MIn Max iVIin lUax

tRC Refresh Cycle Period Figure 2a 100 ns

tRASINUH Figure 2a 50 nsPulse Width of RASIN

during Refresh

fRFPDLO Figure 2a 28 nsRASIN to RAS Low Delay

during Refresh (Mode 0)

tRFPDLS Figure 7 38 nsRASIN to RAS Low Delay

during Hidden Refresh

tRFPDHO Figure 2a 35 nsRASIN to RAS High Delay

during Refresh (Mode 0)

tRFPDHS Figure 7 44 nsRASIN to RAS High Delay

during Hidden Refresh

tRFLCT Figures 2a, 3
CS = X

38 nsRFSH Low to Counter

Address Valid

tRFLRL Figure 2a 12 nsRFSH Low Set-up to RASIN

Low (Mode 0), to get

Minimum tASR =

tRFHRL Figures 25

]

nsRFSH High Setup to Access

RASIN Low

tflFHRV Figures 43 '

i

nsRFSH High to Row
Address Valid

tROHNC RAS High to New Count

Valid

Figure 2a 42 ns

tRST Counter Reset Pulse Width Figure 2a 46 ns

tCTL RFI/0 Low to Counter

Outputs All Low

Figure 2a 80 ns

tRFCKUH Minimum Pulse Width

of RFCK
Figure 7 100 ns

T Period of RAS Generator

Clock

Figures 30
1

i

ns

tRGCKL Minimum Pulse Width Low

ofRGCK
Figures 15

i

1

1

ns

tRGCKH Minimum Pulse Width High i Figure 3
of RGCK

15 ns

Figure 3

Cl = 50 pF

RL = 35k

66 ns¥rql RFCK Low to Forced RFRQ
(RFI/O) Low

Figure 3

Cl = 50 pF

RL = 35k

55 nstFRQH RGCK Low to Forced RFRQ
High

o
-o
00
.^

00

Oo
00

CO

CO
CO
lO
0»
lO
00

CO
ta
ro
00
ro
CD
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Switching Characteristics: DP8428 and DP8429 (continued)

VcG = 5.0V ± 10%, 0°C i Ta s 70°G unless otherwise noted (Notes 2, 4, 5). The output load capacitance is typical for 4

banks of 22 DRAMs each or 88 DRAMs, including trace capacitance.

• These values are Q0-Q9, Cl = 500 pF; RAS0-RAS3, Cl = 150 pF; WE, Cl = 500 pF; CAS, Cl = 600 pF; RL = 500n
unless otherwise noted. See F^ure 11 for test load. Maximum propagation delays are specified with all outputs

switching.

"Preliminary

Symbol Refresh Parameter
•CL "All Cl = 50 pF

Units

Min IMax Min Max

tRGRL RGCKLowtoRASLow Figures 21 41 ns

tRGRH RGCKLowtoRASHigh Figures 23 48 ns

tRQHRF RFSH Hold Time from RGCK Figure 3 2T ns

tRFRH RFSH High to RAS High

(Ending Forced Refresh

early)

(See Mode 1

Description)

42 ns

tpFSRG RF§H Low Set-up to

RGCK Low (Model)
(See Mode 1

Description)

Figures

12 ns

tCSHR CSHightoRASINLowfor
Hidden Refresh

Figure 7 10 ns

tCSRLt
for DP8429

CS Low to Access RASIN
Low (Using Mode 5 with

Auto Refresh Mode)

Figures 34 ns

tcSRLI
for DP8428

CS Low to Access RASIN
Low (Using Mode 5 with

Auto Refresh Mode)

Figure 3 5 ns

tCSRLO CS Low to Access RASIN
Low (Using Modes 4 or 5

with externally controlled

Refresh)

(See Mode 5
Description)

5 ns

tRKRL RFCK High to RASIN
low for hidden Refresh

50 ns

Input Capacitance ta = 25°c(Note2)

Symbol Parameter Condition IMin Typ Max Units

Input Capacitance ADS, R/C, CS 8C|N M2, RASIN pF

C|N Input Capacitance All Other Inputs 5 pF

Note 1: "Absolute Maximum Ratings" are the values beyond which ^)e safety of the device cannot be guaranteed. They are not meant to imply that the device

should be operated at these limits. The table of "Electrical Characteristics" prowdes conditions for actual device (^ration.

Note 2: AH typical values are for Ta=25''C and Vcc=5.0V.

Note 3: This test is provided as a monitor of Driver (XJtput source and sink current capability. Caution should be exerdsed in testing tNs parEuneter. In testing these

parameters, a 1 5ft resistor should be placed in series with each output undffl* test One output should be tested at a tvne and test time should not exceed 1 second.

Note 4: Input pulse OV to 3.0V, tp= tp= 2.5 ns, f= 2.5 MHz, tpw "^ 200 ns. Input reference point on AC measurements is 1 .5V Output reference points are 2.4V for

Hgh and 0.8V for Low.

Note 5: The load capacitance (xi RF I/O should not exceed 50 pF.
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SYS32/20 Development System
• High Performance, 10-MHz, no-wait state, NS32032 add-in card for IBM-XT/AT or Compatible. (Note 1)

• 2-Mbyte RAM Configuration (not expandable)

• 4-Mbyte RAM Configuration

• XT or AT Compatible (360-Kbyte or 1.2-Mbyte Floppies)

• Operating System derived from AT&T UNIXTm System V.2 (on-line manual pages) (Note 1)

• Series 32000® GNX Language Tools (Note 1)

• Optional Compilers (Note 2)

• Optional System V.2 Documentation (Note 2)

• Optional BSD Utilities (Note 2)

• Optional Tools for Documenters (TFD) (Note 2)

• Optional Driver for Ethernet (Note 2)

• Easy Installation

• Adapts to wide variety of Winchester disk sizes.

Note 1: Minimum configuration for development system.

Note 2: Requires purciiase of add-in card with operating system and GNX tools.

MINIMUM PC CONFIGURATION

• 20-Mbyte hard disk (30-Mbyte or larger is recommended)

• Slots - 2-Mbyte Configuration requires 1 Vi long slot, 4-Mbyte Configuration (depending on placement) may require 2 long

slots.

• XT, AT or Compatible

• PC-DOS 3.1 or later

• 512-Kbyte RAM

a
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VR32™ Target/Development System
For The Series 32000®
Microprocessor Family

Series 32000 Microprocessor Family

based

Time-stiared support for two users

System V/Series 32000 UNIXtm
operating system
Demand Paged Virtual Memory support
Easy to use, proven programming
environment

1 Megabyte RAM, user expandable
Reconfigurable hardware/software

supports user customized systems

Product Overview
The VR32 Target/Development System (T/DS) is a
single-user development environment that provides

software and hardware tools for the development of

applications using National Semiconductor's Series

32000 Microprocessor Family components. Applica-
tions that require customized hardware and software
environments can be satisfied efficiently and econom-
ically with the user-configurable features of the VR32
T/DS.

The VR32 T/DS includes two modules: the processor
module which is Multibus based and contains the

40 Megabyte hard disl<

Industry standard MULTIBUS® based
with three user available slots

C and FORTRAN high level languages

supported

Supports emulation of Series 32000

Microprocessor Family

1 megabyte Floppy pisk

Optional PASCAL compiler

Optional Streamer Tape

main CPU board, 1 Megabyte of system memory, flop-

py/hard dlsl< controller board, power supply, and up to

three additional user slots; and the disk module which
contains the 40 Megabyte hard disk and 1 Megabyte
floppy disk drives. An optional 20 Megabyte streamer

tape cartridge module can also be added to provide

either backup or program off-loading for the system.

Software support is included for the optional streamer

tape module. The terminal for use with the system is

user-supplied.
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Product Overview (Continued)

The VR32 T/DS uses National Semiconductor's re-

configurable System V/Series 32000 operating sys-

tem, a port of AT&T's validated UNIX System V Re-

lease 2.0 Version 2 for the Series 32000 Microproces-

sor Family. Its reconfigurability features provide the

system designer with the ability to add Input/output

driver software without the requirement of an AT&T
UNIX source license. The enhancements made to the

System V/Series 32000 operating system fully utilize

the advanced 32-bit architecture of the Series 32000
Microprocessor Family.

Hardware Description

Processor Module

The processor module of the VR32 houses the main

CPU board, the system memory, disk-tape controller

board, power supply, and an industry-standard Multi-

bus card cage (the disk drives are contained in a sep-

arate module, as is the optional streamer tape car-

tridge drive). The card cage has three slots available

for any additional Multibus-compatible boards the user

may wish to install into the system. The power supply

provides power to the processor module.

Main CPU Board

The VR32's main processor board, which occupies

one of the slots, utilizes National Semiconductor's Se-

ries 32000 Microprocessor Family. This chip set in-

cludes the NS32016 Central Processor Unit (CPU),

NS32082 Memory Management Unit (MMU),

NS32201 Timing Control Unit (TCU), NS32081 Float-

ing Point Unit (FPU), and NS32202 Interrupt Control

Unit (ICU). 512 Kilobytes of dual-ported dynamic ran-

dom access memory (RAM) reside on-board. An addi-

tional 512 kilobytes of system memory reside on a
separate board. The standard I/O interfaces provided

include a parallel interface port with 24 parallel I/O

lines which can be used with any Centronics-compati-

ble printer interface. Also included are two serial

RS232 interface ports, each capable of communica-
tion at 9600 baud. One serial port is connected to a

user terminal for communication to the VR32 T/DS.
The second serial port can be used with such devel-

opment tools as the ISE32TM (NS32032 In-System

Emulator) or even to another VR32 T/DS.

Disk-Tape Controller

The disk-tape controller board which occupies a sec-

ond Multibus slot handles all communications be-

tween the processor board and mass storage devices

(disks, tape). Commands for specific functions are

passed from the processor board to the controller

board over the system bus. Results (status and data)

from the mass storage devices are then returned over

the system bus back to the processor board, to be
evaluated by the NS32016 CPU or stored in system
memory. The controller board provides the interface

for the VR32's 40 Megabyte Winchester disk drive,

1 Megabyte SVi" floppy disk drive, and optional

streamer tape cartridge drive module.

Disk Module

The disk module contains the two disk drives that

come standard with the VR32 T/DS System. A
40 Megabyte Winchester hard disk drive and a
1 Megabyte 5%" floppy disk drive are installed in a
chassis that can be stacked on top of the processor

module. A power supply provides the required volt-

ages and currents for the disk drives. Cables are in-

cluded to connect the disk module to the processor

module, creating a complete computer system. The
terminal for use with the system is user-supplied.

Hardware Support

Terminals: Support is provided for a wide variety of

terminals via the "terminfo" facility in the System
V/Series 32000 operating system. These include the

DEC VT100, Televideo, and Hazeltine families.

Printer Interface: Both parallel and serial printer sup-

port is provided for a variety of printers including the

Centronics 700 and 300 series. The parallel interface

is configured for standard Centronics-compatible de-

vices.

PROM Programming: Support is provided for the Data

I/O System 19.

Emulation: The ISEtm products for the Series 32000
Microprocessor Family are fully supported. These in-

clude the ISEie™, in-System Emulator for the

NS32016 and the ISE32, In-System Emulator for the

NS32032.

Software Description

System V/Series 32000 Operating System

The System V/Series 32000 operating system utilized

on the VR32 T/DS is a port of AT&T's UNIX System V
(Release 2.0, Version 2) operating system. The fea-

tures provided by System V/Series 32000 are an ad-

vanced, proven programming environment to fully

support the Series 32000 Microprocessor Family, in-

cluding Demand-Paged Virtual Memory.

The System V/Series 32000 operating system is a
general purpose, multi-tasking, interactive operating

system designed to make the programmer's and doc-

umentor's computing environment simple, efficient,

and productive. The System V/Series 32000 includes

all the tools to compile, assemble, link, and download

object code to any Series 32000 based product. Ob-

ject files created conform to a superset of the AT&T
common object file format (COFF), jointly defined by

AT&T and National Semiconductor, and specifically

intended to fully support the advanced features of the

Series 32000 architecture.

Features of the System V/Series 32000 operating

system include:

— Demand-Paged Virtual Memory

— User-configurable I/O environment

<
31w
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> Software Description (Continued)

— Hierarchical, tree-structured file system

— Flexible command language

— Ability to execute sequential, asynchronous, and

background processes

— Powerful text editors

— File and Record locking

— Support for high-level languages including C,

FORTRAN, and an optional Pascal Compiler

— Series 32000 assembler

— Inter-system communications facilities

— High level language symbolic debugger

User-Configurable I/O System

The System V/Series 32000 operating system imple-

mented on the VR32 allows the I/O system to be re-

defined as required by the user's application. The op-

erating system has been designed with I/O interface

components available to the user at the binary code

level. Additional hardware in the form of Multibus

boards can be added to the system as the application

requires (see Hardware Description). The software

driver generated by the user can then be linked into

the system and recognized by the operating system

as a valid system I/O driver. This eliminates the need

fdr an AT&T UNIX source license and enables the

VR32 to operate as both a development system and

application-specific target system.

Sample I/O Drivers

Several I/O driver programs used In the VR32 T/DS
are provided in source form to assist In the develop-

ment of additional I/O drivers. Program source code is

provided for the following drivers:

— Ckinsole driver

— Disk/Tape driver

— Multiport asynchronous RS232 communication

driver

— Parallel printer driver

File System

The file system of the operating system consists of a
highly uniform set directories and files in a tree-like

hierarchical structure which are addressable to one

billion bytes.

Command language

User communication with the operating system is nor-

mally earned out with the aid of a program called the

shell. A shell is both a command language interpreter

and a programming language that provides an inter-

face to the operating system.

iSocument Preparation

System V/Series 32000 has many text processing

and document preparation facilities. Included are pow-

erful full-screen editor, text formatters, text proces-

sing macro packages, special processors for mathe-

matical expressions and tabular material, and numer-

ous supporting utilities.

Source Code Control System

The Source Code Control System (SCCS) in the Sys-

tem V/Series 32000 operating system is an integrated

set of commands designed to aid software develop-

ment projects or document preparation by controlling

changes to source code or files of text. SCCS pro-

vides facilities for storing, updating, and retrieving all

versions of source code modules or documents, and

for recording the time, author, and reason for change.

File Transfer

"uucp" (UNIX to UNIX copy) is a series of programs

designed to permit communication between systems

running under the other UNIX operating systems ei-

ther by dial-up modem or hard-wired communication

lines.

Physical Specification

The standard VR32 T/DS consists of the Processor

Module, Floppy/Hard Disk Module, the required inter-

connect cables, and supporting manuals.

Processor Module

This is a horizontal desk unit with front mounted con-

trols and indicators, and rear mounted I/O connec-

tions.

Height— 5.23 inches (13.3 cm)

Width— 1 4.08 inches (35.6 cm)

Depth— 1 6.25 inches (41 .3 cm)

Color— Beige

Module Weight— 21 pounds (10 kg)

Shipping Weight— 29 pounds (1 3 kg)

Floppy/Hard Disk

This, like the Processor Module, is also a horizontal

desk unit with front mounted controls and indicators,

and rear mounted I/O connections.

Height— 4.4 Inches (1 1 .2 cm)

Width— 14.08 inches (35.6 cm)

Depth— 1 6.25 inches (41.3 cm)

Color— Beige

Module Weight— 21 pounds (10 kg)

Shipping Weight— 29 pounds (1 3 kg)

Environmental

Operating Non-Operating

Temperature 4rFto104°F -40°Fto151°F
S'C to 40°C - 40°C to 66"'C

Relative Humidity

Max Wet Bulb 8% to 95% (non-condensing)

Max Altitude 8,000 feet 30,000 feet
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Physical Specification (Continued)

Electrical

Processor Module

FCC: Class A

AC Voltage: 90-132 VAC; 47-63 Hz

180-253 VAC; 47-63 Hz

Average Power Consumed: 310 Watts

Floppy/Hard Disk Module

FCC: Same as Processor Module

AC Voltage: Same as Processor Module

Average Power Consumed: 110 W
Maximum Surge Power: 140 W

Order Information

Systems

NSS-VR32-1001 Complete system Including

processor module, disk module,

System V/Series 32000 operat-

ing system, cables, and manu-
als.

Same as above configured for

European power.

NSS-VR32-1001E

Pwiplwrfln

NSS-VR32-2001

NSS-VR32-2001E

NSS-VR32-3001

NSS-ISE16

NSS-ISE16E

NSS-ISE32

NSS-ISE32E

Doeuflwntation

NSS-VR32-2100

NSS-VR32-2102

NSS-VR32-2103

20 Megabyte streamer tape car-

tridge module.

Same as above configured for

European power.

Pascal compiler.

ISE16; In-System Emulator for

NS32016.

Same as above configured for

European power.

ISE32; In-System Emulator for

NS32032.

Same as above configured for

European power.

Set of system manuals, consist-

ing of System V/Series 32000
software manuals, systems ref-

erence manuals, and ISE and

symbolic debug manuals.

ISE16 and System V/Series

32000 symbolic debug manuals.

ISE32 and System V/Series

32000 symbolic debug manuals.

m
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ISE32^"' NS32032 In-System Emulator

Operation up to 10 MHz*
Emulation of NS32032 Centrai

Processing Unit, NS32082 Memory
Management Unit, NS32201 Timing

Control Unit

Host resident debuggers

Generalized event driven system

Memory mapping, up to 128 Icbytes

Read/write protection of 4 Icbyte

memory bloci(s

Program flow tracing, up to 1023 non-

sequential fetches

Complete bus activity trace

Qualified tracing

Pre-, post-, or center-triggering on trace

Two 32-bit execution counters

Supports Memory Management Unit

functions

Supported under various host systems

and operating systems

Hierarchical on-line help facility

Self-diagnostic

'Refer to ISE speed consideration section.

Description

The NS32032 In-System Emulator (ISE32) is a power-

ful tool for both hardware and software development

of NS32032 microprocessor-based products.

The ISE32 emulates the NS32032 Central Processing

Unit (CPU), the NS32201 Timing Control Unit (TCU)

and NS32082 Memory Management Unit (MMU).

NS32082 MMU emulation can be disabled by a switch

setting. The ISE32 allows users to test and debug
both hardware and software in their own hardware en-

vironment.

The ISE32 is a complete unit, including an internal

clock oscillator that generates a choice of three clock

signals: 10 MHz, 5 MHz, and 2.5 MHz; and 128 kbytes

of dedicated user's ISE™ memory. With the ISE32,

users can easily stop emulation and examine the con-

tents of CPU registers, slave processor registers, and

memory.

The ISE32 consists of the ISE hardware, the ISE firm-

ware monitor, and RS232 cables. A host-dependent

debugger software program is available as part of the

appropriate Series 32000® software support package.

Each of the Series 32000 software support packages

include software tools to produce code compatible

with the debugger software. Refer to the section "Re-

quired User-Supplied Equipment".

Hardware Description

The ISE32 hardware is housed in three enclosures:

the ISE Support Box; the Emulator Pod; and the TTL
Status Pod. Rgure / is a block diagram of ISE32 hard-

ware.

The ISE Support Box is the largest enclosure. It con-

tains the emulation support circuits for trace, break-

points, and mapped memory; as well as the hardware

for the RS232 serial ports, which are used to commu-
nicate with the host and the user's terminal. It also

houses the power supplies and the ISE32 control

switches and indicators. Figure 2 shows the location

of the ISE32 control switches and indicators. Table I

lists the functions of each switch and LED.

The Emulator Pod contains the NS32032 CPU,

NS32082 MMU, and NS32201 TCU required for target

system emulation. It also contains the ISE Monitor

firmware.
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The Emulator Pod connects to the ISE Support Box

via a four-foot fiat cabie assembly. Connections to the

target system are made via three one-foot target ca-

bles. One target cable is provided for each member of

the Series 32000 chip set (CPU, MMU, and TCU).

The Status Pod Is the smallest enclosure. It provides

TTL-compatibie input and output signals for use dur-

ing ISE operation. The Status Pod has ten leads and

three binder posts that can be connected to either the

target system or test equipment such as logic analyz-

ers or oscilloscopes. Table II lists the function of each

lead and post of the Status Pod. The Status Pod con-

nects to the ISE Support Box via a six-foot cable.

ISE32 Software Overview

The ISE32 software consists of the ISE firmware mon-

itor, which resides in PROMs in the Emulator Pod, and

the ISE Debugger, which runs on the host system.

When the ISE32 unit is not running an emulation pro-

gram, it is running a program called the ISE monitor.

The monitor communicates with the ISE Debugger
and provides a command protocol that allows the host

complete control of the ISE32 hardware.

The ISE Debugger translates commands entered on
the host system from a terminal, into low-level Instruc-

tions that the ISE monitor uses to drive the hardware.

The ISE Debugger also translates and sends ISE re-

sponses to the user via the terminal. All ISE monitor

operation is transparent to the user.

The ISE32 Debugger

The ISE32 Debugger Is user compatible with the stan-

dard non-ISE Series 32000 Debugger. Compatibility

m

FIGURE 1. ISE32 Block Diagram

DLE EMU.

ISE NO.
U¥

"-IMAG —'
I- POWER -'

MMU STOP RESET

FRONT PANEL

FIGURE 2. ISE32 Controls and Indicators
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(A minimizes the user's learning time of the various de-

velopment tools. The ISE32 Debugger fully supports

all the powerful debugging and emulation facilities

provided by the ISE32 hardware, and supplements

these features with a very powerful software-based

program debugging environment.

The basic debugging features of the ISE32 are as fol-

lows:

(1) Supports both high-level and assembly lan-

(2) Breakpoints can be set at the source code level,

even when using high-level languages.*

(3) Supports symbolic debugging; variables can be

referenced by their source code names.*

(4) Certain procedure parameters and variables are

easily displayed.

(5) Structured data types and pointers are easily dis-

played.

(6) Supports both command and history files.

(7) Memory can be displayed in many different ways,

including a disassembly mode displaying memory
as NS32032 instaictions.

(8) Supports all the emulation and debug facilities pro-

vided by the ISE32 hardware.

*Depends on host environment and language.

Modes of Operation

ISE32 can be set-up to operate in either stand-aside

mode or transparent mode.

In stand-aside mode, one serial RS232 link from the

host system is connected to the ISE32 while another

serial RS232 from the host system is connected to the

user's terminal. In this configuration, any of the host's

users can access the ISE32.

In transparent mode, one serial RS232 link from the

host system is connected to one serial port on the

ISE32 while the user terminal is connected to a sec-

ond serial port on the ISE32. In this configuration, only

one serial port is required from the host system. In

non-emulation mode, the ISE32 is transparent to the

user, allowing normal communication between the

user and the host system.

ISE32 Operation

Human Interface

ISE32 Is easy to learn and easy to use. The software

Includes a complete on-line help facility. Invoking the

TABLE I. ISE32 Control and Indicator Functions

Control/Indicator Function

ISE NO. Switch

IVIMU Switch

STOP Switch

RESET Switch

IDLE

EMUL
FAIL

RUN
TAR
ISE

Set to 0; other positions reserved.

When ON, iSE32 enables MMU operation.

Interrupts emulations, restores control to the ISE32 monitor.

Resets the ISE32 hardware.

Warning that POD CPU Is in a wait state. (Time out)

Indicates that ISE32 is executing the user's program.

Warning that diagnostics have failed.

Indicates that ISE32 diagnostics are running.

Indicates that target power is on.

Indicates that ISE32 is on.

TABLE II. Status Pod Signal Description

Status Pod Label iSE Function

Leads
1-WHT-USRCLK-U Not Used
2-BLK-GND Common Ground
3-BRN-EXTO-U EXTO (external input 0)

4-RED-EXT1 EXT1 (external input!)

5-ORN-EXT2 EXT2 (external input 2)

6-YEL-EXT3 EXT3 (external input 3)

7-GRN-EXT4 EXT4 (external input 4)

8-BLU-EXT5 EXT5 (external input 5)

9-VIO-EXT6 EXT6 (external input 6)

10-GRY-EXT7 EXT7 (external input 7)

11-WHT-USEBRK/U IS (input sync)

Posts

TBRUN Not Used
BKSYNCH/-U Output Sync
TRSYNCH/-U Not Used
GND Common Ground
TSYNC31/ Not Used
TSYNC21 Not Used
GND Common Ground
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"HELP" command gives a summary of all ISE32 com-

mands, an Individual command, or an individual com-

mands parameters. This feature helps the user get his

work done quickly with less frustration.

Emulation

The ISE32 unit has Its own CPU, MMU, and TCU com-

ponents. These components are connected to the tar-

get system via cables. These components perform the

same functions, with close to the same timing charac-

teristics as they would if mounted in the target

system.* The ISE32 does not require wait states for

operation.

Emulation memory, resident in the ISE32, can be used

instead of target system memory. This feature is im-

plemented by the mapping capabilities. With this fea-

ture, the ISE32 can run and debug programs without a

working target system. User target memory from the

entire address space of the CPU or MMU (whether it

exists or not) can be mapped onto the ISE32 emula-

tion memory in 4 kbyte blocks. The total amount of

mapped memory cannot exceed 32 4 kbyte blocks

(128 kbytes).

Associated with the emulation memory mapping

scheme is a capability for read/write protection. Any 4

kbyte block within the address space of the CPU or

MMU can be protected.

Generalized Events

To provide a versatile way of observing and control-

ling the significant state changes on the microproces-

sor, ISE32 allows the use and definition of "events".

In general, a simple event is a breakpoint, a bus

change, or a significant observation. An event can

also be a logical combination of simple events (an

Event-Expression).

Simple Event Definition

The simple events are:

— Breakpoints

— Latched Events

— Counter Done

— Status Pod Inputs

— Trace Done

Breakpoint Events

ISE32 provides four common breakpoint events,

named A, B, C, and D. The breakpoint event can be

used in two ways:

(1) Execution Breakpoint—occurs just prior to execu-

tion of an instruction at a specified address.

(2) Reference Breakpoint—occurs on a match when
sampling:

— Address Bits

— Data Bits

— External Status Bits

— User/Supervisor Pin

•Refer to ISE speed consideration section.

— Byte Enable Pins

— Data Direction Pin

— Status Bits

— Interlock Bit

— Masked combinations of any of the above options.

Either virtual or physical addresses can be sampled.

ISE32 also provides a range breakpoint event, R. The
range breakpoint can be qualified by any of the above

options within a specified address range.

Any breakpoint can cause emulation to stop immedi-

ately. Also, if used with the No Stop option, break-

points can be combined with other events to cause a

variety of action.

Event-Expressions

An event-expression is a Boolean expression made
up of simple events, i.e., a logical combination of sim-

ple events. This allows the user to generate many dif-

ferent event combinations, tailored to system activity

of particular interest to the user. These generalized

events are used by many ISE32 commands such as

stop, trace, event counting, etc. Event-expressions

provide creative and flexible debugging procedures.

Event-expressions can be evaluated as either logically

true or logically false. Valid logic operations for event

expressions are: Negation (NOT), AND, and OR.

Stopping Execution on Events

A common debugging activity is to stop emulation on

the occun-ence of an event of interest. Stopping emu-

lation puts ISE32 in the monitor mode so the user can

examine and alter the state of the CPU, memory, and

ISE32 functions. Emulation can be stopped on either

simple events or event-expressions.

Flexible Tracing

ISE32 maintains a 1023-entry trace memory. Trace

memory captures bus activity in one of two trace

modes:

— Program Flow Trace

— Memory Bus Trace

Any combination of events can be used to qualify trac-

ing. When enabled, tracing in either mode continues

until a specified terminating event occurs. The actual

end of tracing can be delayed after the terminating

event by a count of 1 to 1023. This allows trace data

to be captured before, after, or around the terminating

event.

Program Flow Trace

The Program Flow Trace mode captures the CPU Pro-

gram Counter address of 1023 non-sequential instruc-

tions. This mode also maintains a count of sequential

instructions executed between each non-sequential

instruction stored in the trace memory.

Memory Bus Trace

The Memory Bus Trace mode captures a summary of

the following system parameters:

— Address bus contents

mu
K>
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— Data bus contents

— CPU status (data transfer, non-sequential fetch, in-

terrupt acknowledge, etc.)

— Time base counter contents

— PFS counter contents

— Status Pod external inputs

— States of tine following CPU pins:

UNS—User/Not Supervisor

BE0-BE3—Byte Enable

DDIN—Data Direction In

NMI—Non-Maskable Interrupt

ILO—Interlock

Counters

The ISE32 contains two 32-bit counters with an over-

flow flag that may be used to count events, instruction

cycles, memory cycles, or clock cycles. The counters

may be programmed to start and stop counting on

specific events. This permits counters to be used as

timers to determine relative timing differences be-

tween various events. One use of this feature is to

measure software or hardware performance. The
counters may also be used to generate other ISE32

events upon completion of a count.

Event Trigger for External Test Equipment

ISE32 events can trigger external test equipment,

such as oscilloscopes and logic analyzers. This test

equipment can be used in conjunction with the

ISE32's debugging features to solve system timing

problems. The external trigger signal is available at

the status pod output:

— BKSYNCH/-U (Output Sync)

Self-Test Diagnostics

At power-up, ISE32 runs a diagnostic program to veri-

fy ISE firmware integrity and proper hardware function.

ISE32 Timing Options

ISE32 includes the following timing options:

— Sampling time can be set to sample either virtual

or physical addresses

— Status Pod 6xt^rn5i' ^^r^s o?'^ 06 ssmcis*' ",t si^h^"

data valid or address valid times

— The emulation clock frequency can be set to one

of the following frequencies:

2.5 MHz
5.0 MHz

10.0 MHz
Target Board Frequency

ISE Speed Considerations

ISE32 utilizes standard, 10 MHz NS32032, NS32082
and NS32201 devices to perform control and emula-

tion functions. When emulating, each device is con-

nected to customer hardware via a target cable and
associated cable transceivers. This arrangement de-

lays the signal propagation between the Series 32000
components in the ISE32 POD and Series 32000
sockets in the customer hardware. These delays re-

duce timing margins in that hardware; i.e., combined
propagation paths are lengthened by the ISE32 target

cable and transceiver delays.

If sufficient timing margins are not restored, emulation

may not be successful. In many cases, margin can be

restored by reducing the emulation speed, lengthen-

ing the available time for signals to propagate. Howev-
er, the exact speed reduction necessary to regain

margins will depend on how Series 32000 compo-
nents are used in the customer hardware. Tables III,

IV and V list the combined cable and transceiver maxi-

mum propagation delay for each signal. It is the cus-

tomer's responsibility to factor these delays with those

of his own circuitry. In doing so, it can be determined

whether ISE32 can reliably emulate with that circuitry.

Supported Configurations

This product is designed to work in most target sys-

tems configurations. However, certain design restric-

tions may apply. Refer to the ISE32 User's Manual for

further information. (See "Documentation section")

Required User-Supplied Equipment

For use with SYS32tm/genIXtm Systems:

— Included with the GENIX Operating System Soft-

ware Package.

For use with VR32/System V/Series 32000

— Included with the System V/32000 Operating Sys-

tem Software Package.

For use with VAXtm/unIXtm Systems:

— Valid DEC VAX-11TM configuration with available

RS232 port.

— Berkeley UNIX 4.2 bsd Operating System.

— NSW-C-4VXR Series 32000 Cross Software Pack-

age.

For use with VAX/VMStm Systems:

• Valid DEC VAX/1 1 configuration with available

RS232 port.

• VMS™ Operating System, Version 4.2 or later.

• NSW-ASSEMB-9VMR or NSW-PASCAL-9VMR Se-
-"*;: r-irO^O Cf?s5 Sc^'^are °ackage.

Specifications
Environmental Operating Temperature

+ 10°Cto +40°C
Storage Temperature

-20°Cto +65°C
Power 2.5A @ 1 1 5 VAC, 50/60 Hz, single

phase 1 .5A @ 220 VAC, 50/60 Hz,

single phase. Approximately 1 170

BTU.

Physical

ISE Support Box Height: 5.8 in. (14.7 cm)

Width: 18.5 in. (47.1 cm)
Depth: 12.3 in. (31.2 cm)

Emulation Pod Height: 2.1 in. (5.3 cm)

Width: 9.3 in. (23.6 cm)
Depth: 10.0 in. (25.4 cm)
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Specifications (Continued)

TTL Status Pod Height: 1 .0 in. (2.5 cm)

Width: 3.1 25 in. (7.9 cm)

Depth: 6.125 in. (15.6 cm)

Cable Lengths ISE Support Box to Emulation Pod:

4.0 ft. (1.22IV1)

ISE Support Box to TIL Status

Pod:6.0ft. (1.83iVI)

Emulation Pod to Target Board:

1.0ft.(0.30M)

Target Interface

Electrical

Characteristics— See Tables III through V.

Order Information

Complete ISE32 Units

NSS-ISE32 ISE32 (NS32032), 1 1 5 VAC

NSS-ISE32E ISE32 (NS32032), 220 VAC

TABLE IN. Electrical Characteristics for TCU Interface

•Interface device, plus cable.

TFor Voc maintaineci between 4.75V ant) 5.25V.

TABLE IV. Electrical Characteristics for MMU Interface

(Am
Cd

Signal

Name
Interface

Device

Input And/Or
Output Current

Propagation

Delay Time

Tpd'

Outgoing Signals 'oh lOL

NTSO
CTTL
FCLK
NDBE
NRD
NWR
NRSTO
RDY

74ALS244
74ALS244

74ALS244

74ALS244

74ALS244

74ALS244
74ALS244

74ALS244

15 mA
15 mA
15 mA
15 mA
15 mA
15 mA
15 mA
15 mA

t48mA
t48mA
t48mA
t48mA
t48mA
t48mA
t48mA
t48mA

12.4 ns

12.4 ns

12.4 ns

12.4 ns

12.4 ns

12.4 ns

12.4 ns

12.4 ns

Incoming Signals iH iL

NPER
NCWAIT
NWAIT1
NWAIT2
NWAIT4
NWAIT8
XCTL1

NRWEN
NRST1

74F244

74F244

74ALS244

74ALS244

74F244

74ALS244

74F244

74F244

74ALS244

20)LiA

20nA
20|LiA

20 nA
20M.A
20|tiA

20|iiA

2O1L1A

20iu,A

1.6 mA
1.6 mA
0.1 mA
0.1 mA
1.6 mA
0.1mA
1.6 mA
1.6 mA
0.1 mA

7.9 ns

7.9 ns

12.4 ns

12.4 ns

14.5 ns

12.4 ns

7.9 ns

7.9 ns

12.4 ns

'Interface cjevice, plus cable.

tFor Vqc maintained between 4.75V and 5.2SV.

Signal Interface
Input And/Or

Output Current

Propagation

Delay Time

Tpc*
lOH lOL I|H l|L

BIDIRECTIONAL SIGNAL

NPAV 74ALS245 15 mA t48 mA 20 juA 0.1 mA 11.4 ns

OUTGOING SIGNALS

A24
MMUINT
NABT
NFLT
NHLDAO

74ALS244

74ALS244
74ALS244

74ALS244

74ALS244

15 mA
15 mA
15 mA
15 mA
15 mA

t48mA
t48mA
148 mA
r48mA
+48 mA

—
—

12.4 ns

12.4 ns

12.4 ns

12.4 ns

12.4 ns

INCOMING SIGNALS

NHOLD 74LS126 — — 20|aA 0.4 mA 19.4 ns

El
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CO
lU TABLE V. Electrical Characteristics for CPU Interface

Signal

Name
Interface

Device

Input And/Or
Output Current

Propagation

Delay Time

lOH 'OL l|H l|L
Tpd'

BIDIRECTIONAL SIGNAL

NSPC 74ALS245 15 mA t48mA 2O1L1A 0.1 mA 12 ns

ADOO 74ALS245 15 mA t48mA 20 (xA 0.1 mA 12 ns

AD01 74ALS245 15 mA t48mA 20jLiA 0.1mA 12 ns

AD02 74ALS245 15 mA t48mA 20 mA 0.1mA 12 ns

ADOS 74ALS245 15 mA t48mA 20iLiA 0.1 mA 12 ns

AD04 74ALS245 15 mA t48mA 20iu.A 0.1 mA 12 ns

ADOS 74ALS245 15 mA t48mA 20jLiA 0.1 mA 12 ns

AD06 74ALS245 15mA t48mA 20 nA 0.1 mA 12 ns

AD07 74ALS245 15mA t48mA 20nA 0.1mA 12 ns

ADOS 74ALS245 15 mA t48mA 20|u,A 0.1mA 12 ns

AD09 74ALS245 15 mA t48mA 20 ^lA 0.1 mA 12 ns

AD10 74ALS245 15 mA t48mA 20]aA 0.1 mA 12 ns

AD11 74ALS245 15 mA t48mA 20 nA 0.1mA 12 ns

AD12 74ALS245 15 mA t48mA 20)j,A 0.1mA 12 ns

AD13 74ALS245 15mA t48mA 20H.A 0.1mA 12 ns

AD14 74ALS245 15 mA T48mA 20|LiA 0.1 mA 12 ns

AD15 74ALS245 15 mA t48mA 20fiA 0.1 mA 12 ns

AD16 74ALS245 15 mA t48mA 20fiA 0.1 mA 12 ns

AD17 74ALS245 15 mA t48mA 20 nA 0.1mA 12 ns

AD18 74ALS245 15 mA 1-48 mA 20jxA 0.1mA 12 ns

AD19 74ALS245 15 mA t48mA 20ji,A 0.1mA 12 ns

AD20 74ALS245 15 mA t48mA 20;xA 0.1 mA 12 ns

AD21 74ALS245 15 mA t48mA 20 /xA 0.1mA 12 ns

AD22 74ALS245 15 mA t48mA 20;xA 0.1 mA 12 ns

AD23 74ALS245 15 mA t48mA 20jaA 0.1 mA 12 ns

D24 74ALS245 15 mA t48mA 20;liA 0.1 mA 12 ns

D25 74ALS245 15 mA t48mA 20jj,A 0.1 mA 12 ns

D26 74ALS245 15 mA t48mA 20fi,A 0.1mA 12 ns

027 74ALS245 15 mA t48mA 20jLtA 0.1 mA 12 ns

D28 74ALS245 15 mA t48mA 20 nA 0.1mA 12 ns

D29 74ALS245 15mA t48mA 20|xA 0.1 mA 12 ns

D30 74ALS245 15 mA t48mA 20 nA 0.1mA 12 ns

D31 74ALS245 15 mA t48mA 20 ^lA 0.1 mA 12 ns

NNDIN 74ALS245 lEmA t48mA 20fi,A 0.1 mA 12 ns

NADS 74ALS245 15 mA t48mA 20 ^lA 0.1mA 12 ns

NBEO 74ALS245 15 mA t48mA 20 ^lA 0.1 mA 12 ns

NBE1 74ALS245 15 mA t48mA 20jw,A 0.1 mA 12 ns

NBE2 74ALS245 15 mA t48mA 20jaA 0.1 mA 12 ns

NBE3 74ALS245 15 mA t48mA 20ftA 0.1mA 12 ns

•Interface device, plus cable.

tFor Vcc mainlained between 4.7SV and 5.2SV.
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signal

Name
Interface

Device

Input And/Or

Output Current

Propagation

Delay Time

Tpd*Outgoing signals loH lOL

NILO

STO

ST1

ST2

ST3

NPFS
UNS
BB
NDS
NBRO
NHLDA

74ALS244

74ALS244

74ALS244

74ALS244

74ALS244

74ALS244

74ALS244

74ALS244

74ALS244

74F244

74ALS244

15 mA
15 mA
15 mA
15 mA
15 mA
15 mA
15 mA
15 mA
15 mA
15 mA
15 mA

t48mA
t48mA
t48mA
t48mA
t48mA
t48mA
t48mA
t48mA
t48mA
t48mA
t48mA

13.0 ns

13.0 ns

13.0 ns

13.0 ns

13.0 ns

13.0 ns

13.0 ns

13.0 ns

13.0 ns

8.5 ns

13.0 ns

Incoming signals l|H l|L

TGTPC
NiNTC

Nl^l

NBRI

NHOLDC

74ALS244

74ALS244

74F244

74ALS244

20 mA
20 mA
20 mA
20 mA

0.1 mA
0.1 mA
1.6 mA
0.1 mA

13.0 ns

19.6 ns

8.5 ns

19.6 ns

'Including internal logic, interface device, and cable.

tFor Voo maintained tietween 4.75V and 5.25V.

Documentation
NSP-ISE32GNX-M

NSP-ISE32COF-M

COmw
to

ISE32 User's Manual for SYS32/
GENIX and VAX/UNIX operation.

(Included with the appropriate

Series 32000 support/cross-sup-

port software paclcage.)

ISE32 User's iVIanual for VR32/
System V/Series 32000 opera-

NSP-ISE32ViVIS-lVl

tion. (Included with the appropri-

ate Series 32000 support soft-

ware paci^age.)

ISE32 User's Manual for VAX/
VMS operation. (Included with

the appropriate Series 32000

cross-support software pacl<age.)
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Ul ISE32 Debugger Command Summary

The following comprehensive list of ISE32 Debugger commands is in alphabetical order. Refer to the ISE32

User's Manual for a detailed description of each command.

Command Function

Begin Load the program Into

memory and initializes

registers.

Breal<point Create Creates breakpoint A, B, C, D
at specified address or,

creates RANGE breakpoint

at specified address range.

Breakpoint Delete Deletes specified breakpoint.

Breakpoint Print Print address and conditions

of specified breakpoints.

Breakpoint Revive Revives specified breakpoint.

Indirect File Executes command file or

debugger string.

Debugger String Sets debugger string.

Define Counter Defines set up for ISE

counter 1 or 2.

Define Latch Defines the latch or latch 1

event.

Define Output Sync Defines output sync event.

Define Stop Defines stop event.

Define Trace Defines the end, delay, and
trace mode parameter for

trace.

Disassemble Disassembles instructions.

Go Starts execution of the

program.

Help Displays general help.

In Checks that the contents of

address or register are within

a specified range.

Ust Calls List entries in a call.

List Definition Lists current definitions.

List Files Lists nine entries of a
selected file.

List Information Lists cun-ent ISE status.

List Modules Lists modules in cun-ent

program.

List Strings Lists cun-ent debugger string

values.

List Trace Lists nine trace entries.

Map Create Maps and/or protects 4
kbyte blocks in a specified

address range.

Map Print Prints current mapping.

Memory Fill Fills specified address range
with value.

Command Function

Memory Move Moves memory content

from address range to

address range.

Memory Search Searches for value.

On Sets idbg32 response on
condition.

Print Prints content of address

range or registers.

Print Address Prints absolute address and
module area associated

with address.

Protection Create Creates protection/

translation for pages
specified by address range.

Protection Print Prints protection level

status.

Quit Terminates session.

Repeat Repeats previous

command.

Replace Replaces content of

address or register.

Select Echo Selects echo mode.

Select Full Selects full symbolic PC.

Select History Selects history file.

Select Link Selects communication
channel.

Select Module Selects module.

Select Options Select cun-ent ISE operation

option.

Select Radix Select global radix.

Step Execute specified number
of machine instructions.

Step Call Executes until a call or

return.

Step Down Executes one instruction

inside a procedure, skips

over call instructions.

Step Instmction Executes specified number
of instructions inside a

module.

Step Until Executes instructions until

contents of address or

register are within specified

value.

Step While Executes instmctions while

contents of address or

register are within specified

value.
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^ National SemiconducixM- Ck>rp- m

ISE16™ NS32016 In-System Emulator

*** '-

Operation up to 10 MHz*
Emulation of NS32016 Central

Processing Unit, NS32082 Memory
Management Unit, NS32201 Timing

Control Unit

Host resident high-level language and

assembly language symbolic debugger

Generalized event driven system

Memory mapping, up to 30 ((bytes

Write protection/detection of 2 kbyte

memory blocks

Program flow tracing, up to 255 non-

sequential fetches

TUR/5127-1

Complete bus activity trace

Qualified tracing

Pre-, post-, or center-triggering on trace

Count-down event counter

Count-up execution timer/counter

Supports Memory Management Unit

functions

Supported under various host systems

and operating systems
Hierarchical help facility (on-line)

Self-diagnostic

Description

The ISE16, NS32016 In-System, Emulator is a power-

ful tool for both hardware and software development

of NS32016 microprocessor-based products.

The ISE16 emulates a specific Series 32000® chip

set. This chip set Includes the NS32016 Central Proc-

essing Unit (CPU), the NS32082 Memory Manage-

ment Unit (MMU), and the NS32201 Timing Control

Unit (TCU). NS32032 MMU emulation can be disabled

by a switch setting. ISE16 allows users to test and

debug both hardware and software in their own hard-

ware environment. ISE16 operates in either of two

modes: emulation mode, when ISE1 6 is actually running

the user's program, or monitor mode, when ISE16 is

communicating with the user via the host system.

*Refer to speed considerations section.

ISE16 is a complete unit, including an internal clock

oscillator and 30 kbytes of dedicated user's ISE™
memory. With ISE16, users can easily stop emulation

and examine the contents of CPU registers, slave

processor registers, and memory. ISE16 consists of

the ISE hardware, the ISE firmware monitor and

RS232 cables. A host-dependent debugger software

program is available as part of the appropriate Series

32000 cross software support package.

Each of the Series 32000 software support packages

include software tools to produce code compatible

with the debugger software. Refer to the section "Re-

quired User-Supplied Equipment".
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lU Hardware Description

The ISE16 hardware is housed in three enclosures:

the ISE Support Box, the Emulator Pod, and the TTL
Status Pod. Figure / Is a block diagram of ISE16 hard-

ware. The ISE1 6 enclosures are described in the fol-

lowing paragraphs.

The ISE Support Box is the largest enclosure. It con-

tains the emulation support circuits for trace, breal<-

points, and mapped memory. It also contains power
supplies and the hardware for the RS232 serial ports.

The Emulator Pod contains the NS32016 CPU,
NS32082 MMU, and NS32201 TCU required for target

system emulation. It also contains the ISE Monitor

firmware and houses the ISE16 controls and indica-

tors. Figure 2 shows the location of the ISE1 6 controls

and indicators. Table I lists the functions of each
switch and LED.

The Emulator Pod connects to the ISE Support Box
through a 4-foot flat cable assembly. Connections to

the target system are made with 1 2-inch target cables.

One target cable is provided for each member of the

Series 32000 chip set (CPU, MMU, and TCU).

The Status Pod is the smallest enclosure. It provides

TTL-compatible input and output signals for use dur-

ing ISE operation. The Status Pod has eleven leads

and five binder posts that can be connected to

TL/R/51Z7-2

FIGURE 1. ISE16 Block Diagram

(HANG-CLEAR) RESET

MMU SWITCH SWITCH SWITCH

MONITOR

RUN
DIAGNOSTIC DIAGNOSTIC HANG-CLEAR

FAIL RUN REQUEST

-di)- @ @ O O O O O

FIGURE 2. ISE16 Controls and Indicators

TL/R/5127-3
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either the target system or test equipment such as

logic analyzers or oscilloscopes. Table II lists the func-

tion of each lead and post of the Status Pod. The
Status Pod connects to the ISE Box front panel status

connector via a 6-foot cable.

ISE16 Software Overview

The ISE16 software consists of the ISE firmware mon-

itor, which resides in PROMs in the Emulator Pod, and

the ISE Debugger, which runs on the host system.

The monitor controls the ISE hardware. The Debugger

is a high-level user-friendly debugger program. It

translates commands entered by the user on the host

system from a terminal, into low-level instructions the

ISE monitor uses to drive the hardware with. The De-

bugger also translates and sends ISE responses to

the user via the terminal. All ISE monitor operation is

transparent to the user.

Debugger software is available for the following host

systems: SYS32/GENIX, VAX11/VMS, VAX11/
UNIXTM (Berkeley), and VR32/UNIX (System V).

Please contact a sales representative for a complete

list of host software.

The ISE16 Debugger

The ISE1 6 Debugger Is user compatible with the stan-

dard nonrlSE Series 32000 Detiugger. Compatibility

minimizes learning time for users of the various devel-

opment tools. The ISE16 Debugger fully supports all

the power debugging and emulation facilities provided

by the ISE16 hardware, and supplements these fea-

tures with a very powerful software-based program

debugging environment.

TABLE !. ISE16 CoRtre! and indicator Functions

Control/Indicator Function

MMU Switch

NMI Switch

RESET Switch

POWER ON
MONITOR RUN
DIAGNOSTIC RUN
DIAGNOSTIC FAIL

HANG-CLEAR REQUEST

When on, it enables MMU operation (Mbit in CPU Configuration

Register set to 1). When off, disables MMU (Mbit set to 0).

When pressed, <HANG-CLEAR > occurs.

<HANG-CLEAR > restores control to ISE monitor.

When pressed, resets the ISE hardware.

Indicates power to ISE.

Indicates ISE monitor is running.

Indicates ISE diagnostics are running.

Indicates failure during diagnostic tests.

Indicates CPU has stopped executing instnjctions.

TABLE II. Status Pod Signal Description

Status Pod Label ISE Function

1-WHT-USRCLK-U ISO (input sync 0)

2-BLK-GND Common Ground
3-BRN-EXTO-U EXTO (external input 0)

4-RED-EXT1 EXT1 (external input 1)

5-ORN-EXT2 EXT2 (external input 2)

6-YEL-EXT3 EXT3 (external Input 3)

7-GRN-EXT4 EXT4 (external input 4)

8-BLU-EXT5 EXT5 (external input 5)

9-VIO-EXT6 EXT6 (external input 6)

10-GRY-EXT7 EXT7 (external input 7)

11-WHT-USEBRK/U IS1 (input sync 1)

TBRUN Multi-Processor Sync
BK SYNCH/-U DO (output sync)

TR SYNCH/-U TO (trace sync)

GND Common Ground
GND Common Ground

m
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<o

(O The basic debugging features of the ISE16 are as fol-

lows:

(1) Supports both high-level and assembly

languages.*

(2) Breakpoints can be set at the source code level,

even when using high-level languages.*

(3) Supports symbolic debugging; variables can be
referenced by their source code names.*

(4) Certain procedure parameters and variables are

easily displayed.

(5) Structured data types and pointers are easily dis-

played.

(6) Supports both command and history files.

(7) Memory can be displayed in many different ways,

including a disassembly mode displaying memory as

NS32016 instructions.

(8) Supports all the emulation and debug facilities pro-

vided by the ISE16 hardware.

'Depends on host environment and language.

ISE Speed Considerations

ISE16 utilizes standard, 10 MHz NS32016, NS32082,

and NS32201 devices to perform control and emula-

tion functions. When emulating, each device is con-

nected to customer hardware via a target cable and

associated cable transceivers. This arrangement de-

lays the signal propagation between the Series 32000
components in the ISE16 POD and Series 32000
sockets in the customer hardware. Those delays re-

duce timing margins in that hardware; i.e., combined
propagation paths are lengthened by the ISE16 target

cable and transceiver delays.

If sufficient timing margins are not restored, emulation

may not be successful. In many cases, margin can be
restored by reducing the emulation speed, lengthen-

ing the available time for signals to propagate. Howev-
er, the exact speed reduction necessary to regain

margins will depend on how the Series 32000 compo-
nents are used in the customer hardware. Tables III,

IV and V list the combined cable and transceiver maxi-

mum propagation delay for each signal. It is the cus-

tomer's responsibility to factor these delays with those

of his own circuitry. In doing so, it can be determined

whether ISE16 can reliably emulate with that circuitry.

Optlonai Terminai Feature

ISE16 can be set-up to operate in either transparent

mode or stand-aside mode.

In stand-aside mode, one serial RS232 link from the

host system Is connected to the ISE16 while another

serial RS232 link from the host system Is connected
to the user terminal. In this configuration, several us-

ers can access and use the ISE16.

In transparent mode, one serial RS232 link from the

host system is connected to one serial port on the

ISE16 while the user terminal is connected to a sec-

ond serial port on the ISE16. Thus, only one serial port

is required from the host system. In non-emulation

mode, the ISE16 is transparent to the user allowing

normal communication between the user and the host

system. In ttiis configuration, a user can do off-site

remote development work.

ISE 16 Operation

Human Interface

ISE1 6 is easy to learn and easy to use. The software

includes a complete on-line help facility. Invoking the

"HELP" command gives a summary of all ISE16 com-
mands, an individual command, or an individual com-

mand's parameter. This feature helps the user get his

work done quickly with less frustration.

Operational States

The ISE1 6 can either be in monitor mode or emulation

mode. In monitor mode, the ISE firmware program re-

siding in the Emulator Pod is controlling the ISE16

hardware. In emulation mode, the firmware gives con-

trol to the user program which, in turn, begins execut-

ing and controlling the ISE.

Real-Time Emulation

The ISE16 unit has its own CPU, MMU, and TCU com-
ponents. These components are connected to the tar-

get system via cables, and they perform the same
functions, with close to the same timing characteris-

tics as they would if mounted in the target system.

ISE 16 does not add wait states In its operation. (See

speed consideration.)

Emulation memory, resident in ISE18, can be used In

lieu of target system memory. This feature is Imple-

mented by the mapping capabilities. ISE16 can run

and debug programs, without a working target system.

User target memory address space (whether it exists

or not) can be mapped onto the ISE16 emulation

memory. The control signals (NRD, NWR, NADS . .
.

)

and address lines are still active when using mapped
memory. During a memory read from mapped memo-
ry, the data from the target is ignored. During a memo-
ry write to mapped memory, the data is written to both

the map memory and the target.

Memory from the entire 24-bit physical address space

of the CPU or MMU can be mapped onto emulation

memory if the following restrictions are observed:

(1) Up to four, non-contiguous segments can be de-

fined.

(2) The address range mapped by a segment must lie

within an integral 128 kbyte division of the address

space, e.g. 00000 to h'1 FFFF, or h'20000 to h'3FFFF.

(3) The address range mapped by a segment must

start at the beginning of an integral 2 kbyte division of

the address space, and end at the end of one such

division e.g. h'OO to h'FFF, or h'2800 to h'37FF.

(4) The total memory space mapped by all segments

must not exceed 30 kbytes.
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Associated with the emulation memory mapping

scheme is a capability for write protection/detection.

Any 2 l<byle block within any of the four 128 l<byte

segments selected can be protected. A write opera-

tion to a protected memory segment causes an IM

(Illegal Map) event to occur. Write operations to pro-

tected memory are inhibited only if they occur on emu-

lation memory. They are not inhibited if they occur in

target system memory.

Generalized Events

To provide a versatile way of observing and control-

ling the significant state changes on the microproces-

sor, ISE16 allows the use and definition of "events".

In general, a simple event is a breakpoint, a bus

change, or a significant observation. An event can

also be a logical combination of simple events (an

Event-Expression).

Simple Event Definition

The simple events arer

• Breakpoints

• Latched Breakpoints

• Counter Done

• Status Pod Inputs

• Illegal Map

• Trace Done

Breakpoint Events

ISE16 provides three common breakfjoint events,

named A, B, and C. The breakpoint event can be used

in two ways:

(1) Execution Breakpoint—occurs just prior to execu-

tion of an instruction fetched from a specified address.

(2) Memory Reference Breakpoint—occurs on a

match when sampling:

• Address Bits

• Data Bits

• External Status Bits

• User/Supervisor Pin

• High Byte Enable Pin

• Data Direction Pin

• And where any of the above options or bits can be

masked.

Either virtual or physical addresses can be sampled.

ISE16 also provides a range breakpoint event, R. The
range breakpoint occurs on any read or write opera-

tion to an address in a specified address range.

All breakpoints can cause emulation to stop immedi-

ately. Also, if used with the No Stop (/NS) option,

breakpoints can be combined with other events to

cause a variety of action.

Events, instructions, memory cycles, and clock cycles

can be counted with the breakpoint counter (up to 1

2

bits). Upon reaching a certain count provided by the

Define Counter (DC) command, the Counter Done
(CD) event takes place.

Other Simple Events

The other simple events available are:

(1) ISO, IS1—Status Pod Input Sync and Input Sync
1.

(2) IM—Write operation to write-protected address.

(3) TD—End of trace.

Related commands:

BC—Breakpoint Create

BD—Breakpoint Delete

DP—Breakpoint Print

Event-Expressions

An event-expression is a Boolean expression made
up of simple events, I.e., a logical combination of sim-

ple events. This allows the user to generate many dif-

ferent event combinations, tailored to system activity

of particular interest to the user. These generalized

events are used by many ISE16 commands such as

stop, trace, event counting, etc. Event-expressions

provide creative and flexible debugging procedures.

Event-expressions can be evaluated as either logically

true or logically false. Valid logic operations for event-

expressions are: Negation (NOT), AND, and OR.

Stopping Execution on Events

A common debugging activity is to stop emulation on

the occurrence of an event of interest. Stopping emu-

lation puts ISE16 in the monitor mode so the user can

examine and alter the state of the CPU, memory, and

ISE16 functions. Emulation can be stopped on either

simple events or event-expressions.

Related commands:

DS—Define Stop

BS—Breakpoint Create

Flexible Tracing

ISE16 maintains a 255-entry trace memory. Trace

memory captures bus activity in one of two trace

modes. The trace modes are:

• Program Flow Trace

• Memory Bus Trace

When enabled, tracing in either mode continues until a

specified terminating event occurs. The actual end of

tracing can be delayed after the terminating event by

a count of 1 to 255. This allows trace data to be cap-

tured before, after, or around the terminating event.

Program Flow Trace

The Program Flow Trace mode captures the CPU Pro-

gram Counter address of 255 non-sequential instruc-

tions. This mode also maintains a count of sequential

instructions executed between each non-sequential

instruction stored in the trace memory.

COm
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Ui Memory Bus Trace

The Memory Bus Trace mode captures a summary of

system parameters during 255 memory bus access

cycles. The following parameters are captured:

• Address bus contents

• Data bus contents

• CPU Status (data transfer, non-sequential fetch,

interrupt acl<nowledge, etc.)

• Status Pod External Inputs

• States of the Following CPU Pins:

PFSC—Program Flow Status (start of instruction)

UNS—User/Not Supervisor

NHBE—Not High Byte Enable

NDDIN—Not Data Direction In

A tracing event can qualify the memory bus tracing

mode. This event allows the user to reduce the num-

ber of events captured.

Execution Timer

The execution timer is a 24-bit counter with an over-

flow flag that may be used to count events, instruction

cycles, memory cycles, or clock cycles. The timer may
be programmed to start and stop counting on specific

events. This pemnits using the execution tirper to de-

termine relative timing differences between various

events. One use of this feature is to measure software

or hardware performance.

Event Trigger for External Test Equipment

1SE16 events can trigger external test equipment,

such as oscilloscopes and logic analyzers. This test

equipment can be used in conjunction with ISE16 de-

bugging features to solve system timing problems.

Two external trigger sources are provided:

• General Event (or Event-Expression)

• Trace Trigger Event (i.e., an event that causes an
entry into trace memory.)

The external trigger signals are available at two status

pod outputs:

• BKSYNCH/-U (General Event)

• TRSYNCH/-U (Trace Trigger Event)

ISE16 Timing Options

ISE16 Includes the following timing options:

• Sampling time can be set to sample either virtual

or physical addresses

• Status Pod external lines can be sampled at either

data valid or address valid times

• The emulation clock frequency can be set to one
of the following frequencies:

2.5 MHz

5.0 MHz

10 MHz

Target Board Frequency

Seif-Test Diagnostics

At power-up or reset, ISE16 runs a diagnostic program

to verify ISE software integrity and proper hardware

function.

Supported Configurations

This product is designed to work in most target sys-

tems configurations. However, certain design restric-

tions may apply. Refer to the ISE16 User's Manual

(See "Documentation") for further information.

Required User-Supplied Equipment
For use with SYS32/GEN1X Systems:

• Included with GENIX Operating System Software

Package.

For use with VAX/VMS Systems:

• Valid DECTM VAX/ 11 configuration, with available

RS232 port.

• VMS Operating System, Version 3.0 or later.

• NSW-ASSEMB-9VMR or NSW-PASCAL-9VMR
Series 32000 Cross Software Package.

For use with VAX/UNIX Systems:

• Valid DEC VAX/ 11 configuration, with available

RS232 port.

• Berkeley UNIX Operating System.

• NSW-C-4VXR Series 32000 Cross Software Pack-

age.

For use with VR32/UNIX (System V) systems:

• Included with Operating System Software Pack-

age.

For other applications contact National Semicon-

ductor sales representative.
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Specifications

Environmental

Power

Physical

ISE Support Box-

Emulation Pod—

TTL Status Pod-

Cable Lengths

Operating Temperature

+ 10°Cto +40°C

Storage Temperature

-20°Cto +65°C

3A@ 115 Vac, 50/60 Hz,

1.5A@220 Vac. 50/60 Hz,

single phase

Approximately 1170 BTU.

Height: 4.125 in. (10.5 cm)

Width: 19.0 in. {48.3 cm)

Depth: 17.5 in. (44.5 cm)

Height: 2.25 in. (6.4 cm)

Width: 9.25 in. (23.5 cm)

Depth: 14.0 in. (35.6 cm)

Height: 1 .0 in. (2.5 cm)

Width: 3.125 in. (7.9 cm)

Depth: 6.125 in. (15.6 cm)

ISE Support Box to Emulation

Pod:4.0ft. (1.22M)

ISE Support Box to TTL

Status Pod: 6.0 ft. (1.83M)

Emulation Pod to Target

Board: 1.0 ft. (0.30M)

Electrical m
Operating

Frequency-
User selectable to one of the

following:

2.5 MHz

5.0 MHz

10.0 MHz

a>

Target Interface

Electrical

Characteristics-

Target Board Frequency

See: Speed Considerations

See Tables III through V.

Order Information

Complete ISE16 Units

NSS-ISE16 ISE16 (NS32016), 115 Vac
NSS-ISE16 ISE16 (NS32016), 220 Vac

Documentation

420306675-002 ISE16 User's Manual for

420308165-001

420010496-001

ed with appropriate cross-

support software package.)

ISE16 User's Manual for

VAX/UNIX and SYS32/GE-
NIX operation. (Included with

appropriate cross-support

software pacl<age.)

COFF IDBG16 User's Manual

(Included with appropriate

cross-support software pack-

age.)
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UJ TABLE III. Electrical Characteristics for TCU Interface

Signal Name Interface Device
Input And/Or
Output Current

Propagation

Delay Time Tpd*
Outgoing Signals: 'oh lOL

NTSO
CTTL
FOLK

NDBE
NRD
NWR
NRST
RDY

74S244

74S244

74S244

74S244

74S244

74S244

74S244

74S244

15 mA
15 mA
15 mA
15 mA
15 mA
15 mA
15 mA
15 mA

64 mA
64 mA
64 mA
64 mA
64 mA
64 mA
64 mA
64 mA

14.6 ns

14.6 ns

14.6 ns

14.6 ns

14.6 ns

14.6 ns

14.6 ns

14.6 ns

Incoming Signals: l|H IlL

14.6 ns

14.6 ns

14.6 ns

14.6 ns

14.6 ns

14.6 ns

14.6 ns

14.6 ns

14.6 ns

NPER
NCWAIT
NWA1T1

NWAIT2
NWAIT3
NWAIT4
XCTL1

NCEN
NRST1

74S244

74S244

74S244

74S244

74S244

74S244

74S244

74S244

748244

50fiA

50fi,A

50ju,A

50nA
SOfiA

50|LiA

50|LiA

SO/itA

50 (xA

400;j.A

400 jiA

400 p,A

400|u.A

400 nA
400 ;xA

400 )xA

400 nA
400 )xA

'Interlaced device, plus cable.

TABLE IV. Electrical Characteristics for MMU Interface

Signal Name Interface Device
Input And/Or

Output Current
Propagation

Delay Time Tpj.
Outgoing Signals: oh lOL

A24

MMUMINT
NPAV
NABT
NFLT
NHLDAO

748244

748244

74S244

748244

748244

748244

15 mA
15 mA
15 mA
15 mA
15 mA
15 mA

64 mA
64 mA
64 mA
64 mA
64 mA
64 mA

14.6 ns

14.6 ns

14.6 ns

14.6 ns

14.6 ns

14.6 ns

Incoming Signals: l|H l|L

14.6 nsNHOLD 748244 50jaA 400 jxA

'Interface device, plus cable.
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TABLE V. Electrical Characteristics for CPU Interface

Signal Name interface Device
Input And/Or

Output Current
Propagation

Delay Time Tpd*
Bidirectional Signals oh lOL I|H l|L

NSPC none — — — 1.4 ns

AD15 8T28 10 mA 48 mA 25jaA 200 mA 18.4 ns

AD14 8T28 10 mA 48 mA 25 nA 200|u,A 18.4 ns

AD13 8T28 10 mA 48 mA 25jaA 200 nA 18.4 ns

AD12 8T28 10mA 48 mA 25 ^lA 200 ftA 18.4 ns

AD11 8T28 10 mA 48 mA 25jiiA 200 fiA 18.4 ns

AD10 8T28 10 mA 48 mA 25iaA 200 fiA 18.4 ns

AD09 8T28 10 mA 48 mA 25nA 200 fiA 18.4 ns

AD08 8T28 10 mA 48 mA 25;xA 200 fiA 18.4 ns

AD07 8T28 10 mA 48 mA 25JU.A 200 mA 18.4 ns

AD06 8T28 10 mA 48 mA 25iLiA 200 nA 18.4 ns

ADOS 8T28 10 mA 48 mA 25iaA 200 )xA 18.4 ns

AD04 8T28 10 mA 48 mA 25M 200 nA 18.4 ns

AD03 8T28 10 mA 48 mA 25jaA 200 (xA 18.4 ns

AD02 8T28 10 mA 48 mA 25iiiA 200/j,A 18.4 ns

AD01 8T28 10 mA 48 mA 25|aA 200 ]nA 18.4 ns

ADOO 8T28 10 mA 48 mA 25iu,A 200]u.A 18.4 ns

Outgoing Signals

15 mA 64 mA 14.6 nsA23 74S244

NILO 74S244 15 mA 64 mA — — 14.6 ns

STO 74S244 15 mA 64 mA — — 14.6 ns

ST1 74S244 15 mA 64 mA — — 14.6 ns

ST2 74S244 15 mA 64 mA — — 14.6 ns

ST3 74S244 15 mA 64 mA — — 14.6 ns

NPFS 74S244 15 mA 64 mA — — 14.6 ns

NDDIN 74S244 15 mA 64 mA — — 14.6 ns

NADS 74S244 15 mA 64 mA — — 14.6 ns

UNS 74S244 15 mA 64 mA — — 14.6 ns

NHBE 74S244 15 mA 64 mA — — 14.6 ns

HHLDA 74S244 15 mA 64 mA — — 14.6 ns

A22 74S244 15 mA 64 mA — — 14.6 ns

A21 74S244 15 mA 64 mA — — 14.6 ns

A20 74S244 15 mA 64 mA — — 14.6 ns

A19 74S244 15 mA 64 mA — — 14.6 ns

A18 74S244 15 mA 64 mA — — 14.6 ns

A17 74S244 15 mA 64 mA — — 14.6 ns

A16 74S244 15 mA 64 mA — — 14.6 ns

Incoming Signslis

TSYSPWR 1N4002

MINT 74S244 — — 50 ^A 400iLiA 14.6 ns

NNMI 74S244 — — 50iaA 400)LiA 14.6 ns

NHOLD 74S244 — — 50|u,A 400 mA 14.6 ns

'Interface device, plus cable.

COm
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TABLE VI. ISE16 Debugger Command Summary

The following comprehensive list of ISE16 debugger commands is in alphabetical order. Refer to the ISE1 6 User's

Manual for a detailed description of each command.

Command Function

Begin Load the program into memory
and Initializes registers.

Breakpoint Create Creates breakpoint A, B, C at

specified address or, creates

RANGE breakpoint at specified

address range.

Breal(point Delete Deletes specified breakpoint.

Breakpoint Print Print address and conditions of

specified breakpoints.

Breakpoint Revive Revives specified breakpoint.

Indirect File Executes command file or

debugger string.

Debugger String Sets debugger string.

Define Counter Defines setup for ISE counter.

Define Output Sync Defines output sync event.

Define Stop Defines stop event.

Define Timer Defines execution timer.

Define Trace Defines the end, delay, and
trace mode parameter for

trace.

Disassemble Disassembles instructions.

Go Starts execution of the

program.

Help Displays general help.

In Checks that the contents of

address or register are within a
specified range.

Ust Calls List entries in a call.

List Definition Lists current definitions.

Ust Files Lists nine entries of a selected
filo

List Information Lists current ISE status.

List IVIodules Lists modules In current

program.

List Procedure Lists current procedure.

List Strings Lists current debugger string

values.

List Trace Lists nine trace entries.

Map Create Maps and/or pnjtects 4 kbyte

blocks in a specified address
range.

Map Print Prints current mapping.

Memory Fill Fills specified address range

with value.

Command Function

Memory Move Moves memory content from
address range to address
range.

Memory Search Searches for value.

On Sets debugger response on
condition.

Print Prints content of address range
or registers.

Print Address Prints absolute address and
module area associated with

address.

Protection Create Creates protection/translation

for pages specified by address
range.

Protection Print Prints protection level status.

Quit Terminates session.

Repeat Repeats previous command.

Replace Replaces content of address or

register.

Select Echo Selects echo mode.

Select Full Selects full symbolic PC.

Select History Selects history file.

Select Link Selects communication
channel.

Select Module Selects module.

Select Options Select cun-ent ISE operation

option.

Select Procedure Selects procedure.

Select Radix Select global radix.

Step Execute specified number of

machine instructions.

Step Call Executes until a call or return.

Step Down Executes one instruction inside

a procedure, skips over call

instructions.

Step Instruction Executes specified number of

instructions inside a module.

Step Until Executes instructions until

contents of address or register

are within specified value.

Step While Executes instructions while

contents of address or register

are within specified value.
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TABLE VII. Register Names

Name Description Name Description

CPU Registers

.RO General Register .PC Program Counter

.R1 General Register 1 .SB Static Base Register

.R2 General Register 2 .FP Frame Pointer Register

.R3 General Register 3 .SP Current Stack Pointer

.R4 General Register 4 .IS Interrupt Stack Pointer

.R5 General Register 5 .US User Stack Pointer

.R6 General Register 6 MOD IModule Register

.R7 General Register 7 .INTBASE Inten-upt Base Register

.PSR Processor Status Register

.UPSR Processor Status (Low Byte)

.CFG Configuration Register

1 . If the .SB register is changed, I0BG1 6 changes the relevant entry in the module table.

2. If the .CFG register is changed, IDBG1 6 executes a SETCFG instmction.

PSR Fields

.PSR_C Carry Field .PSR_N Negative Field

.PSR_T Trace Trap Field .PSR_U User/Supen/isor Mode Field

.PSR_L Low Field .PSR_S User/Interrupt Stack Field

.PSR_F Flag Field .PSR_P Trace Pending Field

.PSR_Z Zero Field .PSR_I Interrupt Enable/Disable

FPU Registers (availabie only when FPU device is present)

.FO Floating Point Register .F4 Roating Point Register 4

.F1 Floating Point Register 1 .F5 Floating Point Register 5

.F2 Floating Point Register 2 .F6 Floating Point Register 6

.F3 Floating Point Register 3 .F7 Floating Point Register 7

.FSR Floating Point Status

FSR Fields (available only when FPU device is present)

.FSR_TT Trap Type Field (3-bits) .FSR_IEN Inexact Result Enable Field

.FSR_UEN Underflow Enable Field .FSR_IFL Inexact Result Trap Field

.FSR_UFL Underflow Trap Field .FSR_RI^ Rounding Mode Field (2-bits)

MMU Registers (available only when lUMU device present)

.PTBO Page Table .BCNT Breakpoint Count Register

.PTB1 Page Table 1 .PFO Program Flow

.EIA Error/ Invalidate Address .PF1 Program Flow 1

.BPRO Breakpoint Register .SC Sequential Count Register

.BPR1 Breal^point Register 1 .MSR MMU Status Register

MSR Fields (available only when MMU device is present)

.MSR_ERC Error Class Field .MSR_DS Dual Space Field

.MSR_TET Translation Error Trace .l\/ISR_AO Access Ovemde Field

.MSR_BN Breal^point Number Field .MSR_BEN Breakpoint Enable Field

.MSR_ED Error Direction Field .MSR_UB User Break Field

.MSR_BD Breakpoint Direction Field .IWISR_AI Abort/Interrupt Field

.IVISR_EST Error Status Field .MSR_FT Flow Trace Field

.MSR_BST Breakpoint Status Field .H/ISR_UT User Trace Field

.MSR_TU Translate User Field .MSR_NT Non-Sequential Trace Field

.IWSR_TS Translate Superoisor Field

m
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DB32000 Development Board
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Series 32000® Microprocessor Family
— NS32032 Central Processing Unit

(CPU) (can be replaced by NS32016
CPU, or NS32008 CPU, for evaluation)

— NS32082 Memory Management Unit

(MMU)
— NS32081 Floating Point Unit (FPU)
— NS32202 interrupt Controller Unit

(ICU)

— NS32201 Timing Control Unit (TCU)

256K bytes DRAM expandable to 1 Mbyte
Up to 256K bytes of EPROM in two
banks

TL/EE/SSaS-l

Two RS-232 Serial Communication Ports

24 Programmable Parallel I/O Lines

Two BLXTM Connectors

Wire-wrap area for user expansion
— Bus interface

— Dual port RAM
— ROM expansion
— i/0 expansion
— RAM expansion

TDS™ firmware provides edit, assembly,

and debug capabilities

Product Overview
National Semiconductor's DB32000 Development
Board Is a complete microcomputer system. It Is spe-
cifically designed to assist the user In evaluating and
developing hardware and software for the NS32032

CPU, related slave processors (NS32081 FPU and
NS32082 MMU) and support devices. With the

DB32000, the user may evaluate other CPUs such as
the NS32016 and NS32008. The DB32000 enables
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Product Overview (Continued)

the user to examine the architecture, instruction set,

cycle timing, and the bus interfaces for the Series

32000® family of microprocessors. Small programs

can be written, debugged, assembled, and executed

with EPROM-based TDS (Tiny Development System)

software.

Optionally, the DB32000 can provide a native debug

and execution environment for programs developed

on a larger host computer system. In this case, the

board complements capabilities provided by Nation-

al's Pascal and C cross-software packages.

The DB32000 includes the NS32032 CPU, NS32082

MMU, NS32081 FPU, NS32202 ICU, support circuitry,

dynamic RAM, extensive ROM/EPROM capacity, and

serial and parallel I/O. I/O capability can also be ex-

panded via BLX interfaces.

Central and Slave Processors

The DB32000 is equipped with an NS32032 CPU, fea-

turing 32-blt internal structure and 32-bit data bus. Op-

tionally, an NS32016 or NS32008 CPU can be in-

stalled, with 32-bit internal structure and 16-bit or 8-bit

data path. Each CPU provides a very powerful instruc-

tion set designed for high level language support.

The DB32000 also includes the NS32082 MMU and

the NS32081 FPU. The NS32082 Memory Manage-

ment Unit provides hardware support for demand-

paged virtual memory management. The NS32081

provides high-speed floating-point instruction execu-

tion.

Interrupts

As part of factory configuration, the DB32000 comes
with the NS32202 ICU installed. The NS32202 Inter-

rupt Control Unit manages up to 16 maskable interrupt

sources, resolves inten-upt priorities, and supplies a

single-byte vector to the CPU. In addition, the ICU pro-

vides two, 16-bit counters.

Memory

Expandable to 1 Mbyte, 256K bytes of on-board dy-

namic RAM are provided. The wire-wrap area may be

used in conjunction with the DB32000 circuitry to de-

velop dual port capability.

Up to 256K bytes of ROM/EPROM space is provided

in eight 28-pin sockets. The sockets are divided into

two banks, each bank permitting installation of 24- or

28-pin devices. All factory configurations include TDS
firmware installed in the lower bank, with the upper

bank vacant.

Parallel I/O

Twenty-four parallel I/O lines are provided via an

8255A Programmable Peripheral Interface. These

may be divided into two 8-bit ports and two 4-bit ports.

Serial I/O

Two serial I/O ports are provided via 2651 Universal

Synchronous/Asynchronous Receiver/Transmitters.

These ports permit the DB32000 to communicate with

RS232C compatible terminals or other computers.

The baud rate for each port is software programma-

ble.

BLX I/O Expansion

Two connectors are provided for attachment of 8- or

16-bit BLX expansion modules. BLX modules may be

used to expand the DB32000's I/O capability; e.g.,

additional serial on parallel ports.

Switches

Two button switches (S3 and S4), and one 10-position

DIP switch (SI) are provided. S3, labeled NMI 0, will

introduce a non-maskable interrupt to the DB32000's

CPU when pressed. S4, labeled RESET, will reset the

board when pressed. Switch SI Is a software readable

dip switch that may be used to indicate defined op-

tions, e.g., baud rate, MMU present, etc. Each switch

position function is defined by the on-board PROM-
based software.

Indicators

Four LED indicators (D2-D5) are mounted near the

lower left corner of the DB32000. D2-D4 are con-

trolled by the contents of a program-addressed regis-

ter. They are used by the TDS power-on confidence

test program to indicate test status. They may also be

used to indicate any other information the user de-

sires. D5 is driven directly by a 1 5-millisecond 1-shot

timer. D5 will be extinguished whenever there is no

CPU memory or I/O access within this time. D5 is illu-

minated when the CPU is executing instructions. This

LED indicates whether or not the CPU is active.

Wire-Wrap Expansion Area

The wire-wrap expansion area provides the user with

space that is drilled to accept integrated circuits. Sig-

nal pad terminators (stubs) are located at different lo-

cations on the board enabling the user to construct

the following functions in the wire-wrap area:

— External Bus Interface

— Dual Port Memory Interface

— ROM Expansion

— I/O Expansion

— DRAM Capacity Expansion Using the On-board

DRAM Controller

O
DOw
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Tiny Development Systems (TDS)
Functional Description

The TDS firmware allows the user to create programs

by entering source via the editor. This source is then

assembled to produce executable code suitable for

debugging. These functions have the following fea-

tures:

Assembler:

— Subset of existing Series 32000 assembler

— Supports FPU by providing long and short format

real number data initialization

— Generates listings to either a printer at the parallel

port, or any RS232 device connected via serial

port

— Symbolic definition of static base or PC segment

Debugger

— Numerical arguments to commands can be in four

bases: decimal, hex, long real and short real

— Program flow visually traced by displaying source

line at all brealcpoints or step stops

— Memory/register print or change commands
— Step-through program commands: step "n" in-

structions, step while variable in range, step until

variable reached

Editor

— Commands to insert, replace, delete, type lines

— Automatic line number maintenance

— Save and retrieve source from audio cassette re-

corder

— Upload/download to/from any RS232-equipped
PC

— Debug data displayed by type command after as-

sembly

User Program Run Time Support:

— Accessed via a supervisor call instnjction

— Routines to do terminal I/O

— Printer driver access to parallel port

— Routine to convert binary value to ASCII string

— Routine to convert ASCII string to binary value

— Conversion in four bases: decimal, hex, long real

and short real

As shipped with the DB32000, TDS provides on-board

hardware confidence test routines. These are invoked

by power-on or manual reset.

User Modes
The DB32000 can operate stand-alone, with no as-

sistance from a host computer system. Optionally, the

board can t»e operated in conjunction with a host, talk-

ing advantage of more powerful software develop-
ment tools and I/O capabilities.

Stand-Alone Mode (Factory Configuration)

The stand-alone user mode (see Figure 1) requires

only an RS232C-compatible terminal and power sup-

plies for the DB32000.

TDS (Tiny Development System) software is supplied

in on-board PROMs to support this user mode. TDS is

used to edit, assemble, and execute small Assembly
language programs. In addition, TDS can control the

DB32000's on-board I/O to provide cassette and
printer interfaces, making the DB32000 a light duty

development vehicle.

Host-Assisted Modes

The DB32000 can be connected to another computer

system or host (refer to Figure 1). In this case, the

user first develops Series 32000 software on the host

system, then uses the RS232 communication link to

download the software to the DB32000, which exe-

cutes and debugs the software in a native environ-

ment.

Several development software packages are available

for use in generating Series 32000 user programs.

Among them are:

— Pascal and C, operating under VAX/VMS
— Pascal and C, operating under V/0</UNIX®

In each case, the DB32000's factory-supplied, on-

board TDS software must be replaced. A suitable

PROM-based monitor software package is supplied

with the host development software.

The basic modes of host-assisted DB32000 operation

are "stand-aside" and "transparent". The terms

"stand-aside" and "transparent" may be visualized by

obsen/ing the communication configuration for each

mode. Refer to Figure 1.

The monitor software will provide:

— Terminal Handler (for use in transparent mode)

— Run-Time Environment (to permit execution of

downloaded programs)

— Debugger Execute Module (to permit operation

with the host's debugger)

Consult the Development Board Monitor Reference

Manual for a complete description of capabilities.

In transparent mode, the user's communication with

the host is conducted through the DB32000, which is

transparent to the user. One advantage is that a single

RS232 port on the host computer will support both the

user's terminal and the DB32000.

In stand-aside mode, the user communicates directly

with the host while the DB32000 "stands aside". This

mode is useful when the DB32000 is connected to

single-user hosts, notably those where the terminal

and keyboard are integral to the host. Optionally,

stand-aside operation is possible with multi-user hosts

where two RS232 ports are available.
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User Modes (Continued)
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Specifications

Environment

The DB32000 is designed for operation in an office or

lalsoratory environment. Avoid confining the DB32000
in a closed space, unless sufficient air flow is provided

to ensure all components are operated within their

specified temperature range.

Temperature: Operating 0°Cto+55''C

Nonoperating - 40''C to + yS'C

Humidity: 5% to 95% relative,

noncondensing

Altitude: Operating up to 1 5,000 ft.

Nonoperating up to 25,000 ft.

Power Requirements

The DB32000 requires three regulated DC voltages

for operation:

— +12 volts DC, ±10%, 40 mA typical (50 mA max)

12 volts DC, ±10%, 40 mA typical (50 mA max)

— +5 volts DC, ±5%, 5A typical (10A max)

Ordering Information:

All models are shipped with:

Two RS232 cable sets

Model DB32000-1 10 Includes NS32032-10 CPU

NS32201-10TCU

NS32202-10 ICU

NS32081-10 FPU

NS32082-10 MMU
NSP-TDS-M Series 32000 TDS: Tiny Development

System User's

Manual

NSP-DB32000-M Series 32000 DB32000 Develop-

ment Board User's Manual

NSP-INST-REF-M Series 32000 Instruction

Set Reference Manual
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DB32016 Development Board

TL/R/Toea-i

Series 32000® Microprocessor Famiiy

NS32016 CPU (can be repiaced by

NS32008 CPU, for evaluation)

NS32082IMIMU

NS32081 FPU
NS32202ICU
NS32201 TCU

MULTIBUS® multi-master bus interface

128 Kbytes dual ported RAM

Up to 96 Kbytes PROM capacity

Two RS232 serial communication ports

24-programmable parallel I/O lines

Three 16-bit programmable timer/

counters

One BLX™ expansion module connector

for additional I/O capability

TDSTM firmware provides edit, assembly,

and debug capabilities

Product Overview

The DB32016 Development Board is a complete mi-

crocomputer using the National Semiconductor Series

32000 family of advanced microprocessors. It is spe-

cifically designed to assist evaluation and develop-

ment of Series 32000 applications in a variety of envi-

ronments.

By itself, the DB32016 can be used to examine the

Series 32000 architecture and instniction set. Small

programs can be written, debugged, and executed

with EPROM-based TDS (Tiny Development System)

software.

Optionally, the DB32016 can provide a native debug

and execution environment for programs developed

on a larger host computer. In this case, the board

complements capabilities provided by National's C
and Pascal cross software packages.

Flexibility is further enhanced by the board's MULTI-

BUS Interface. This permits expansion of the

DB32016 microcomputer system to include functions

provided by other MULTIBUS compatible boards; e.g.

disk/tape controllers, bulk RAM, etc.

All models of the DB32016 include, as a minimum, the

NS32016 CPU, support circuitry, serial and parallel

I/O, dynamic RAM, and extensive ROM/EPROM ca-

pacity. Optionally, the board can be populated with

NS32082 Memory Management Unit, NS32081 Ftoat-

ing-Point Unit, and NS32202 Interrupt Control Unit. In

all cases, I/O capability can be expanded via BLX and

MULTIBUS interfaces.
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Hardware Function Description

(Refer to Figure 1-1

)

DS1-DS4 LEO'S

J4BLX. J1P10,

n MULTIBUS

TL/R/7083-2

FIGURE 1-1. DB32016 Topography

Central and Slave Processors

The DB32016 is equipped with a NS32016 CPU, fea-

turing 32-bit internal structure and 16-bit data bus. Op-
tionally, a NS32008 CPU can be installed, with 32-bit

internal structure and 8-bit data path. Each CPU pro-

vides a very powerful instruction set designed for high

level-language support.

Included with each DB32016 is the NS32082 MMU
and the NS32081 FPU slave processors. The
NS32082 Memory Management Unit provides hard-

ware support for demand-paged virtual memory man-
agement. The NS32081 provides high-speed floating-

point instruction execution.

If the DB32016 is purchased without slave proces-

sors, they may be installed by the customer, as re-

quired.

Interrupts

Also included with the DB32016 is the NS32202 ICU.

The NS32202 Interrupt Control Unit manages up to 16
maskable interrupt sources, resolves interrupt priori-

ties, and supplies a single-byte vector to the CPU. In

addition, the ICU provides two, 16-bit counters, one of

which can provide programmable baud rate capability

for the DB32016's serial I/O ports.

If the DB32016 is purchased without the ICU, it may
be installed by the customer, as required.

Memory

128 Kbytes of on-board, dual-ported dynamic RAM
are provided. The MULTIBUS starting address of

RAM is mappable in 32K byte increments, across the

entire 1 6M byte address space.

Up to 96 Kbytes of ROM/EPROM space is provided in

four 28-pin sockets. The sockets are divided into two

banks, each bank permitting installation of 24 or 28-

pin devices. All factory configurations include TDS
firmware installed in the lower bank, with the upper

bank vacant.

MULTIBUS Interface

The DB32016 incorporates a MULTIBUS interface, al-

lowing the user to configure larger systems. Most of-

ten, the DB32016 would be used in conjunction with

MULTIBUS compatible expansion RAM, disk control-

ler, or serial controller boards. However there is no
restriction, beyond MULTIBUS compliance.

The DB32016's MULTIBUS compliance levels are:

Master D16 M24 116 VOEL; indicating 8/16-bit

data path, 24-bit memory address path, 8-

or 16-bit I/O address path, and level or

edge triggered non-bus vectored inter-

rupts (if NS32202 is installed).

Slave D16 M24; Indicating 8/16-bit data path,

and 24-bit memory address path.
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Parallel I/O

24 parallel I/O lines are provided via an 8255A Pro-

grammable Peripheral Interface. These may be divid-

ed into two 8-bit ports and two 4-bit ports.

Serial I/O

Two serial I/O ports are provided via 8251A Universal

Synchronous/Asynchronous Receiver/Transmitters.

These ports pennit the DB3201 6 to communicate with

RS232 compatible temiinals or other computers.

Port baud rates may be derived from a variety of

sources:

• a fixed, 9600 baud operation of both ports, if the

NS32202 ICU is not installed.

• single programmable baud rate for both ports, if

the NS32202 ICU is installed.

• Individually programmable baud rates for each

port, via the DB32016's 8253-5 PIT.

Timer/Counters

As mentioned above, the NS32202 iCU provides two

16-bit timer/counters, when installed. In addition,

three 16-bit counters are provided by the DB32016's

8253-5 Programmable Interval Timer. Each counter

output is available for connection as an interrupt

source for the ICU, or baud rate generation for the

serial ports.

BLX I/O Expansion

A connector is provided for attachment of 8- or 16-bit

BL.X expansion modules. BLX modules may be used

to expand the DB32016's I/O capability; e.g. addition-

al serial or parallel ports.

Switches

Two push button switches (SI and 82), and one eight-

position DIP switch (S3) are provided.

SI, labeled NMI, will Introduce a non-maskable inter-

rupt to the DB3201 6's CPU when pressed. S2, labeled

INIT, will reset the board when pressed. Both switches

are located on the front edge of the board assembly.

DIP switch S3 is used to set the Baud rate of the serial

ports and other board configurations.

Indicators

Four LED Indicators (DS1-DS4) are mounted near the

front edge of the board assembly.

DS1-3 are controlled by the contents of a program

addressed register. They are used by the TDS gower-

on confidence test program to indicate test status.

They may also be used to indicate any other informa-

tion the user desires.

DS4 is driven directly by a one-shot timer, whose peri-

od is approximately 15 milliseconds. DS4 will be illumi-

nated whenever there' is no memory or I/O access

completed by the CPU within this period. This is useful

to indicate a MULTIBUS timeout.

Tiny Development Systems (TDS)
Functional Description

The TDS firmware allows the user to create programs

by entering source via the editor. This source is then

assembled to produce executable code suitable for

debugging. These functions have the following fea-

tures:

Assembler

— Subset of Series 32000 assembler

— Supports FPU by providing long and short for-

mat real number data initialization

— Generates listings to either a printer at the par-

allel port, or any RS232 device connected via

serial port

— Symbolic definition of static base or PC seg-

ment

DelMiggen

— Numerical arguments to commands can be in

four bases: decimal, hex, long real and short

real

— Program flow visually traced by displaying

source line at all breal^points or step stops

— Memory/register print or change commands

— Step-thru program commands: step "n" in-

structions, step while variable in range, step un-

til variable reached

Editor

— Command to insert, replace, delete, type lines

— Automatic line number maintenance

— Save and retrieve source from audio cassette

recorder

— Upload/download to/from any RS232
equipped PC

— Debug data displayed by type command after

assembly

User Program Run Time Support:

— Accessed via a supervisor call instruction

— Routines to do terminal I/O

— Printer driver access to parallel port

— Routine to convert binary value to ASCII string

— Routine to convert ASCII string to binary value

— Conversion in four bases: decimal, hex, long

real and short real

As shipped with the DB32016, TDS provides on-board

hardware confidence test routines. These are invoked

following power on.

Oa

1
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User Modes
The DB32OI6 can operate stand-alone, with no as-

sistance from a host computer system. Optionally, the

board can be operated in conjunction with a host,

taking advantage of more powerful software develop-

ment tools and I/O capabilities.

F^ure 1-2 represents the most common variations in

user modes.

1. standalone Mode

2. Host-assisted Modes
a) Standaside, single-user host

b) Standaside, muttiiiser host

c) Transparent, Local host

d) Transparent, Remote host

P2 PI

MODEM

DTE IdCE

DCE
j

^requires reconfiguration

FIGURE 1-2. DB32016 User Modes
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Stand-Along Mode (Factory Configuration)

From Figure 1-2 it is clear that the stand-alone us^r

mode is the most simplistic; requiring the least addj-

tional equipment. In this case, only.ari RS232C corlfi-

patible terminal and power supplies for the D632016

are required to achieve effective operation.

TDS (Tiny Development System) software is supplied

in on-board PROM to support this user mode. TDS is

used to edit, assemble, and execute sniall assembly

language programs. In addition, TDS can control the

DB32016's on-board I/O to provide cassette and

printer interfaces; making the DB32016 a light duty

development vehicle.

Host Assisted Modes

Referring to Figure 1-2, the DB32016 can be connect-

ed to another computer system, or host In this case,

the user will first develop Series 32000 software on

the host system, then utilize RS232 communication to

download the software to the DB32016. The DB32016
functions as a means of executing and debugging the

software in a native environment

Several development software packages are available

for use in generating Series 32000 user programs.

Among them are:

• Pascal and C for VAX/VMS environments

• Pascal and C for VAX/UNIX environments

Host assisted modes require the TDS PROMs to be

replaced by a PROM-based monitor program, compat-

ible to the host development software. Monitor soft-

ware is bundled with National's Series 32000 software

packages. The monitor provides:

• a terminal handler, to control RS232 communi-

cations

• run-time environment to permit execution of

downloaded programs

• debugger execute module, to facilitate opera-

tion with the host's debugger software

The basic host assisted modes are:

• transparent

• standaside

The terms, transparent arid standaside, may be visual-

ized by observing the communication configuration in

each mode. (Refer to Figure 1-2)

In transparent mode, the user's communication with

the host is conducted through the DB32016; the

DB32016 is transparent to the user. An advantage

is that a single RS232 port on the host computer will

support both the user's terminal, and the DB32016.

In, standaside mode, the user communicates directly

wlih the host the DB32016 "stands aside". This

mode is useful when the DB32016 is connected to

single-user jhosts. Optionally, standaside operation is

possible with multi-user hosts, where two RS232 ports

are available.

Specificatibns

Environment

The DB32016 is designed for operation in an office or

laboratory environment Avoid confining the DB32bl6
in a closed space, unless sufficient air flow is provided

to ensure all cortiponents are operated within their

specified temperature range.

• Temperature

Operating 0°G to SS^C

Non Operating -40°C to 75°C

• Humidity

5% to 95% relative, non-condensing

• Altitude

Operating 15,000.ft.

Non Operating 25,000 ft.

Power Requirements

The DB32016 requires three, regulated DC voltages

for operation:

+ 12 VDC, +10%, 50 ma max

-12 VDC, +10%, 50 ma mdx

+ 5 VDC, +5%, 7.5Amax

All power connections are made via P1. These con-

nections are normally provided by a MULTIBUS com-

patible backplane. Optionally the user may elect to

provide power, using one of the recommended con-

nectors listed for PI

.

Connectors

Local bus

expansion (P2)- CDC VPB01 B3OA00A2

AMP PES-14559

TIH311130

Parallel I/O (J1)- 3M 3415-001

AMP 2-86792-3

Serial I/O (J2)- 3M 3462-0001 flat

AMP 1-583715-1 round

Bus interface (PI )- SAE FUPH721 2-86MTNE

and Power Viking 2KH43/9AMK1

2

Om
O

a
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S Ordering Information

m Model DB32016-110 (Order #NSV-32016P8T-10)

° Includes NS32016-10 CPU, NS32082-10 MMU,
NS32081-10 FPU, NS32202-10 ICU, and

NS32201 -1 TCU for 1 MHz operation.

All Models are shipped with:

• Two RS232 cable sets

• TDS: Tiny Development System User's Manual
(Publication No. 420306440-001)

• DB32016 Development Board User's Manual
(Publication No. 42031 01 1 1 -001

)

Related Reference Material

Series 32000 Instruction Set Reference Manual (Customer Order No. NSP-INST-REF-M)
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ICM-3332 Integrated Computer Module

Features
Series 32000® Computing Ciuster

— NS32332 32-bit Central Processing Unit

— NS32201 Timing Control Unit

— NS32082 Memory Management Unit

— NS32081 Floating Point Unit

— NS32202 Interrupt Control Unit

NS32016 I/O Processor

Four asynchronous RS232C compatible serial ports

Centronics compatible Printer Port

High Speed 32/16-bit DMA "Mover" to/from System

Memory

Small Computer System Interface (SCSI) Port

Time of day clock/calendar with battery backup

2-14 Mbytes of Random Access Memory with byte

parity and "nibble" mode capability

EPROM sockets for 16k to 128k bytes of EPROM
UNIX V.3 available as an option

Overview
Integrated Computer Modules are designed to provide "su-

permicrocomputer" solutions to the OEM for applications in

the office automation, workstation, graphics and process

control areas. These Series 32000 based modules are not

designed around any "Industry Standard Bus" but are, rath-

er, designed as single board computers which access mem-
ory across a very fast private bus designed to enhance the

Series 32000 operation. The modular concept employs a

generic base CPU board and an lOP processor board used

by all applications along with sufficient memory boards and

I/O Controller boards (lOCs) to provide the required func-

tionality. This improves Price/Performance: Price decreases

because there is no need for backplanes and card cages;

Performance increases because there is no need for wait

states while the CPU is accessing memory. We do, howev-

er, retain the bus-like quality of having configuration options.

The ICM-3332 Is a complete computer system contained on

two to four 11.02 in. (300 mm) x 9.18 in. (233 mm) printed

circuit boards. The CPU board and the lOP board are parti-

tioned so that the ICM form factor can be maintained. The

lOP controls the interface to the real world and handles all

of the tasks associated with the movement of information.

This allows the CPU board to dedicate most of its time to

computing functions without ttie overtiead of system man-

agement. This Integrated Computer Module will add the

power of the Series 32000 processor chip set to National

Semiconductor's line of board level microcomputer prod-

ucts. The CPU cluster (CPU, TCU, MMU, FPU, and ICU),

2 megabytes of DRAM and the 32-bit memory bus (Maxi-

Bus) reside on the CPU board. The I/O Processor (lOP)

board contains a MaxiBus interface to the CPU board,

PROM sockets, serial interfaces, SCSI Interface, parallel

port and MiniBus to provide I/O capability to the outside

world. MaxiBus Is the 32-bit system bus which connects the

NS32332, the 32-bit system memory and the lOP together.

MiniBus is a 16-bit txjs connecting the unique applicatnn

boards (lOCs) to the 16-bit NS32016 bus on the lOP.

Two megabytes of RAM reside on the CPU board. Up to two

memory boards can be added. Each of these boards can

provide up to 6 megabytes of memory. This yields a maxi-

mum capacity for the system of 14 megabytes of physical

memory. These boards are the same size as the CPU and

lOP boards. They interface to the CPU unit via a 32-bit Maxi-

Bus interface.

This Integrated Computer Module is designed to operate as

a single board computer and communicates with memory
via a high speed local bus (MaxiBus) which removes the

overhead associated with the various industry standard bus-

es. The CPU cluster operates at up to 10 MHz and requires

no wait states when using Burst mode memory accessing.

Functional Description

SERIES 32000 FAMILY

The Series 32000 is a complete family of 32-bit CPUs, slave

processors and peripherals. All processors, Memory Man-

agement Unit and Floating Point Unit are designed with 32-

bit internal buses and registers to provide a true, two ad-

dress architecture. The instnjction set supports fast, highly

compact, compiler code making the Series 32000 ideal for

use with high level languages. The Memory Management
Unit offers Demand-Paged Virtual Memory and fast on-chip

address translation. This makes the Series 32000 an excel-

lent engine for the UNIXtm operating system. The Floating

Point Unit provides a hardware math unit which operates up

to 100 times faster than software emulation. Since all CPUs
in the Series 32000 line have a 32-bit internal architecture,

the same software can be incorporated into all the systems

within the family.

Space saving compiler code, hardware floating point sup-

port, demand-paged virtual memory and total software com-

patibility assure the speed, flexibiliV and cost effective oper-

ation needed in a system.

Series 32000 CPUs

The iCM-3332 utilizes the NS32332 as the Central Process-

ing Unit. This CPU has a uniform linear 4 Gbyte addressing

range and a full 32-bit internal architecture and implementa-

tion. Internal working registers, data paths and ALU are all

32 bits. This provides simpler handling of 32-bit data types

and provides total compatibility with the next generatbn of

32-bit microprocessors. It also provides a full 32-bit data

bus. The I/O Processor (lOP) for the ICM-3332 uses the

NS32016 as its processor. This processor is identical to the

NS32032 with respect to Internal architecture, but has a 16-

bit external data bus.
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Functional Description (continued)

The instruction set is fashioned after high level language

instructions. Displacements can be 32 bits, ensuring that

the instruction set will remain upward/downward compatible

across the spectrum of Series 32000 CPU devices. With the

Series 32000 CPU it is possible to add, subtract, multiply,

divide or do any other operation with both operands in mem-
ory. This is a speed benefit for assembly code and is partic-

ularly needed in a high level language environment, since

high level languages normally do memory-to-memory opera-

tions.

Restrictions frequently encountered, where only certain

data types can be used with certain instructions, with partic-

ular addressing modes, with restricted sources and destina-

tions, do not exist on Series 32000. ANY data type can be

used with ANY instruction with ANY addressing mode with

ANY source or destination. This makes the assembly pro-

grammer's task easier because there are no restrictions to

track. With high level languages, the improvement becomes
even more pronounced. Compilers produce very fast and
efficient code when operating with a symmetrical machine.

NS32201 TCU (Timing Control Unit)

The NS32201 Timing Control Unit provides the two phase

clock system, system control logic (read, write and data

buffer enable) and cycle extension logic for the Series

32000 family.

Clocks provided are a two phase, non-overlapping 10 MHz
clock, and 10 Ml-lz and 20 MHz TTL compatible clocks.

NS32082 MMU ((Memory Management Unit)

The increased requirement for development and execution

of very large programs on cost effective systems has

caused the development of virtual memory machines where
programs larger than the physical memory space are rou-

tinely executed on the system. This is accomplished by

maintaining the currently necessary portions of the program
in the physical memory space and storing the remainder in

mass storage. Porttons of the program are switched in or

out of physical memory or necessary. Since this switching

operation is controlled by the operating system and is trans-

parent to the user, It appears that greater memory is avail-

able than is actually the case. Thus, "virtual" memory.

The Series 32000 uses Demand-Paged Virtual Memory,
with each page containing 512 bytes. Since the physical

memory is a collection of these 512 byte pages, moving
from physical memory to disk or from disk to physical mem-
ory becomes relatively simple.

The NS32082 Memory Management Unit provides hard-

ware support for demand-paged virtual memory manage-
ment. Its specific capabilities include fast dynamic address

translation, protection on individual 512 byte pages and de-

tailed status to assist an operating system in efficiently man-
aging up to 16 Mbytes of physical memory.

For the purpose of address translation, memory is divided

into 512 byte pages. A virtual address for the MMU is com-
posed of two fields: a virtual page frame number and a nine

bit offset. The offset is unchanged by the translation algo-

rithm. The MMU translates the virtual page number to a
physical page number according to page tables stored in

memory.

The operating system and MMU exchange information on
the status of the memory pages through a Page Table in

physical memory and the protection level on that page. By
manipulating the Page Tables, an operating system dynami-

cally controls the mapping of virtual to physical addresses.

In particular, the operating system may specify that refer-

ences to certain pages should generate translation error

aborts. This mechanism implements virtual memory man-
agement and protection.

The MMU utilizes memory called the Translation Buffer,

which contains direct virtual-to-physical address mappings

of the 32 most recently used pages. Entries in the Transla-

tion Buffer are allocated and replaced by the MMU. The
programmer is not involved in the process. The Translation

Buffer is a content-addressable memory. The virtual page
frame number (the 15 high order bits of the virtual address)

and the address space bit are compared to the entries in

the buffer. If the virtual page frame number is present in the

buffer, the mapped physical address is output immediately.

This is the case approximately 98% of the time, so most
address translations take only one additional clock cycle.

When the virtual page frame number is not present in the

buffer, a control line is set, indicating to the control block

that the memory page tables should be referenced. When
this occurs, the MMU gets the corresponding mapping from

memory and replaces the least recently used entry in the

Translation Buffer with the new mapping.

NS32081 FPU (Floating Point Unit)

The NS32081 Floating Point Unit implements the most com-
monly used floating point functions in hardware to yield a
great increase in speed over the software routines which it

replaces. For example, a multiply routine in software re-

quires approximately 1500 iis to execute. With the FPU,

that time is reduced to approximately 5 jus.

The Floating Point Unit functions as a slave processor to

the NS32332 (or any other Series 32000 CPU). Its high

speed instruction set is consistent with the full two-address

architecture and powerful addressing modes of the Series

32000 mlCToprocessor family.

The NS32081 FPU operates on two floating-point data

types: single precision (32-bits) and double precision (64-

bits). In addition, the FPU performs conversion between in-

teger and floating-point data types. Integers are accepted

and generated by the FPU as two's-complement values of

byte (8-bit), word (16-bit) or double word (32-bit) in length.

Arithmetic operations include Add, Subtract, Multiply, Divide

and Compare. Several Move and Convert instructions are

also included.

NS32202 iCU (interrupt Control Unit)

The NS32202 can operate in either of two data bus modes.
In the 16-bit mode, eight hardware and eight software inter-

njpts are possible. The 8-bit mode allows for up to 16 hard-

ware interrupts with programmable priorities. lCM-3332 op-

erates in the 8-bit mode.

The ICU additionally provides two 16-bit counters which can

be concatenated under program control to provide a single

32-bit counter.
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Functional Description (continued)

CPU BOARD
The ICM-3332 provides a full 32-brl processing engine ca-

pable of operating with as much as 14 megabytes of physi-

cal memory with no wait-states when operating at 1 MHz in

the Burst mode. The full CPU Cluster, using the NS32332 as

the CPU, is implemented on the CPU board along with two

megabytes of dynamic RAM with byte parity. An interface to

a high performance 32-bit bus (MaxiBus) which allows com-

munication with up to 12 megabytes of expansion memory

is also included. The associated I/O processor (lOP) board

interfaces with the CPU board and system memory across

MaidBus. Since the lOP controls all of the movement ofdata

to/from any of the I/O devices, the CPU board is left unen-

cumbered to dedicate itself to computing power.

The CPU board has no read-only memory. The processor

board will be reset by the MaxIBus RESET signal driven by

the lOP. The lOP has the ability to examine the CPU Maxi-

Bus ready lines to determine how the system is configured.

The lOP will then initialize memory on the CPU board and

execution will begin from location 0.

INPUT/OUTPUT PROCESSOR (lOP)

The ICM-3332 Input/Output Processor (lOP) is the only unit

within the ICM-3332 system which contains both a MaxiBus

and a MiniBus interface. The MaxiBus interface provides the

lOP with access to all ICM-3332 system memory and allows

for the exchange of intemjpts between the lOP and other

members of the MaxiBus community to co-onjinate I/O traf-

fic from the computing complex. The MiniBus interface al-

lows the lOP to excfiange data and control information with

the I/O controllers (lOCs) on the MiniBus without interfering

with the main processor functions. It is necessary to provide

the ability for lOCs like graphics boards, local area network

boards and serial output port boards to be able to move

data and control information without the necessity to wait

for the CPU board to grant permisskm to conduct I/O oper-

ations.

The lOP is a dedicated processor with full access to Ixrth

the memory and the I/O resources of the ICM-3332 system.

Its major function is to manage I/O traffic for the main proc-

essing complex, relieving the CPU from such functions as

soatter-read and gather-write of virtual pages. Other impor-

tant functions are control of the printer port, RS232 serial

ports and the MiniBus interface to tfie lOCs.

The I/O processor has 512 KBytes of local memory with

byte parity. lOCs may access this memory through the Mini-

Bus Interface Controller (MBIC). The lOP processor is a

NS32016. Both the lOP and the MBIC operate at 8 MHz.

The lOP and MiniBus have a 16-bit architecture which pro-

vides low cost interfaces consistent with the requirements

of modem peripherals and devices.

The interface between the 16-bit lOP data bus and the 32-

bit MaxiBus is through a DMA mover circuit. The "mover" is

set up and activated by a single instruction from the

NS32016, allowing it to be efficient for blocks as small as

one word or as large as 1 kByte. The data rate provided by

the mover circuit is approximately 8 MBytes per second.

NS32016 Processor Complex

The lOP processor complex consists of an 8 MHz NS32016

processor, an NS32201 Timing Control Unit (TCU) and an

NS32202 Intenojpt Control Unit (ICU). The TCU provides an

8 MHz clock which provides the bus clock for the SCSI Con-

troller, the mover, DRAM timing and the MiniBus bus clock.

lOP Memory

The lOP dynamic RAM consists of 512 kbytes with byte

parity, which is accessed by the NS32016 with no wait-

states. The mover utilizes the DRAM page mode for maxi-

mum transfer rate to/from MaxiBus memory.

System EPROM is also contained on the lOP board. Two
EPROM sockets are provMed on the lOP board. These
sockets can be configured for a single pair of 2764, 27128,

27256 or 27512 devices for 16 kSytes to 128 kBytes of

EPROM memory space.

Interrupt Control Unit

The Interrupt Control Unit (NS32202) provides the NS32016
with the ability to service 16 vectored interrupts. The ICU

latches intemjpts from the RS232 channels, the parallel

port, the SCSI channel and the MBIC.

Serial Communications

TvK) 2681 Dual Asynchronous Receiver/Transmitters pro-

vide four independent, full duplex, asynchronous receiver/

transmitter channels with software selectable baud rates to

1 9.2 kBaud. Two of these channels have DB-25 connectors

to provide full modem support. The remaining two channels

are provkled with 6-wlre modular telephone-type connectors

(similar to the RJ-1 1 connectors on telephones) for use with

terminals. These modular phone connectors allow for more

efficient use of the available real estate and provide very

cost effective cabling between ICM-3232 and the tenninals.

Parallel Printer Port

One parallel port is provkled. This port is configured as a

parallel Centronks printer port designed to operate with the

IBM PC type printer cable.

Time of Day Clock writh Calendar

The ICM-3332 Time of Day Clock with Calendar uses the

MM58274 Real Time Clock chip. Timekeeping from tenths

of seconds to tens of years is available in independently

accessible registers. The hour counter is programmable in

either 12 or 24 hour operation. A lithium battery is provided

to maintain clock operatton wfien external power is re-

moved.

Small Computer System Interface (SCSI)

The Small Computer System interface (SCSI) is an Intelli-

gent Peripheral Standard defined by the American National

Standard Institute (ANSI). SCSI is derived from the Shugart

Associates Standard Interface (SASI), whk;h is based on

the IBM I/O channel. ANSI has defined Command/Status

Sets for five types of I/O devices:

Random Access— Rigid and Flexible Disk

Sequential Access— Start/Stop and Streamer Tape

Write Only Devtees—Printers and Plotters

Processor Devices— Host to Host Communoatfons

via SCSI

ltetwori< Devices— Host to Host Communications

via LAN

The use of the ANSI Standard reduces system integration

time by providing plug compatibility and command stan-

dards for peripherals and by allowing utilization of existing

I/O drivers.

lO
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Drivers have been written for ICM-3332 which allow SCSI to

control the interface to rigid disk and to streamer tape. SCSI

Is implemented using an LSI SCSI controller chip and a

state machine driven DMA channel into main memory. This

controller supports the full SCSI protocol, including arbitra-

tion and recognition. The interface operates only as an ini-

tiator on the bus; the peripherals connected to the bus oper-

ate as targets.

This controller handles the physical path management be-

tween the NS32016 CPU (host) and the target disk or tape

device including arbitration, selection, disconnection and re-

connection. The operation starts when the host 32016
places a command descriptor block (as defined by SCSI) in

memory. The SCSI controller acquires the SCSI bus during

the arbitration and selection phase, supplies the command
to the selected target, manages the transfer and intenvpts

the CPU when the target issues the command complete

message. The SCSI does no interpretation of the com-

mands or data transmitted between the host and the target;

it only manages the transfer. The full power of the SCSI

command structure is available to the host without the host

suffering the overhead of the SCSI physical path manage-

ment.

The SCSI can be connected to as many as seven target

controllers, each of which can control up to eight subchan-

nels operating concurrently. Each subchannel will control

one separate logical device on the SCSI bus. This permits

overiapping disk operations for read, write, seek, etc.

The SCSI controller is initialized by I/O commands. Sub-

channel target commands are controlled by I/O Control

Blocks (iOCB) in main memory. Once the host sets up the

command in memory, the I/O channel will complete the

command and interrupt the host. The host then examines
the iOCB(s) to check for errors or for proper completion.

Data transactions between dynamic RAM and a target are

accomplished with direct memory access of 16-bit word
transfers. This provides 1.5 Mbyte per second (full SCSI
bandwidth) transfer in or out of dynamic RAM while still per-

mitting the CPU access to the dynamic RAM an average of

50% of the time during target transfers.

MaxIBus

The lOP uses MaxiBus to move data to and from the 32332
address space. Information exchange between the lOP and
the CPU board is by means of messages left In MaxiBus
memory. The lOP can also both send and receive inten\jpts

to other MaxiBus units to co-ordinate the message trans-

fers.

To utilize the MaxiBus effectively, the lOP/MaxIBus inter-

face meets the following design requirements:

1. To use the 16-bit lOP memory as a buffer (SCSI, LAN,

etc.), the lOP must be able to rapidly move variable

length blocks of data between the 1 6-bit lOP memory and
the 32-bit MaxiBus memory.

2. The lOP must be able to send and receive interrupts

across MaxiBus.

3. The lOP operation over MaxiBus should not lock up the

lOP internal data structure. If the lOP is arbitrating for

MaxiBus or in the middle of a MaxiBus transfer, the MBIC
accesses to the lOP will continue to be serviced.

DMA Mover Circuit

When the NS32016 processor within the lOP requires a
data transfer to/from system memory, the mover circuit is

used. The mover is a special circuit which will move data

between lOP memory and system memory without proces-

sor assistance. The mover circuit implements the interface

between the 32-bit system bus and the 16-bit lOP local bus.

It moves data to/from system memory at a rate of approxi-

mately B Mbytes/sec.

The mover will respond to a 32-bit write to the mover ad-

dress range. The 32-bit address field contains both address

and control fields. Direction of the move, type of infomnation

and the size of the block to tie moved are all included in the

32-bit write. Two types of moves are allowed. Seven bits of

the 32-bit field can be used to "count" the number of 16-bit

words to be moved. Another bit in the field allows 1 kSyte

blocks to be moved.

The mover allows arbitration for the lOP bus until it has
gained control of the MaxiBus. Then after every 16 cycles of

the move operation, it will release the lOP bus to the MBIC if

required. This insures that the I/O will not be locked up
waiting for the mover. In the lOP priority scheme, the mover
will be below the MBIC in access rights for the local bus.

The mover maintains MaxiBus mastership during the entire

move operation, even though it has momentarily released

the local bus to another device.

The NS32016 is the only device that can use the mover.

The mover can move only to/from lOP DRAM and MaxiBus

or generate a MaxiBus interrupt. Direct movement from a
MinlBus bus address to MaxiBus or other memory mapped
addresses within the lOP are impossible.

When the move is in process, the lOP local memory and the

MaxiBus (system) memory are operating simultaneously in a
pipe-lined manner. The lOP memory is operated in page
mode with a single MaxiBus cycle for every two lOP access-

es to achieve complete overiap of memory timing. Two reg-

isters exist between the lOP bus and MaxiBus to allow con-

version to/from 1 6- and 32-bit quantities.

MinlBus

MinlBus is a high performance 16-bit bus, which will support

intelligent bus masters, while, at the same time maintaining

a simple bus interface for non-intelligent I/O boards. The
MiniBus Interface Controller (MBIC), a custom VLSI inter-

face chip, has been developed to provide a single chip bus

interface which provides full bus compatibility. This interface

chip is available to the user who wishes to design an IOC to

interface with the system via MiniBus.

MiniBus provides two distinct transfer disciplines:

Synchronous transfers which occur between units which im-

plement the full bus discipline. Because of the sophistica-

tion of the bus, MBIC is used to facilitate this Interface.

For asynchronous transfers, MiniBus allows for attachment

of units which are directly controlled from a processor

through a simple asynchronous bus cycle and dedicated in-

terrupt lines. This allows units with simple interfaces to par-

ticipate in the family without the need for a MBIC on their

board.
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MiniBus is used to provide an interface tietween the CPU
board and I/O Controllers (lOCs) such as LAN controllers

and color graphics boards.

MiniBus Interface

The lOP serves as the gateway from MiniBus to the

ICM-3332 system. MiniBus masters may direct Interrupts to

one another via the "software interrupt" capability provided

by the MBIC and access each other's local memory if per-

mitted by the settings of the internal registers of the MBIC.

Data movement to/from the lOP across MiniBus is accom-

plished by direct access from the active I/O Controller (IOC)

into an assigned buffer area within the lOP memory. All

processors on MiniBus then move data at their own rate

with minimum interference to lOP processing power. Com-

mand and status information are also accessed directly by

the target IOC.

The MBIC resides on the lOP local bus and manages the

entire MiniBus interface. When a reference is made to lOP

local memory from another MiniBus master, the MBIC arbi-

trates for the local lOP tius. Once the arbitration grants the

bus, the MBIC will take control of the local lOP bus and

access the lOP DRAM as required.

Memory Expansion

The ICM-3332 memory board contains the expansion

DRAM for the ICM-3332 Integrated Computer Module. This

board is populated by 216 DRAM devices organized with a

36-bit wide data bus which allows for 32 bits of data plus

byte parity. The board is designed to accept 256k 150 ns

dynamic RAM devices which operate with the Series 32000

CPU cluster at 1 MHz with no wait states for DRAM access

when operating in Burst mode. Each board contains 6

Mbytes of memory. It is possible to use up to two boards

with each system to provide a total available memory of 14

Mbytes (2 Mbytes are on the CPU board).

OPEFUVTiNG SYSTEM

AT&T UNIX V.3 is available for use with ICM-3332. This

operating system provides optimal use of the Series 32000
architecture. It supports demand-paged virtual memory and

offers Job Control, File and Record Locking and Streams.

"C" and FORTRAN 77 compilers and the Series 32000 as-

sembler and all 32000 language support tools are also pro-

vided. Recohfigurable binary drivers have been written for

the following:

SCSI using the EMULEX disk controller model MD01.

SCSI using the EMULEX tape controller model MT02.

4 RS232C serial ports.

Parallel Printer port.

This operating system is available on streamer tape with

QIC 24 tape format. It will be delivered as an unbundled

binary system. The source for the above drivers is provided

for use as examples for those wishing to generate their own
drivers. A binary license and distribution agreement is re-

Specifications
Physical:

WkJth:

Height:

Depth:

Weight:

CPU Board:

lOP Board:

Memory Board:

11.02 in. (280 mm)

9.18 in. (233 mm)

0.80 in. (20 mm)

TBS
TBS
TBS

Connectors

Board/ #of
Function

Connector Mating

Connector Pins Type Connector

CPUJ1' 96 MiniBus Direct Connect** Direct Connect**

CPU J2' 96 MaxiBus Direct Connect** Direct Connect**

MEMjr 96 MiniBus Direct Connect** Direct Connect"

MEM J2* 96 MaxIBus Direct Connect" Direct Connect**

I0PJ1* 96 MiniBus Direct Connect" Direct Connect**

I0PJ2' 96 MaxiBus Direct Connect** Direct Connect"

I0PJ3 11 Power/Reset

I0PJ4 50 SCSI 50-pos0.lbctr 3M 3435-6000

IOPP1 36 Printer DB25 female DB25 male

IOPP2 6 RS232 Telco 6-wire s Telco 6-wire p

I0PP3 6 RS232 Telco 6-wire s Telco 6-wire p

I0PP4 36 RS232 DB25 male DB25 female

IOPP5 36 RS232 DB25male DB25 female

VI -V4 1 Power Banana Plug** Banana Jack**

G1-G4 1 Ground Banana Plug** Banana Jack"

•The Direct Connect Fixtures consist of a 96-pin DIN connector e^kJ custom shrowl to adjust spacing. The connector is attached

on top. Ttw pins from the bottom of the connector provide a male DIN connector which extends into the shroud. The boards

H^nJBus and MaxiBus Krect Connects ^id the + 5 Vpc and Ground banana connectors to electrically connect the boards.

backplane and provides the CPU and lOP drect access to the entire memory array.

••See the ICM-DESIGN-KIT under Order Infonnation.
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RAM ADDRESSING

System Memory

Power Requirements

Configuration RAM Size Address Space

CPU Board

CPU + 1 Expansion Bd

CPU + 2 Expansion Bds

2MB
8MB
14 MB

to 2FFFFF

to 7FFFFF

to FFFDFF

lOP Memory

RAM Size: 256 KBytes

Address Space: to 3FFFFF (see lOP Memory Map)

ROM Size: 128 l<Bytes Max.

ROM
Addressing: At power up or reset, the lOP hardware will

power up with the ROM address space starting

at location zero. The first CPU access with

the most significant address bit (A23) set to

1 clears the Shadow EPROM and EPROM
then executes starting from address

location 800000.

MEMORY MAP

Main Memory

Address Range,

HEX
Read or

Write

Location

000000-01 FFFFF

020000-07FFFFF

Read, Write

Read, Write

Read, Write

Read, Write

CPU Local memory

MaxiBus Expansion

Memory

CPU Local Memory

MaxiBus Expansion

Memory

080000-09FFFFF

OAOOOO-OFFFDFF

lOP Memory

Address Range, Read or Function

HEX Write

000000-3FFFFF Read, Write iOP RAM, Bootload

EPROM
400000-7FFFFF Write Mover Circuit

800000-BFFFFF Read EPROM IOP EPROM
Read, Write I/O Control Registers

COOOOO-FFBFFF Read, Write MBIC/MiniBus Space

Environmental
Operating Temperature:

Storage Temperature:

Thermal Shock:

Relative Humidity:

Air Flow:

0°Cto +55°C
(+32°Fto +131°F)

-30°Cto +55°C
(-22°Fto +131°F)

10 degrees/min,

to 90%, noncondensing

A minimum air velocity of

1 70 ft. per minute across

the board is required.

+ 5VDC
±5%

+ 12VDC
±5%

-12VDC
±5%

Typ Max Typ Typ

CPU Board 7.8 A 9.4A

IOP Board 6.0 A 7.2 A 0.06 A 0.06 A

Memory Bd 1.6A 1.9A

Ordering Information
ICM-3332-CPU

ICM-3332-IOP

ICM-3332-6MEM

ICM-3332-RD

ICM-CBL-TELCO

ICM-CON-MAL

ICM-CON-FEM

ICM-3332-SYSV

ICM-3332-MON

ICM-POWER-KIT

ICM-DESIGN-KIT

Documentation

ICM-3332-M

ICM-3332-MON-M

ICM-3332-SV-MS

The CPU board contains the full CPU
cluster with an NS32332 CPU along

with 2 MB of memory.

The IOP board contains the NS32016
CPU, NS32201 TCU, NS32202 ICU, 4

RS232 serial ports, a printer port,

SCSI interface, MiniBus and MaxiBus.

ICM-3332 Memory Expansion Board

with 6 MB of 150 ns DRAM.

This is the ICM-3332 CPU and IOP

boards, UNIX V.2, monitor/bootloader

EPROM, a full set of manuals, includ-

ing AT&T UNIX manuals and NSC
manuals, the cables and adapters re-

quired for one terminal operation and

the binary license. The NSC manuals

provided are the Hardware Reference

Guide and the ROM Monitor Manual.

This is the all inclusive starter kit.

Cable, Telco, 6-wire, 7 ft.

Adapter, Telco to DB25 male connec-

tor (configured as DTE).

Adapter, Telco to DB25 female con-

nector (configured as DTE).

System V/Series 32000 UNIX V.2 Op-

erating System ported to ICM-3332

hardware, EPROM set and EPROM
User's Guide.

Monitor EPROMs for the ICM-3332.

This EPROM set is included in the

ICM-3332-SYSV and ICM-3332-RD

Banana Power connectors to allow

the user to connect power cables to

the ICM boards (10 sets).

Male and Female Power Connectors

and DIN connector spacers (all of the

special design parts) needed for the

user to build boards (10 sets).

ICM-3332 Hardware Reference Manu-
al

ICM-3332 Monitor User's Guide

UNIX V.3 Manual Set
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ICM-3332 Block Diagram

CPU

CLUSTER

NS32332

NS32201

NS32202

NS32081

NS32082

<^T^
CPU BOARD

^J^
2 MBYTE

DRAM

u

....JLZZ.

<^
lOP BOARD

o
sw
w
to

NS32016

NS32201

NS32202

<z.
MOVER id

r^

256K

DRAM

MAXIBUS

OPTIONAL MEMORY BOARD(S)

6 OR 12 MBYTES

(1 OR 2 BOARDS)

E
^

«

a

ir^r^
4

R3232

PORTS

PRINTER

PORTm >«B»W« m4

Q

8-45



<o

CM

U

a National Semiconducbor Corp.

ICM-3216
Integrated Computer Module

Series 32000® Chip Set
— NS32016 32/16-bit Central Processing

Unit

— NS322dl timing Control Unit

— NS32082 Memory IManagement Unit

— NS32081 Floating Point Unit

— NS32202 Interrupt Control Unit

Four asynchronous RS232C compatible

serial ports

CENTRONICS compatible Printer Port

Full SCSI Interface

MinlBus I/O Interface

Time of day clock/calendar with battery

backup
1-8 Mbytes of Random Access Memory
EPROM sockets for 16k to 128k bytes of

EPROM
System V/Series 32000 available as an
option

Overview
Integrated Computer Modules are designed to provide

"supermicrocomputer" solutions to the OEM for appli-

cations in the office automation, worl<station, graphics

and process control areas. These Series 32000 based
modules are not designed around any Industry Stan-

dard Bus but are, rather, designed as single board

computers which access memory across a very fast

private bus designed to enhance the Series 32000 op-

eration. The modular concept employs a generic base
board used by all the units along with a personality

board to provide the required functionality. This im-

proves Price/Performance: Price decreases because
there is no need for a backplane; Performance in-

creases because there are no wait states caused by
the bus. The backplane-like quality of having configu-

ration options is, however, maintained.
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Overview (Continued)

The ICM-3216 is a confiplete computer system con-

tained on two 11.02 in. (300 mm) x 9.18 in. (233 mm)

printed circuit boards. This Integrated Computer Mod-

ule adds the power of the Series 32000 processor

chip set to National Semiconductor's line of board lev-

el microcomputer products. The CPU cluster (CPU,

TCU, MMU, FPU, and ICU), PROM sockets, serial in-

terfaces, address mapping logic, SCSI interface, par-

allel port, memory interface and MiniBus interface re-

side on the CPU unit.

Up to two memory boards can be configured with the

CPU unit to provide between one and eight million

bytes of memory. The memory board(s) interface to

the CPU unit via a "Direct Connect" local memory

bus. The system operates at 10 MHz with no wait

states for normal memory access.

This Integrated Computer Module is designed to oper-

ate as a single board computer and communicates

with memory via a high speed local bus which circum-

vents the arbitration and speed problems associated

with the various industry standard buses. A Small

Computer Systems Interface (SCSI) provides the in-

terface to hard disk and tape units. SCSI is implement-

ed by using an LSI SCSI device and a Z80B® micro-

processor. This provides complete control of the inter-

face by the NS32016 CPU while freeing it from con-

trolling the associated details of the transfer. Data

transfer between the dynamic RAM and mass storage

is accomplished with direct memory access of 16-bit

words.

Functional Description

CPU Cluster

The Series 32000 Is a complete family of 32-bit CPUs,

slave processors and peripherals. All processors.

Memory Management Unit and Floating Point Unit are

designed with 32-bit internal buses and registers to

provide a true, two address architecture. The instruc-

tion set supports fast, highly compact, compiler code

making the Series 32000 ideal for use with high level

languages. The Memory Management Unit offers De-

mand-Paged Virtual Memory and fast on-chip address

translation. This makes the Series 32000 an excellent

engine for the UNIXtm operating system. The Floating

Point Unit provides a hardware math unit which oper-

ates up to 100 times faster than software emulation.

Since all CPUs in the series 32000 line have a 32-bit

internal architecture, the same software can be incor-

porated into all the systems within the family.

Space saving compiler code, hardware floating point

support, demand-paged virtual memory and total soft-

ware compatibility assure the speed, flexibility and

cost effective operation needed in a system.

NS32016 CPU (Central Processing Unit)

The ICM-3216 utilizes the NS32016 as the Central

Processing Unit. This CPU has a uniform linear

16 Mbyte addressing range and a full 32-bit internal

architecture and implementation. Internal working reg-

isters, data paths and ALU are all 32 bits. This pro-

vides simpler handling of 32-bit data types and pro-

vides total compatibility with the next generation of

32-bit microprocessors.

The instruction set is fashioned after high level lan-

guage instructions. Displacements can be 32 bits, en-

suring that the instruction set will remain upward/

downward compatible across the spectrum of Series

32000 CPU devices. With the Series 32000 CPU it Is

possible to add, subtract, multiply, divide or do any

other operation with both operands in memory. This is

a speed benefit for assembly code and is particularly

needed in a high level language environment, since

high level languages nearly always do memory-to-

memory operations.

Restrictions frequently encountered, where only cer-

tain data types can be used with certain instructions,

with particular addressing modes, with restncteu

sources and destinations, do not exist on Series

32000. ANY data type can be used with ANY instruc-

tion with ANY addressing mode with ANY source or

destination. This makes the assembly programmer's

task easier because there are no restrictions to track.

With high level languages, the improvement becomes

even more pronounced. Compilers produce very fast

and efficient code when operating with a symmetrical

machine.

NS32201 TCU (Timing Control Unit)

The NS32201 Timing Control Unit provides the two

phase clock system, system control logic (read, write

and data buffer enable) and cycle extension Logic for

the Series 32000 family.

Clocks provided are a two phase, non-overlapping

10 MHz clock, and 10 and 20 MHz TTL compatible

clocks.

When operating with slow peripherals. Cycle Exten-

sion is required. TCU Cycle Extension features include

programmable wait state inputs, a "slow" cycle to ac-

commodate slower peripherals and a cycle hold to al-

low additional time for arbitration before generating

control signals.

NS32082 MMU (Memory Management Unit)

The increased requirement for development and exe-

cution of very large programs on cost effective sys-

tems has caused the development of virtual memory

machines where programs larger than the physical

memory space are routinely executed on the system.

This is accomplished by maintaining the currently nec-

essary portions of the program in the physical memory

space and storing the remainder in mass storage. Por-

tions of the program are switched in or out of physical

memory as necessary. Since this switching operation

is controlled by the operating system and is transpar-

o
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Functional Description (Continued)

ent to the user, it appears that greater memory is

available than is actually the case. Thus, "virtual"

memory.

The Series 32000 uses demand-paged virtual memo-
ry, with each page containing 512 bytes. Since the
physical memory is a collection of these 512 byte

pages, moving from physical memory to disk or from
disk to physical memory becomes relatively simple.

The NS32082 Memory Management Unit provides
hardware support for demand-paged virtual memory
management. Its specific capabilities include fast dy-
namic address translation, protection on Individual

512 byte pages and detailed status to assist an oper-

ating system in efficiently managing up to 16 Mbytes
of physical memory.

For the purpose of address translation, memory is di-

vided into 512 byte pages. A virtual address for the
MMU is composed of two fields: a virtual page frame
number and a nine bit offset. The offset Is unchanged
by the translation algorithm. The MMU translates the
virtual page number to a physical page number ac-
cording to page tables stored in memory.

The operating system and MMU exchange information

on the status of the memory pages through a Page
Table in physical memory and the protection level on
that page. By manipulating the Page Tables, an oper-
ating system dynamically controls the mapping of vir-

tual to physical addresses. In particular, the operating

system may specify that references to certain pages
should generate translation error aborts. This mecha-
nism implements virtual memory management and
protection.

The MMU has an Internal memory called the Transla-
tion Buffer, which contains direct virtual-to-physical

address mappings of the 32 most recently used
pages. Entries in the Translation Buffer are allocated
and replaced by the MMU. The programmer is not in-

volved in the process. The Translation Buffer is a con-
tent-addressable memory. The virtual page frame
number (the 15 high order bits of the virtual address)
and the address space bit are compared to the entries

in the buffer. If the virtual page frame number is pres-

ent in the buffer, the mapped physical address is out-

put immediately. This is the case approximately 98%
of the time, so most address translations take only
one additional clock cycle. When the virtual page
frame number is not present in the buffer, a control

line is set, indicating to the control block that the
memory page tables should be referenced. When this

occurs, the MMU gets the corresponding mapping
from memory and replaces the least recently used en-
try in the Translation Buffer with the new mapping.

NS32081 FPU (Floating Point Unit)

The NS32081 Floating Point Unit implements the
most commonly used floating point functions in hard-
ware to yield a great increase in speed over the soft-

ware routines which it replaces. For example, a multi-

ply routine in software requires approximately 1500
microseconds to execute. With the FPU, that time is

reduced to approximately five microseconds.

The Floating Point Unit functions as a slave processor
to the NS32016 (or any other Series 32000 CPU). Its

high speed instruction set is consistent with the full

two-address architecture and powerful addressing
modes of the Series 32000 microprocessor family.

ft >
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Functional Description (Continued)

The NS32081 FPU operates on two floating-point

data types: single precision (32-bits) and double preci-

sion (64-bits). In addition, the FPU performs conver-

sions between integer and floating-point data types.

Integers are accepted and generated by the FPU as

two's-complement values of byte (8-bit), word (16-bit)

or double word (32-bit) in length.

Arithmetic operations include Add, Subtract, Multiply,

Divide and Compare. Several Move and Convert in-

structions are also included.

NS32202 ICU (Interrupt Control Unit)

The NS32202 ICU is the interrupt controller for the

Series 32000 microprocessor family. The ICM-3216

uses the ICU in the eight bit mode which allows for up

to 16 hardware inten-upts with programmable priori-

ties. Four lines are used with the serial ports, one with

the MiniBus controller, one with the SCSI port, one

with the 'Printer and one with the real time clock. The
remaining eight lines are available for use by the pro-

grammer.

Serial Comniunications

Two 2681 Dual Asynchronous Receiver/Transmitters

provide four independent, full duplex, asynchronous

receiver/transmitter channels with software select-

able baud rates to 19.2 Kbaud. Two of these channels

use the DB25 connector and implement the full set of

RS232 signals:

• Tx Data

• Rx Data

• Request to Send

• Clear to Send

• Data Set Ready

• Data Terminal Ready

• Carrier Detect

The remaining RS232 channels use six wire modular

telephone jacks, which are suitable for use with most

terminals, and implement the following signals:

• l_SEND_DATA
• U_SEND_DATA
• l_MAY_SEND
• U_MAY_SEND
Parallel Printer Port/Input Port

One parallel port is provided. Direction of the port is

software configurable. The CPU controls operation by

accessing the parallel port command, status and data

registers. The system is shipped with the port config-

ured as a parallel Centronics printer port designed to

operate with the IBM PC type printer cable.

Time of Day Clock with Calendar

The ICM-3216 Time of Day Clock with Calendar uses

the MM58274 Real Time Clock/Calendar chip. It func-

tionally consists of 13 4-bit binary coded decimal

(BCD) counters ranging from tenths of seconds to

tens of years, plus a day of the week counter. These
counters are updated synchronously every tenth of a
second. Leap years are automatically registered. Time
can be programmed for the 12 hour mode (with AM
and PM) or the 24 hour mode. Clock/Calendar Ad-

dressing is shown in the following table.

Clock/Calendar Addressing

O

lO

Address Read or Write Function

AOOOOO READ Control register status

WRITE Control register command
A00002 READ.WRITE Seconds-tenths

A00004 READ.WRITE Seconds-units

A00006 READ.WRITE Seconds-tens

A00008 READ.WRITE Minutes-units

AOOOOA READ.WRITE Minutes-tens

AOOOOO READ.WRITE Hours-units

AOOOOE READ.WRITE Hours-tens

A0GO10 READ.WRiTE Days-units

A00012 READ.WRITE Days-tens

A00014 READ.WRITE Months-units

A00016 READ.WRITE Months-tens

A00018 READ.WRITE Years-units

A0001A READ.WRITE Years-tens

A0001C READ.WRITE Day of week

A0001E READ.WRITE Clock setting register

The dock/calendar circuitry has battery back-up to

keep the time current when no external power is sup-

plied.

Small Computer System Interface (SCSI)

The Small Computer System Interface (SCSI) is an

Intelligent Peripheral Standard defined by the Ameri-

can National Standard Institute (ANSI). SCSI is de-

rived from the Shugart Associates Standard Interface

(SASI). which is based on the IBM I/O channel. ANSI

has defined Command/Status Sets for five types of

I/O devices:

Random Access

—

Sequential Access

—

Write Only Devices-

Processor Devices

—

Network Devices

—

Rigid and Flexible Disk

Start/Stop and Streamer

Tape

Printers and Plotters

Host to Host Communications

via SCSI

Host to Host Communications

via LAN

The use of the ANSI Standard reduces the system

integration time by providing plug compatibility and

command standards for the peripherals and allowing

utilization of existing I/O drivers.

ICM-3216 uses SCSI to control the interface to rigid

disk and to streamer tape. SCSI is controlled by an

I/O channel controller supporting the full asynchro-

nous SCSI protocol, including arbitration and recon-

nection. The interface operates only as an initiator on

the bus; the peripherals connected to the bus operate
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as targets. The interface is implemented using a Z80B
microprocessor and an NCR 5385E SCSI device.

This controller handles the physical path management
between the NS32016 (host) and the target disk or

tape device including etrbltratlon, selection, disconnec-

tion and reconnection. The operation starts when the

host NS32016 places a command descriptor block (as

defined by SCSI) in memory. The I/O channel control-

ler acquires the SCSI bus during the arbitration and

selection phase, supplies the command to the select-

ed target, manages the transfer and interrupts the

CPU when the target issues the command complete

message. The I/O channel controller does no inter-

pretation of the commands or data transmitted be-

tween the host and the target; it only manages the

transfer. The full power of the SCSI command struc-

ture is available to the host without the host suffering

the overhead of the SCSI physical path management.

The SCSI can be connected to as many as seven

target controllers, each of which can control up to

eight devices. Up to eight devices may be operated

concurrently. This permits overlapping disk operations

for read, write, seek, etc.

The I/O channel controller is initialized by I/O com-

mands. Subchannel target commands are controlled

by I/O Control Blocks (IOCS) in main memory. Once
the host sets up the command in memory, the I/O

channel completes the command and intenojpts the

host. The host then examines the lOCB(s) to check

for errors or for proper completion.

Data transaction between dynamic RAM and a target

are accomplished with direct memory access of 16-bit

word transfers. This provides 1.5 Mbyte per second

(full SCSI bandwidth) transfer in or out of dynamic

RAM while still permitting the CPU access to the dy-

namic RAM an average of 50% of the time during

target transfers.

MInlBus

MiniBus is a high performance, synchronous 16-bit

bus with full support for multiprocessors, complete

with parity on address and data lines and physical ad-

dressing of all MiniBus masters (8 maximum). The
MiniBus interface is provided through the MiniBus In-

terface Controller (MBIC). This single CMOS LSI com-
patible component attaches directly to the NS32016
bus and provides the complete bus interface.

MiniBus is not designed to compete with any of the

32-bit buses whose purpose is to satisfy the band-

width requirements of multiple 32-bit processors.

Rather, it is intended to provide a low cost, low power,

low real estate bus with similar multiprocessor system
characteristics on a smaller scale (16 bits of data, 8
masters).

Virtually all the LSI peripheral chips to support LAN's
disks, terminals, floppies, tapes, GPIB and other sys-

tem requirements are designed in 8- or 16-bit widths

and are cheaper and more convenient to implement

on a 16-bit bus when bandwidth permits. MiniBus is

designed for these types of applications and provides

very cost effective solutions in these situations. The
MBIC is available to the customer for design of cus-

tom boards.

Memory

The ICM-3216 memory board contains the dynamic

RAM for the ICM-3216 Integrated Computer Module.

This board is populated with 144 RAM devices orga-

nized in an 18-bit wide data bus which allows for 16

bits of data plus byte parity. The board is designed to

accept 256k 1 50 ns dynamic RAM devices which op-

erate with the Series 32000 CPU cluster at 10 MHz
with no wait states for RAM access. Each board can

contain 1 Mbyte to 4 Mbytes of memory with 256k
RAMs installed. The system design permits a maxi-

mum of two memory boards, each containing the

same RAM device type, allowing 1, 2, 4 or 8 Mbyte

systems to be configured.

Interface between the CPU board and memory
board(s) is provided by two connectors. The MiniBus

connector is not used on the memory boards except

to provide structural stability for the Integrated Com-
puter Module. The memory port is proprietary and is

designed to enhance NS32016 operation with the In-

tegrated Computer Module and contains all necessary

address, data, control and timing signals to provide

this optimized operation.

Two EPROM sockets are provided on the CPU board.

These sockets can be configured for a single pair of

2764, 271 28, 27256 or 2751 2 devices for 1 6 Kbytes to

128 Kbytes of ROM memory space. When operating

with System V/Series 32000, the boot EPROM provid-

ed begins at address location 00 on power up or reset

and remains in this location until the first time address

bit A23 is set to 1 . At this time, this EPROM address is

changed to start at address 800000H. The boot

EPROM contains the initialization program that exe-

cutes upon power-up or reset and a stand-alone ROM
Monitor for ICM-321 6. The following functions are pro-

vided:

• Display the sign-on message upon power-up or re-

set

• Perform on-board diagnostics

Initialization

Upon power-up, the following ICM-3216 parameters

are initialized:

The console channel baud rate is set to 9600 baud.

The character structure is set to 1 stop bit and 8-bits,

no parity.

A unique value is written into all 1 Mbyte increments,

then read back again. Addresses wrap around if the

system is less than fully configured.
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The MiniBus Interface Controller is Initialized by un-

locking the Interrupt circuitry so that a power fail or

Bus Conflict NMI can get through.

The Memory Management Unit, Floating Point Unit,

Interrupt Control Unit, MiniBus Interface Controller

registers and the parallel port are initialized.

Power On Confidence Checks

Various power-on confidence checks are performed

to insure that certain basic functions of ICM-3216 are

working correctly. Memory and the parity circuits are

tested as follows:

Parity Circuit: Data with even parity is written out and

then read back with odd parity. A check is made for a

Non-Maskable Interrupt (NMI) due to parity en-ors.

This test is performed for two different bytes to insure

that the correct byte and appropriate RAM is indicat-

ed.

Memory: A hexadecimal pattern is written to all memo-
ry locations. It Is then read back, checking for parity

errors. The system cleans up by writing zeros to all

memory locations.

• Format Disk

This allows a user to format a raw disk for use with

the system. The disk must previously have been

connected to the SCSI channel. The user then fol-

lows a menu to supply format parameters.

• Load Disk from Tape Drive

System V/Series 32000 Is supplied to the user on a
30 Mbyte (450 ft) tape cartridge. The user copies

from tape to disk using the monitor's copy com-

mand. The ICM-3216 system must be configured

with a console, a disk drive and a tape drive. At least

28 Mbytes of disk space is required.

• Execute the Monitor Program

The monitor operates in one of two modes, con-

trolled by a software switch:

User Mode: the monitor reads command inputs from

a terminal and executes the command with a Line

Feed (<LF>).

System Mode: input may come from a terminal as

above or from a program generating command
strings. This mode is meant to be used by programs

sending commands to the monitor without human
intervention.

Monitor commands include Download Memory, Ex-

amine Memory, Modify Memory, Print Registers,

Change Registers. Write Pattern, Set Breakpoint,

Test Memory, Display Memory Size, Single Step and
GO;

• Enter Operating System

After the system has completed the power on or reset

sequence, it comes up in the monitor mode. After Sys-

tem V/Series 32000 has been installed, the monitor

command B <cr> will cause the operating system to

boot.

Operating System

ICM-3216 uses System V/Series 32000, a validated

version pf AT&T's UNIX System V. System V/Series

32000 is a powerful, multi-tasking, multi-user operat-

ing system with the following key features:

• Demand Paged Virtual Memory

• Hierarcical file system

• Source Code Control System (SCCS)

• UNIX to UNIX copy (uucp)

• Record and File Locking and High Level Language

Programming

• C, FORTRAN 77 and (optional) Pascal compilers

Reconfigurable binary drivers are available for the fol-

lowing:

• SCSI using the EMULEX disk controller model

MD01.

• SCSI using the EMULEX tape controller model

MT02.

• 4 RS232C serial ports.

• Parallel Printer port.

This operating system is available on streamer tape as

an unbundled binary system. The source for the

above drivers is provided for use as examples for

those wishing to generate their own drivers. A binary

license and distribution agreement is required.

Specifications

Physical

Width: 11.02 in. (280 mm)

Height: 9.18 in. (233 mm)

Depth: 0.80 in. (20 mm)

Weight:

CPU Board: 26 oz.

Memory Board: 24 oz.

O
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CM Specifications (Continued)

Connectors

Board/ #of
Function

Connector Mating

Connector Pins Type Connector

cpujr 96 MiniBus Direct Connect Direct Connect

CPU J2' 96 Memory Direct Connect Direct Connect

CPUJ3 10 PS Control 10-pos0.156ctr AMP 1-641 150-0

CPUJ4 10 Reset/LED 10-pos0.100ctr 3M 3473-6000

CPUJ5 50 SCSI 50-pos 0.100 ctr 3M 3435-6000

CPU PI 36 Printer DB25 female DB25 male

CPUP2 6 RS232 RJ19 6-wlres RJ19 6-wirep

CPUP3 6 RS232 RJ19 6-wires RJ19 6-wlrep

CPUP4 36 RS232 DB25 male DB25 female

CPUP5 36 RS232 DB25 male DB25 female

MEMJ1* 96 MInlBus Direct Connect Direct Connect

MEMJ2' 96 Memory Direct Connect Direct Connect

V1-V4 1 Power Banana Plug Banana Jack

G1-G4 1 Ground Banana Plug Banana Jack

The Direct Connect Fixtures consist of a standard

96-pln female DIN connector and a shroud to adjust

spacing. The connector Is attached to the board with

the female side on the top. The pins from the bottom

of the connector provide a male DIN connector which

extends into the shroud. The boards then "stack" to-

gether using the MiniBus and Memory Direct Con-

nects to electrically Interconnect the boards. This

eliminates the need for a backplane and provides the

CPU direct access to the entire memory array.

Memory Map

EPROM Addressing

At power-up and after a power reset, the MSHADOW
flip-flop is asserted. In this condition, EPROM can be

read from a starting address of or 800000H. The first

CPU access with the most significant address bit

(A23) set to 1 clears MSHADOW. At this time, EPROM
is available only from a starting address of 800000H.

Address Range, Hex Read or Write Function

000000-01 FFFF READ, WRITE Dynamic RAM, bootload EPROM
020000-7FFFFF READ, WRITE Dynamic RAM only

800000-81 FFFF or

900000-91 FFFF READ Bootload EPROM
AOOO0O-A0O01E READ, WRITE Clock/Calendar

A00020-A0003E READ, WRITE Serial Ports 1 and 2

A00040-A0005E READ, WRITE Serial Ports 3 and 4

A00080-A00082 READ, WRITE Parallel Port

AOOOAO READ I/O channel status register

WRITE I/O channel command register

AOOOCO READ NMI status

WRITE MiniBus/Hold

AOO0C2-AOOOC8 WRITE LED An-ay

AOOOCA WRITE LED MiniBus Reset

AOOOCC WRITE Even/odd parity select

AOOOCE WRITE Set parity enable

AOOOEO READ Enable NMI
WRITE Registers MHL and MCL

COOOOO-FDFFFF READ, WRITE MiniBus memory address 000000-3DFFFF
FEOOOO-FEFFFF READ, WRITE MiniBus 8-bit I/O access

FFOO00-FF7FFF READ, WRITE MiniBus 16-blt I/O access

FFFEOO-FFFFFF READ, WRITE Interrupt Control Unit
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Specifications (Continued)

Environmental

Operating temperature:

Ordering information

storage Temperature:

Relative Humidity:

Power Requirements

0°CtO+55°C
(+32°Fto+131''F)

-30°Cto+55°C
(-22°FtO+13rF)

to 90%, noncondensing

+5VDC±5% + 12VDC±5% -12VDC±5%

TVP Max Typ Typ

CPUBoarel

1MB Mem Bd
2 MB Mem Bd
4 MB Mem Bd

5.2A

1.25A

1.0A

1.25A

6.2A

1.SA

1.2A

1.5A

57 mA 57 mA

Reliability

A corhprehensive three phiase testing program en-

sures that all products conform completely to specifi-

cations throughout their lifetime.

me III91 piiaav lo an iii-««irvuii iSot poi ivim^^u v/n uig ivylvi-vJ^ i O-o v -ivio uimi/\ v .ei.e^ ^juTivvaio iviaiiuai \jol

ICM-3216

ICM-3216-1MEM

ICM-3216-4MEM

ICM-CBL-TELCO

ICM-CON-MAL

ICM-CON-FEM

Documentation

ICM-3216-M

ICM-3216 CPU board with series

32000 CPU cluster (NS32016

CPU). Four RS232 serial ports,

parallel port, SCSI interface and

MinlBus.

ICM-3216 Memory board with

1 Mbyte of 150 ns DRAM.

ICM-3216 Memory board with

4 Mbytes of 150 ns DRAM.

Cable, Telco, 6-wire, 7 ft.

Adaptor, Telco to DB25 male

connector

Adaptor, Telco to DB25 female

connector

ICM-3216 Hardware Reference

Manual (420610289-001)

board after it is assembled. The circuitry on the board

is exercised with a set of tests designed to uncover

any manufacturing Induced malfunctions.

The second phase is functional testing. The PCB is

put in an oven and exercised at an elevated tempera-

ture with a full set of diagnostic progranis. This phase

is designed to eliminate infant mortality and to ensure

board functionality over environmental as well as op-

erational extremes.

The third phase is the system configuration test. The

PCB Is connected to a standard system and is tested

with system level software. This test is designed to

ensure the board's functloniality in a system level envi-

ronment.

The testing program ensures complete product func-

tionality.

ICM-3216-MON-M

ICM-3216-RD-1

ICM-3216-RD-4

(970610289-001)

ICM-3216 Administrator's Guide

(424610287-001)

ICM-3216 Monitor User's Guide

(424610289-001)

R&D pkg for ICM-3216. Pkg in-

cludes: Reconfigurable binary

System V/Series 32000 ported to

ICM-3216 (V/ tape cartridge);

ICM-3216; ICM-3216-1MEM;

complete set hardware and Sys-

tem V manuals. Requires soft-

ware lie.

Same as ICM-3216-R/D-1 except

ICM-3216-4MEM used rather

than ICM-3216-1MEM.

O
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^ National Semiconductor Corp.

System V/Series 32000®
Operating System

SYSTEM V
\ mail \ / spell /
\ SCCS \ / eqn tU /
\ C,F77 \ / sort /
\ COFF \ / diff /
\ Curses; \ / g^n /

\ Games \ / " /

\ UUCP \/ ed /
\ TheShell /
\ Kernel /

SERIES 32000
i

TL/GG/8450-1

Certified version Of AT&T'S UNIX® Series 32000 C compiler

System V, Release 2.0 Version 2 Assembler, loader, run-time support

Supports demand-paged virtual memory library

File and record locking Improved Software Generation

Job Control Systems (SGSs)

Optimal use of Series 32000 architectural

features

General Description System V/Series 32000 Features

System V/Series 32000 is a validated port of AT&T's • Demand-paged virtual memory. Each user program

UNIX System V, Release 2.0 Version 2 for the Series can access 8 Mbytes of virtual address space, en-

32000 microprocessor family. In binary form, System abling execution of programs with large memory re-

V/Series 32000 is available as the operating system quirements.

for the National Semiconductor Series 32000 Native • pjie and Record locking, enabling effective data

Systems. It is also available in source form and can be base management.
modified to operate on Series 32000-based target , Hierarchical file system with 1 Kbyte blocking for
systems. enhanced throughput in disk intensive applications.

System V/Series 32000 is a powerful, multitasking, , command interpreter shell with job control facili-

multiuser operating system that Is rapidly becoming a ^j^g

standard for 32-blt machines. Release 2.0 Version 2 ^ '
. ,

, . ,o,-/-e^ -.^^^ t^^i

of this system includes a significant improvement in
* Source code contro system (SCCS) p ovding facN-

performance over earlier System V releases, plus Im- "'^^ ^ ^'°'^' "P^f ^"^ retneve all versions of

portant functional enhancements. ^°^"=^ ^"'^^ '""^"l^^-
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• UNIX to UNIX copy (uucp) inter-system communi-
cations program.

• High-level languages, Including C and FORTRAN.

• A new Curses/Terminfo package, for terminal-in-

dependent application programs.

• Job Control over both foreground and background

processes

• Enhanced electronic mail interface

• Each process runs In a protected linear address
space of up to 1 6 Mbytes

Sample I/O Drivers

Console driver

Disk driver

Archive streaming tape driver

Multiport asynchronous RS232 communications driver

Centronics parallel printer driver

Drivers are in source form for OEM adaptation and
require modification for specific end-equipment char-

acteristics. Additional drivers may be added to support

configuration features.

MINIMUM HARDWARE REQUIREMENTS

NS32016 or NS32032 32-blt Microprocessor (CPU)

NS32082 Memory Management Unit (MMU)

NS32201 Timing Control Unit (TCU)

NS32081 Floating-point Unit (FPU)

NS32202 Interrupt Control Unit (ICU)

512 Kbyte processor main storage (1 Mbyte recom-
mended)

20 Mbyte disk storage

RS232 full-duplex asynchronous communications
port: one minimum, two recommended

ADDITIONAL HARDWARE SUPPORTED
Additional RS232 full-duplex asynchronous communi-
cations ports

Streaming tape unit

Centronics-compatible printer

Processor main storage from 512 Kbytes to 16

Mbytes in size

Customer Support

National Semiconductor offers a full 90 day warranty

period. Extended warranty provisions can be arranged

by calling MCS Logistics at the toll-free numbers listed

below.

The MCS Service Technical Support Engineering Cen-
ter has highly trained technical specialists available to

assist customers over the telephone with any product

related technical problems.

For more information, please call:

(800) 538-1866,

(800) 672-1811 for California,

(800) 223-3248 for Canada.

Licensing

System V/Series 32000 is provided under license

from National Semiconductor Corporation. Licensing

provisions include binary distribution rights, source li-

cense fees and per-unit royalties. To obtain licensing

information contact your National Semiconductor

sales representative.

Ordering Information

NSW-SYSV-2VFR System V/Series 32000 source

on reel tape for VAX running

UNIX System V as a host.

NSW-SYSV-BTFC System V/Serles 32000 on
streaming cartridge tape for the

ICM-3216 Board.

For future product releases contact your National

Semiconductor Sales representative or call Series

32000 Software Marketing at (408) 721-5551.
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Series 32000®
GENIX™ 4.2 Operating System

TLyGG/8526-1

Implementation of Berkeley 4.2 bsd

UNIX™ for the Series 32000

Demand-paged Virtual Memory tailored

for National's Memory Management Unit

(MMU — NS32082)

Local Area Networking

Dual, protected linear address space of

up to 16 Megabytes
Fast File System
Series 32000 C Compiler

Optional Series 32000 Pascal Compiler

Omz
><

General Description

GENIX 4.2 is an AT&T-licensed implementation of the

Berkeley 4.2 bsd UNIX operating system for the

Series 32000 microprocessor family.

GENIX 4.2 is available in source form and can be

user-modified to operate on Series 32000-based sys-

tems that include the Central Processing Unit (GPU),

Memory Management Unit (MMU), Floating Point Unit

(FPU), Timing Control Unit (TCU), and Interrupt Con-

trol Unit (ICU).

The GENIX 4.2 operating system provides a multi-

tasking, multi-user environment specifically tailored for

advanced software development. UNIX was originally

designed to provide a productive working environment

for the software engineer. To that end, the UNIX oper-

ating system provides a comprehensive set of utilities

to make program development easier. The GENIX 4.2

operating system merges the powerful features of

UNIX with the main-frame like architectural features of

the Series 32000.

GENIX 4.2 Features

Demand-paged virtual memory code designed to

take advantage of the NS32082 Memory Manage-

ment Unit (MMU). The MMU provides two protected

linear address spaces of up to 1 6 Mbytes each, which

enables the execution of programs that have large

memory requirements. National's virtual memory im-

plementation features two levels of page tables and

uses the MMU to maintain referenced and modified

bits for page table entries. Software-defined bits in the

page table entry automate the sharing of the text por-

tion of any user process.

Berkeley 4.2 bsd local area networking for the

Series 32000. The local area networking code imple-

ments the DARPA TCP/IP protocols, con-esponding

to a portion of the ISO OSI session layer (layer 3) and

to all of the transport and network layers (layers 2 and

1 , respectively). The system was designed to provide

a framework within which new protocols and hardware

can be easily supported.

Fast file system (FFS) for Improved disk through-

put. FFS algorithms allocate disk blocks in relation to

cylinder cluster and in consideration of disk latency.

Disk blocks are allocated in up to 8k byte blocks, with

additional algorithms to handle the allocation of small-
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er files as sub-units of the disl< blocl< to avoid wasting

disl< space.

C Compiler for the Series 32000 derived from the

Berkeley Portable C Compiler (pec). The C Compil-

er supports recent enhancements, such as the enu-

meration and void data types, and allows structures to

be assigned and passed as arguments to a function.

Optional Pascal Compiler based on the Berkeley "pc"

Pascal Compiler.

Standard UNIX utilities

• vi screen editor

• C shell with Job control

• termcap and cursor control library for support of

terminal independent software

• nroff and other documentation preparation utilities

including the mm and ms macros

• source code control system

• uucp intersystem communications utility and asso-

ciated programs

Additional enchancements

• ddt for assembly-level, kernel debugging

• dbg and idbg for development board and ISEtm de-

bugging supplied in binary form

MINIMUM HARDWARE REQUIREMENTS FOR THE GENiX
4.2 OPERATING SYSTEM

NS32016 or NS32032 CPU

NS32082 MMU
NS32081 FPU

NS32201 TCU

NS32202 ICU

20 Megabytes of hard disk to accommodate GENIX
4.2 binaries.

1 Megabyte of physical memory

RS232 full-duplex asynchronous communications port

HOST ENVIRONMENT REQUIREMENTS:

• Approximately 100 Megabytes of disk space are re-

quired to install, modify, and recompile GENIX 4.2

Source in VAXTw/Berkeley 4.2 cross mode.

DEVICE DRIVERS

GENIX 4.2 Source includes the following sample de-

vice drivers:

• Console driver

• Disk driver

• Streaming cartridge tape driver

• Multiport asynchronous RS232 temninal driver

• Parallel printer driver

Drivers require modification for specific end-equip-

ment characteristics and may be supplemented by ad-

ditional drivers to support end-product features.

SUPPORT

Support may be purchased under contract from Na-

tional Semiconductor Corporation. Support includes

error reporting, maintenance and feature updates, tel-

ephone assistance and quarterly bulletins.

LICENSING

Source to the GENIX 4.2 operating system is provided

under license from National Semiconductor Corpora-

tion. A valid AT&T UNIX System V source license is a
prerequisite for licensing GENIX 4.2 Source. Licensing

provisions include binary distribution rights, source li-

cense fees, and per-unit royalties.

ORDERING INFORMATION

NSW-GENIX-2VXR* GENIX 4.2 Source on 9-track

media; includes cross-support

tools for compilation on a VAX
running Berkeley 4.2 bsd.

*Software license agreement must be signed pnor to order entry.
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Series 32000® GENIX'" Native and
Cross-Support (GNX™) Language Tools
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Implements AT&T's standard Common
Object File Format (COFF)

C, Pascal, and FORTRAN 77 Compilers

Series 32000 assembler and linker

in-System Emulator Support

interactive remote debugger with helpful

command interface

Available in binary for the VAXtm 4.2 bsd

operating system under derivatives of

the Berl(eiey operating system

Product Overview

The Series 32000 GNX Language Tools are a set of

software development tools for the Series 32000 mi-

croprocessor family. Optional high-level language

compilers work in conjunction with the standard com-

ponents to provide tools that can be combined to

meet a variety of development needs.

GENiX Native and Cross-Support (GNX)
Language Tools

The Series 32000 GNX Language Tools are based on

AT&T's Common Object File Format (COFF). With ap-

Available in binary for the VAX/VMStm
operating system

Available In binary on National

Semiconductor Series 32000 Native

Systems
Available in source for porting to other

operating system environments

propriate command-line arguments and when linked

with appropriate libraries, code generated by the GNX
language tools can be executed in either the GENIX/4

or GENIX/V environment. In addition, these tools can

be used to develop operating-system-independent

code or code designed to run in conjunction with real-

time kernels, such as National's EXEC and VRTX®/
Series 32000. All of National's new language tools

conform to the GNX file format thereby ensuring that

modules produced by any one set of tools can be

linked with objects produced by any other set of GNX
tools.
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standard Components
nasm an assembler for GNX assembly lan-

guage source code (produced either

by a high-level language compiler or

by an assembly language program-

mer) and produces an object file;

supports NS32332 configuration

register and 30-bit addressing;

nmeld a linker that resolves references be-

tween object files and library rou-

tines and assigns relocated address-

es to produce Series 32000 execut-

able code;

nar an archiver used to store frequently

referenced objects in a library for

convenient retrieval by the linker;

niorder finds ordering relation for an object

library;

libm.a a library that includes math routines

that can be called from code written

in assembly or high level languages.

This library includes Bessel func-

tions, exp, log, loglO, pow, sqrt,

floor, ceil, fmod, fabs, gamma, hy-

pot, sinh, cosh, tanh, sin, cos, tan,

asin, acos, atan, and atan2;

idbg32 debuggers for use with National's

iSEie™ and ISE32tm, respectively;

debuggers for downloading and de-

bugging code on boards that use the

NS32008, NS32016, NS32032, or

NS32332 CPU;

mon16, mon32 monitors for use with NS32016 and
NS32032 provided in PROM and in

assembly language source so the

user can modify and install the moni-

tor on user-designed Series 32000
hardware.

nburn a PROM—programming utility that

works in conjunction with a DATA
I/O Model 19TM to program PROMs
for use with the NS32008, NS32016,
NS32032 and NS32332 CPUs. At
the user's option, nburn imbeds es-

cape sequences that activate the

auxiliary port of the VT102 terminal,

to which a DATA I/O Model 19 is

connected, for one-step PROM-pro-
gramming.

idbg16,

dbgie

db library development board support rou-

tines, such as string, scant, printf,

atof, abs, regex, getc, putc, and
puts;

cvtasm utility to assist in converting previous

assembler syntaxes to GNX assem-
bler syntax;

nsize a utility for displaying the size of the

text, uninitialized data, and initialized

data segments of an object file;

nstrip a utility to remove symbol table infor-

mation from an object file;

nnm a utility to display the symbol table of

an object file.

The following two programs are available for configu-

rations designed for operation on a VAX under deriva-

tives of the Berkeley 4.2 bsd operating system,

ddt a debugger specifically designed for

kernel debugging;

dbmon a monitor for use with ddt provided

on PROM and in assembly language

source so the user can modify and
install the monitor on user-built Se-
ries 32000 hardware.

Optional Components

C Compiler

The C compiler is derived from the UNIX® C Compiler.

The C compiler is augmented by an optional optimiza-

tion pass and generates Series 32000 assembly code.

The C compiler supports the C language as defined by
Kernighan and Ritchie, plus recent enhancements,
such as passing structures as arguments to functions

and long variable names.

C object modules can be linked with assembly, Pas-
cal, and FORTAN 77 object modules for mixed-lan-

guage development.

A library of terminal I/O functions is also provided.

These functions can be called by user-developed

code to allow a program running on a development
board to print data to and accept data from the con-

sole terminal. Source to these routines is provided,

should the user elect to expand or modify the func-

tionality of these routines. In addition, functions from
the C library, "iibc.a", that do not rely on the kernel for

execution, are included.

Pascal Compiler

The Pascal compiler is an ISO-standard, optimized

Pascal compiler derived from the 4.2 bsd "pc" compil-

er.
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The Pascal compiler supports several extensions to

the standard Pascal language that are designed to

simplify program development, such as separate com-

pilation of individual modules. In addition, I/O of enu-

merated types, output of octal and hexadecimal num-

bers, and comparison of strings of unequal length are

supported. The Pascal library, "libpc.a", includes sev-

eral useful procedures and functions, for example, a

random number generator, file manipulation proce-

dures, and clock functions.

Pascal object modules can be linked with assembly,

C, and FORTRAN 77 object modules for mixed-lan-

guage development. Pascal programs can call the ter-

minal I/O functions described for the C Compiler.

FORTRAN 77 Compiler

The FORTRAN 77 Compiler is derived from the UNIX

System V Release 2 "f77".

The compiler supports several enhancements that

make "f77" more flexible. In particular, a command
line option allows the user to increase the size of com-

piler tables for equivalences, external symbols, state-

ment numbers, loops or if-then-elses, names, labels

for computed gotos and the number of alternate re-

turns.

FORTRAN object modules can be linked with assem-

bly, C, and Pascal object modules for mixed-language

development. FORTRAN programs can call the termi-

nal I/O functions described for the C Compiler above.

Source Products

The assembler, associated tools, and the optional C,

Pascal, and FORTRAN 77 Compilers are provided in

binary form for use on a V/^X under the 4.2 bsd oper-

ating system. The source to all programs that make up

the Series 32000 GNX Language Tools is available for

porting to other UNIX operating system environments.

Customer Support

National Semiconductor offers a full 90 day warranty

period. Extended warranty provisions can be arranged

by calling MCS Logistics at the toll-free numbers listed

below.

The MCS Ser\/ice Technical Support Engineering Cen-

ter has highly trained technical specialists available to

assist customers over the telephone with any product

related technical problems,

for more information, please call:

(800)538-1866,

(800) 672-1811 for California,

(800) 223-3248 for Canada.

Licensing

All binary versions of the Series 32000 GNX Lan-

guage Tools require the execution of National's Binary

User Agreement. Because the language tools include

AT&T proprietary code, a System V source license is

a prerequisite for obtaining source versions of these

language tools.

Part Numbers
Binaries for Cross-Support Mode hosted on VAX
under 4.2 bsd:

NSW-ASM-BRVX The assembler ("nasm"), linker

("nmeld"), math library ("libm.a"),

archiver ("nar"), ISE debugger

("idbgl 6/32") development-board-

support library, development board

debuggers ("ddt" and "dbg16"),

monitors in source ("dbmon" and

"mon16/32"), monitors in PROM,
the PROM-burning utility ("nburn"),

dblibrary, cvtasm, nsize, nstrip, and

nnm.

NSW-C-BRVX Optional C compiler to be used in

conjunction with NSW-ASM-BRVX
described above.

NSW-F77-BRVX Optional FORTRAN 77 Compiler to

be used in conjunction with NSW-
ASM-BRVX described above.

NSW-PAS-BRVX Optional Pascal Compiler to be

used in conjunction with NSW-
ASM-BRVX described above.

All binaries for VAX/4.2 bsd are delivered on 9-track

reel tape in "tar" format.

Binaries for Cross-Support Mode hosted on VAX
under VMS:

NSW-ASM-BRVM The assembler ("nasm"), linker

("nmeld"), math library ("libm.a"),

archiver ("nar"), ISE debugger

("idbgl 6/32") development-

board-support library, develop-

ment board debugger ("dbg16"),

monitor in source ("moni 6/32"),

monitor in PROM, the PROM-
burning utility ("nburn"), dblibrary,

cvtasm, nsize, nstrip, and nnm.

NSW-C-BRVM Optional C Compiler to be used in

conjunction with NSW-ASM-
BRVM described above.

NSW-F77-BRVM Optional FORTRAN 77 Compiler

to be used in conjunction with

NSW-ASM-BRVM described

above.

NSW-PAS-BRVM Optional Pascal Compiler to be

used in conjunction with NSW-
ASM-BRVM described above.

All binaries for VAX/VMS are delivered on 9-track reel

tape in VMS BACKUP format.
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Source

NSW-ASM-SRNN The source to NSW-ASM-BRVX,
as described above.

NSW-C-SRNN The source to NSW-C-BRVX, as

described above.

NSW-PAS-SRNN The source to NSW-PAS-BRVX,
as described above.

NSW-F77-SRNN The source to NSW-F77-BRVX,
as described above.

All source tapes are delivered on 9-track reel tape

written In "tar" format.

For future product releases contact your National

Semiconductor sales representative or call Series

32000 Software Marketing at (408) 721-5551.

Manuals

Each software package is delivered with one copy of

each appropriate manual.

NSP-ASM-M-MS: Manual Set Included with NSW-
ASM-BRVM

NSP-ASM-X-MS: Manual Set included with NSW-
ASM-BRVX

NSP-C-MV: Manual included with NSW-C-
BRVM and NSW-C-BRVX

NSP-PASCAL-M: Manual included with NSW-PAS-
CAL-BRVM and NSW-C-BRVX

NSP-F77-M: Manual included with NSW-F77-
BRVM and NSW-F77-BRVX
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I N^ional SemiconductDr Corp.

Series 32000® EXEC
ROMable Real-Time l\/lultitasking

EXECUTIVE

TIMER
MANAGER

i£
DYNAMIC TASK
DtSPATCHER C

c
H

c

(
'

NUCLEUS ^

DYNAMIC
CHANNEL

CONTROLLER C
MEMORY
POOL

MANAGER

c

\>
QPERATION/COWMANDS

<=
DEVICE
DRIVERS

FILE

SYSTEM

* User-definable Interrupt tiancllefs7

Provides a multitasking executive for

real-time applications

Supports ail Series 32000 CPUs
Complete Source Code Pacicage
— Fully user configurable

— Hardware independent

Extensive user implementation support
— Unique demo, program introduction

— C and Pascal interface libraries

— Sample terminal drivers

— Integrated with Series 32000

development boards and monitor

TL/GG/7291-1

ROMable
Reconfigurabie

Real-time clock support for time-of-day

and event sciieduling

Allows up to 256 levels of task priority

which can be dynamically assigned

Up to 256 logical channels for task

communication

Free-memory pool control

Available for VAXtm/VMS™,
VAX/UNIX®, SYS32TM and VR32tm

development environments
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Product Overview

EXEC Is National Semiconductor's real-time, multi-

tasking executive for Series 32000 based applica-

tions. Its primary purpose is to simplify tfie task of de-

signing application software and provides a base upon

which users can build a wide range of application sys-

tems. EXEC requires only 2K bytes of RAM and only

4K bytes of ROM and Is fully compatible with National

Semiconductor's Series 32000 family and the Series

32000 development board family.

EXEC allows the user to monitor and control multiple

external events that occur asynchronously in real-

time, such as intertask communtoations, system re-

source access based upon task priority, real-time

clock control, and interrupt handling. These functions

greatly simplify application development in such areas

as instrumentation and control, test and measure-

ment, and data communications. In these applica-

tions, EXEC provides an environment in which sys-

tems programmers can immediately implement soft-

ware for their particular application without regard to

the details of the system interaction.

9-11



UJ>
I-
=3O
UJX
UJ
o>

M
(0

E

CO

cc
»
SI

O
CC

o
UlX

o
CM

»
a>
CO

EXEC executive is fully modular and can be readily

configured to suit application needs. It is both hard-

ware and location independent, thus providing a fun-

damental base on which to build a wide range of appli-

cations systems. In addition, it provides a buslike

stmcture that helps to integrate software with the un-

derlying hardware through predefined data structures

and interconnect procedures. This architecture en-

sures maximum standardization for both compatibility

and future expansion.

Features

Structured Environment—The EXEC executive and
its associated modules support and encourage modu-
lar, structured programming, thus providing a consis-

tent structure from application to application, which

allows experience gained and software written on one
system to be easily transfen-ed to another. Frequently,

entire programs may be used in multiple applications,

even if different CPU boards are invotved.

Hardware-Oriented Interface—^The EXEC executive

provides an intertask and task/executive communica-
tions architecture that is similar to hardware communi-
cations. Instead of an an-ay of "mailboxes" (or "mes-
sage centers"), EXEC uses channels. This interface is

consistent throughout the range of facilities offered,

thus reducing the number of concepts to be learned,

providing greater control at the task level, and increas-

ing the efficiency of the system and the programming
effort.

Wide Choice of CPUs—EXEC is compatible with the

full line of 32-bit Series 32000 CPUs offered. These
include the NS32008, NS32032, and the NS32C016.
Users will be able to move a NS32016 system:

• to an NS32008 for cost-effectiveness,

• to an NS32032 for Increased computing power, or

• to an NS32C016 for low-power applications.

Time-Of-Day Clock—The EXEC executive has an in-

tegral system/time-of-day clock. Included is a real-

time clock configurable to a resolution of 1ms. This
eliminates the need to allocate the extra memory oth-

envise required for this feature.

Small Nucleus—The EXEC nucleus was hand-coded
in assembly language rather than being compiled from

intermediate or high-level languages. The resulting

product is therefore smaller and allows the incorpora-

tion of more features within an optimum size.

Priority-Oriented Scheduler—The EXEC scheduler

ensures that the highest priority task that is ready to

execute is given control, so the system is responsive
to its external world. Dynamic reprioritization of tasks

is supported for the most sophisticated of multitasking

systems.

Real-Time Speed—Because EXEC was hand-coded
in assembly language, several advantages with regard

to speed are gained. Task swapping, channel and
message management, and I/O interfacing are exe-

cuted more quickly than could be expected of a sys-

tem written in a higher level language.

Direct Interrupt Processing—The EXEC architec-

ture employs interrupt channels which allow device-

specific interrupt handling routines to interface directly

with the interrupt source. This accomplishes servicing

of interrupts without the overhead of task swapping,

yet allows the operating system to maintain the integ-

rity of the system. Combining this interrupt sen/ice ar-

chitecture with a device-efficient nucleus results in an
operating system that better supports demanding,
real-time applications.

User Configurability—EXEC executive-based appli-

cations may be configured from a wide range of facili-

ties, selecting only those that meet the specific re-

quirements of the application system. The resultant

system contains only the modules necessary for its

use, allowing the EXEC executive to fit a wide range of

applications from small, special-purpose, dedicated

applications to large, general-purpose systems.

Event Driven—In the EXEC executive, each user task

exists in its own "closed environment"—a virtual proc-

essor. Each virtual processor can synchronize with ex-

ternal/internal occurrences through events. EXEC
supports a wide variety of events, including synchroni-

zation with task activities, external device operations,

and the real-time clock.

Memory Pool Manager—The EXEC executive has

an integral memory pool manager. This feature not

only reduces the amount of RAM required in an appli-

cation system (potentially reduces board count), but

also allows active modules more buffer area within

any given space constraint.

Internal Structure

EXEC may be viewed as composed of a set of func-

tions. These functions are:

1

.

Nucleus— performs task and channel management
and controls executing memory.

2. Timer Manager—performs time-dependent control.

3. Dynamic Task Dispatcher—performs dynamic crea-

tion and installation of tasks at run-time.

4. Dynamic Channel Controller—performs dynamic
creation and installation of software and interrupt

channels at run-time.

5. Memory Pool Manager—performs memory alloca-

tion and deallocation.

9-12



The Timer Manager, Dynamic Tasl< Dispatcher, Dy-

namic Channel Controller, and the Memory Pool Man-

ager all operate under direction of the Nucleus, which

assigns tasks to run on the hardware CPU.

System Functions

EXEC controls CPU allocation by resolving conflicting

needs of individual tasi^s, and monitors external

events. The Event Manager, Tasl< Manager, Channel

Manager, Memory Manager, and Timer Manager pro-

vide system facilities that are directly accessible from

the user task level. A representative sampling of sys-

tem functions are summarized below:

• Task and Event Management

1

.

TSKBD —Build a task and schedule it to mn.

2. SUSPD —Suspend a task.

3. GTPRI —Get task priority.

4. STPRI —Change run-time task priority.

5. W.AITE —^Wait for an event or combination of

event to occur before resuming task

processing.

6.TSTEV —Test the current state of an event.

• Intertask Communication

1. RECV(VV) —Receive data from a channel and,

optionally, wait for an event to occur.

2. SEND(W) —Send a message to a channel and,

optionally, wait for an event to occur.

3. SIGNL —Synchronize with another task

through event flags; signal completion.

4. BLDSC —Build software channel.

• Interrupt Handling

1

.

INTEX —Interrupt exit from executive.

2. BLDIC —Build an interrupt channel.

• Memory Pool Management

1

.

ALLOC —Allocate a block of pooled memory.

2. DALCX —Deallocate memory back to pool.

• Timer Management

1. MRKT(W) —Mark a time delay and, optionally, wait

for an event to occur.

2. CMRKT —Cancel previously posted mark-time

event.

3. GTIMD —Get current time of day.

4. STIMD —Set current time of day.

HARDWARE TIMER
INTERRUPT INTERRUPT"

r

c

\L.
_^Z.
TIMER

MANAGER

i£
DYNAMIC TASK
DISPATCHER c

^
c

c
fb DYNAMIC

CHANNEL
CONTROLLER <
MEMORY
POOL

MANAGER

I
KERNEL *

RAM POOL

C

USER TASKS

\z
OPERATION/COMMANDS

C:
DEVICE *

DRIVERS
FILE *

SYSTEM

USER
DEFINED
INTERRUPT
HANDLERS

FACILITIES I

TL/GG/7291-2

' May or may not be from 32202 ICU.

FIGURE 1. EXEC Structure
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Ordering Information

VAX/VMS Environment

Order Number: NSW-EXEC-SRVW

Shipping Configuration: Software on 1600 bpi magnet-

ic tape (9-tracl< VMS copy format). EXEC reference

manual.

Prerequisite: NSW-ASM-BRVM cross software pack-

age, at cun-ent revision level.

VAX/UNIX Environment

Order Number: NSW-EXEC-SRVX*

Shipping Configuration: Software on 1600 bpi mag-

netic tape (UNIX tar tape format). EXEC reference

manual.

Prerequisite: NSW-ASM-BRVX* cross software pack-

age, at cun-ent revision level.

SYS32 Environment

Order Number: NSW-EXEC-SCSG

Shipping Configuration: Software on SYS32 format

streamer tape cartridge. EXEC reference manual.

Prerequisite: SYS32 Development System with cur-

rent revision level software.

VR32 Environment

Order Number: NSW-EXEC-SDQF

Shipping Configuration: Software on VR32 Format

diskettes (floppy disks). EXEC-COF reference manual

Prerequisite: VR32 TARGET/DEVELOPMENT Sys-

tem with current revision level software.

For future product releases contact your National

Semiconductor sales representative or call Series

32000 Software Marketing at (408) 721-5551.

Documentation
EXEC ROMable Real-Time Multitasking EXECUTIVE
Reference Manual. Included with software package.

May also be ordered separately.

Order Number: NSP-EXEC-M (same manual for all

configurations except NSW-EXEC-SDQF which re-

quires NSP-EXEC-COF-M).

'Software license agreement must be signed prior to order entry.
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S National SemiconductDr Corp. PRELIMINARY

Series 32000® Real-Time
Software Components

VRTX®/IOX®/FIVIX®/TRACER™
Series 32000

APPUCATIOHS TASK

•I

srsiQi

CALLS

USES
EXTENSION

EBir

T T
Fiu/->EPiE;;2a«)

[FILL lurucruLNT

ILI/99C mm
txrc'urvvi

^^TEI»UPT SERVICE ROUTINE

HCRonncEssoii uEuoiir

r£

DEVICE SERVICE ROtJTINE

DkTAWD COHTROL

1/0 DEVICES

TL/QG/a781-1

Components are plug-in building biocks

(PROMs)
Components can be located anywhere in

memory
No linking of components with

appiication code
Component functions can be customized

by user (hooks)

Comprehensive manuals with many
examples

Off-the-shelf reai-time multitasking

executive

I/O IManager supports sequential and

random access I/O

File IManager supports PC-DOS file

system and directories

Interactive PROM-resident multitasking

debugger
Interface libraries for applications

written in C
C Run-time Support Library

Product Overview

Real-time software components form a family of build-

ing blocks that speed the development of Series

32000-based embedded systems. The central mem-
ber of the family is the VRTX/Series 32000 kernel

which can be used alone or in combination with the

other components to build a more complete operating

system. The lOX/Series 32000 and FMX/Series

32000 components support a file system that is media

compatible with PC-DOS. The TRACER/Series 32000

multitasking debugger can be used in VRTX/Series

32000-based systems during development for debug,

download and test.

All the components reside in PROM's installed in the

target system. They can be placed anywhere in the

address space and make minimal assumptions about

the hardware environment. Small user-written routines

supply the information about the local implementation

of interrupts, timers, I/O devices, etc. Application

tasks interface to the components with Series 32000

SVC (Supervisor Call) inten-upts, thus code for the

components does not require linking with user-written

code. There is no dependence on the conventions of

any Series 32000 linker, object format or compiler.
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VRTX/Serles 32000

VRTX/Series 32000 is a real-time multilasl<ing execu-

tive that supports the Series 32000 Microprocessor

Family in embedded systems. The executive resides

in PROM in the target system, manages the multitask-

ing environment and responds to requests for serv-

ices from application taslcs.

Task Management

The basic logical unit controlled by VRTX/Series
32000 is the task which is a logically complete path

through user code that requires system resources.

Each task has a priority level used by VRTX to deter-

mine how access to the CPU is allocated. Up to 256
priority levels are available. VRTX allocates the CPU
sequentially to the highest priority task that is ready to

execute. Tasks can create, delete, suspend, and mod-
ify the priority of themselves and other tasks. Task
delays and time-slicing are also available.

Intertask Communication and Synchronization

Tasks can communicate and synchronize with other

tasks via exchange of pointer-length messages
through mailboxes. These permit mutual exclusion

and resource-locking. VRTX also has directives for dy-

namically building and managing message queues.

interrupt Services

VRTX has directives for use by user-written interrupt

handlers that provide the interface between tasks and
devices. They penmit the intermpt handler to influence

the scheduling of critically important tasks.

Memory Management

VRTX provides directives for managing the free mem-
ory pool. To minimize fragmentation and overhead,

storage is allocated and released as fixed size blocks

from within memory partitions. Partitions can be built

dynamteally. There are no constraints on block size.

Special Device Support

Since many applications require a real-time clock and
a character I/O device, support for them is integrated

into VRTX/Series 32000. Designers need only supply

a small hardware-dependent interrupt service routine

for each. VRTX will then manage all the logical opera-

tions to supply the clock management and character

I/O services to application tasks and interrupt han-

dlers.

Extensions

VRTX/Series 32000 accommodates applications with

special requirements by supplying three hooks at key

points in its execution. They permit the designer to

modify VRTX processing without having to modify
VRTX itself. Whenever VRTX reaches a hook it

checks for the presence of an application routine.

VRTX hooks are called at task create, delete, and
context switch. There are no constraints on hook use.

They can be used for saving/restoring the floating-

point environment or for maintaining a counter In the

task control block to monitor task execution.

VRTX System Calls

Type Call Description

Initialization VRTX_INIT Initialize VRTX
VRTX_GO Start multitasking

Task SC_TCREATE Create a task

Management SC_TDELETE Delete a task

SC_TSUSPEND Suspend a task

SC_TRESUME Resume execution

of suspended task

SC_TPRIORITY Change task priority

SC lOCK Disable task

rescheduling

SC_UNLOCK Enable task

rescheduling

SC_TSLICE Enable time slicing

Communica- SC_POST Post message to

tions mailbox

Sen/ices SC_PEND Pend for message
at mailbox

SC_J^CCEPT Accept message at

mailbox

SC_QCREATE Create message
queue

SC_QPOST Post message to

queue

SC_QPEND Pend for message
from queue

SC_QACCEPT Accept message
from queue

SG_QINQUIRY Get queue status

Memory SC_GBLOCK Get memory block

Management SC_RBLOCK Release memory
block

SC_PCREATE Create memory
partition

SC_PEXTEND Extend memory
partition

Timer SC_GTIME Get system time

Services SC_STIME Set system time

SC_TDELAY Suspend task

temporarily

Character SC_GETC Get a character

I/O SC_PUTC Put a character

SC_WAITC Wait for special

character

Interrupt Ul ENTER Enter interrupt

Services handler

ULTIMER Post time increment

from intenrupt

ULRXCHR Post received

character from

interrupt

UI_TXRDY Post transmit ready

from interrupt

Ul FXIT Exit from interrupt

handler
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lOX/Series 32000

iOX/Series 32000 is an inpui/output executive that

provides I/O services in VRTX/Series 32000-based

systems. It presents a uniform I/O interface to appli-

lOX System Calls |

Type Call Description

Initialization IO_INIT Initialize lOX data

structures

Device IO_DFCHR Define a character

device

Definition IO_DFBLK Define a block device

IO_DFDSK Define a disk device

IO_RMDEV Remove device

definition

Buffered I/O IO_OPEN Connect a channel to a
device

IO_CLOSE Disconnect channel

from a device

IO_GET Read bytes from

buffered channel

IO_PUT Write bytes to buffered

channel

Direct I/O IO_OPEN Connect a channel to a

device

IO_CLOSE Disconnect channel

from a device

IO_READ Read a block from direct

channel

IO_WRITE Write a block to direct

channel

IO_CNTRL Perform device control

IO_WAIT Wait for outstanding I/O

requests

IO_RESET Reset I/O channel

Device IO_POST Post I/O request

Service completion

IO_STMR Start request timer

IO_CTMR Cancel request timer

IO_TIMER Announce I/O timer

interrupt

IO_RXCHR Put character into

receiver buffer

IO_RXCHM Put characters into

receiver buffer

IO_ECHO Put character into echo
buffer

IO_ECHOM Put characters into echo
buffer

IO_TXRDY Get character from

transmitter buffer

IO_TXRDM Get characters from

transmitter buffer

IO_EXCPT Call exception routine

Extension IO_ATCHC Connect an I/O handler

cation tasks and supports overlapped I/O as well as

device and channe! sharing. lOX supports sequential

and random access I/O with both direct and buffered

read/write. lOX also provides for extending its func-

tionality by using request service routines (hooks),

special I/O handlers and facilities for attaching File

Management Executives (FMX's). I/O devices are

connected to lOX by means of low-level Device Serv-

ice Routines and Interupt Service Routines.

FMX-DOS/Series 32000

FMX-DOS/Series 32000 is a File Management Execu-

tive that adds multitasking PC-DOS file management
to VRTX/Series 32000 and lOX/Series 32000-based

systems.

FMX-DOS permits tasks to create and delete files, as-

sign file attributes and open lOX channels to them for

read and write operations. FMX-DOS supports both

buffered and unbuffered read/write as well as sequen-

tial and random access methods. Directory operations

to create and delete directories, and to reference files

relative to a directory are provided. Volume operations

perform volume formatting, mounting and dismount-

ing.

FMX-DOS can be initialized to create PC-DOS directo-

ry and file stmctures on disks. Users can also custom-

ize FMX-DOS by installing their own software at hooks

provided at key points in FMX-DOS processing.

FMX-DOS makes no assumption about the hardware

environment; it uses lOX for all device-oriented opera-

tions.

FMX-DOS System Calls

Type Call Description

Initialization FD_INIT Initialize FMX data

structures

Volume Control FD_FMAT Format a volume

FD_MOUNT Mount a volume

FD_DISMT Dismount a volume

FD_QVOL Query volume

attributes

FD_EVOL Evaluate volume

parameters

FD_SYNC Synchronize a

volume

Directory FM_MKDIR Create a directory

Operations FM_RMDIR Delete a directory

File Operations FM_OPEN Gain access to a file

FM_CREAT Create a file

FM_DELET Delete a file

FM_GATTR • Get file attributes

FM_SATTR Set file attributes

FM_RENAM Rename a file
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TRACER/Series 32000

TRACER/Series 32000 is an interactive multitasking

debugger tliat lets the designer monitor and control

VRTX/Series 32000-based systems without distorting

the interaction between tasks and their environment.

It runs parallel to the multitasking environment rather

than as a task. TRACER/Series 32000 can access all

user-supplied code, including interrupt handlers, user-

supplied system call handlers and VRTX/Series

32000 extensions. System data structures, task and

system state parameters are shown in easily under-

stood form relieving the user from interpreting unfor-

matted memory displays.

TRACER/Series 32000 has commands to:

— set, display and remove breakpoints

— display and modify registers and memory

— display task and system state parameters

— do single-step execution

— disassemble binary code

— download program files from a host system

Customer Support
National Semiconductor offers a full 90 day warranty

period. Extended warranty provisions can be arranged

by calling MCS Logistics at the toll-free numbers listed

below.

The MCS Service Technical Support Engineering Cen-
ter has highly trained technical specialists available to

assist customers over the telephone with any product

related technical problems,

for more information, please call:

(800) 538-1866 outside of California

(800) 672-1811 for California

(800) 223-3248 for Canada

Licensing

National Semiconductor licenses the user to manufac-

ture binary copies of the software component prod-

ucts. The user must purchase from National Semicon-

ductor the license rights to the number of copies

needed. To obtain licensing information contact your

National Semiconductor sales representative or call

Series 32000 Software Marketing at (408) 721-5551.

Ordering Information

National Semiconductor will provide R&D Packages

for VRTX/Series 32000, lOX/Series 32000,

FMX/Series 32000 and Tracer/Series 32000 which

include one master copy of the PROM's, documenta-
tion and a license to make copies for R&D purposes.

To obtain more information contact your National

Semiconductor sales representative or call Series

32000 Software Marketing at (408) 721-5551.
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^ National SemiconductDr Corp. PRELIMINARY

Series 32000® VERDIX™ Ada®
Development System (VADS™) for

System V/Series 32000 Native Host
VERDIX Ada for the Development Environment

TL/GG/8775-1

Validated

Series 32000 native development

environment for System V/Series 32000

native host

Derived from Verdix's current Ada
Technology (VADS)

Generates System V Common Object

File Format (COFF)

Ada Compiler with optimization

In-System emulator support

Fully symbolic interactive down-line

debugger

Supports either Verdix's stand alone run-

time system (ADEX) or can utilize VRTX/
Series 32000
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Product Overview
This Series 32000 Ada development environment

supports Ada program development on a Series

32000 native host, thus efficiently generating execut-

able code. The compiled Ada program can run on this

host under the System V/Series 32000 host operating

system or can be targeted to run on other Series

32000 based environments. This is a true "production

quality" Ada compiler focused on high performance

and intended for large scale development of both ap-

plications and systems software. This native develop-

ment environment includes the compiler, linker, de-

bugger, program library utilities, and embedded com-

puter system runtime system all using advanced tech-

nology to provide user-friendliness and efficiency.

Series 32000 development environment has been de-

signed and engineered to interface with the existing

System V operating system and tools so that a pro-

grammer can concentrate on learning and program-

ming Ada, rather than a new operating system. This

Ada compiler operates as a re-entrant, shareable

process in the System V/Series 32000 host environ-

ment and makes full use of most operating facilities.

On-line help facility for VADS commands using UNIX

MAN command as well as a help facility in the debug-

ger are also provided.
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Components

Ada Compiler

This compiler accepts Ada source and generates Se-

ries 32000 code wliich can be debugged and execut-

ed on the System V/Series 32000 host or download-

ed to another Series 32000 based target environment.

The full Ada language Is supported. Some of the sup-

ported features are shared and unshared generics,

separates, in-lines, bit representation, machine-code

insertion, interrupt tasks, monitor tasks, terminal and

file I/O through/to the host for debugging. COFF com-
patible object files which are linkable with other lan-

guages are generated. Optimization includes value

tracking global register allocation, register assignment

for commons and locals, common sub-expression,

branch and dead code analysis, some constraint

check elimination and local and peephole optimiza-

tions.

Debugger

This Ada Debugger provides a fully symbolic debug-

ging facility. The user can access Ada variables by

name and the Ada Debugger utilizes its understanding

of Ada types to display formatted values. This Ada
Debugger has sophisticated break point capabilities

and single step execution is also provided. This Ada
Debugger provides access to the Ada source code
during debugging. This facility Is integrated with the

breakpoint and stepping capabilities so the user has a
source "window" into the program at all times. This

Debugger was designed to be simple, convenient, and
fast.

The user interface to the Debugger accommodates
down-line as well as host system debugging. The de-

bugger uses COFF compatible symbolic information

so it can debug other languages as well, for example,

C. In addition, an on-line help facility is provided while

In the debugger.

Program Library Utilities

The Ada language imposes stringent requirements on
an Ada Program Library. While the language provides

for separate compilation of program units, each unit is

compiled in the "context" of previously compiled

units. The compiler must have access to this context,

carefully organized in the form of a Program Library.

This library has been designed to enhance the compil-

er performance. A set of utilities Is provided to man-
age, manipulate, and display Program Library informa-

tion.

In addition, the Ada Development System permits Ada
Program Libraries to be hierarchically organized, so

that units not local to one library may be found in other

libraries. Thus, programmers can work without inter-

ference on local versions of individual program units,

while retrieving the remainder of the program from

higher-level libraries.

Ada Run Time System

The Series 32000 Ada Run Time System provides

comprehensive support for tasking, debugging, excep-

tion handling, and input/output. Adex, Verdix's routine

system, can be used in stand alone mode or VRTX/
Series 32000 can be utilized.

The Run Time System is linked with the generated

users Ada program and to facilitate resource utiliza-

tion efficiency, major portions of the Run Time System
have been optimized. The Run Time System also in-

terfaces with the symbolic debugger to provide com-
prehensive program checkout facilities. Run Time
sources for customization are also available.

Supported Hardware

— Native Series 32000 Host

— System V 5.2 or later/Series 32000 Operating

System

Shipping Package

— User and reference documentation for Series

32000 VADS
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Series 32000® VERDIX™ Ada® Development
System (VADS)™ for VAX™/VMS™

VERDIX Ada for the DEC VAX/VMS -> Series 32000 Cross Compiler

ERROR

LIST

LINKER

LOAD

IMAGE

SYMBOLIC

DEBUGGER

n./GG/a774-1

Validated

Series 32000 Cross-Software

Deveiopment Environment for VAX/VMS
Derived from VERDIX's Current Ada
Technoiogy (VADS)

Generates System V Common Object

File Compatible Format

Ada Compiler with Optimization

In-System Emulator Support

Fully Symbolic Interactive Down-Ulne
Debugger
Supports Either Verdix's Stand Alone

Run-Time System (ADEX) or can Utilize

VRTX/Series 32000
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Product Overview

This Series 32000 Ada cross-development environ-

ment supports Ada program development on a VAX/
VMS host generating executable Series 32000 target

code. This is a true "production quality" Ada compiler

focused on high performance and intended for large

scale development of both application and systems

software. This development environment includes the

compiler linker, debugger, program library utilities, and

embedded computer run-time system all using ad-

vanced technology to provide user-friendliness and ef-

ficiency. This development environment has been de-

signed and engineered to interface with the existing

VAX/VIWS operating system and tools so that a pro-

grammer can concentrate on learning and program-

ming Ada, rather than a new operating system. This
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compiler operates as a re-entrant, shareable process

In the VAX host environment and makes full use of

host operating facilities. On-line help facilities for

VADs commands using VMS help commands as well

as a helpful facility in the debugger are also provided.

Components

Ada Compiler

This compiler, hosted on the VAX/VMS, accepts Ada
source and generates Series 32000 assembly Ian-

gauge code which can be linl<ed, downloaded, assem-

bled, and debugged for native execution on the Series

32000. The full Ada language is supported. For exam-

ple, shared and unshared generics, separates,

In-lines, bit representation, machine-code insertion, in-

ternjpt tasks, monitor tasks, terminal and file I/O

through/to the host for debugging. COFF compatible

object files which are linkable with other languages

are generated. Optimization includes value tracking,

global register allocation, register assignment for pa-

rameters and locals, common sub-expression, branch

and dead code analysis, some constraint check elimi-

nation and local and peephole optimizations.

Debugger

The Ada Debugger provides a fully symbolic debug-

ging facility. The user can access Ada variables by

name and the Ada Debugger utilizes its understanding

of Ada types to display formatted values. This Ada
Debugger has sophisticated breakpoint capabilities

and single step execution is also provided.

The Ada Debugger provides access to the Ada source

code during debugging. This facility is integrated with

the breakpoint and stepping capabilities so the user

has a source "window" into the program at all times.

This Debugger was designed to be simple, conve-

nient, and fast. The Debugger uses COFF compatible

symbolic Information so it can debug other languages

as well. For example, C.

The user interface to the Debugger accommodates
down-line as well as host system debugging. That is,

the Debugger can be used in the mode where a com-
plied Ada program is downloaded to a Series 32000
target system but debugged from the host system.

The ISE™ can be connected to the host as a terminal

reaching the target by probe. An on-line help facility is

also provided and can be used while in the Debugger.

Program Library Utilities

The Ada language imposes stringent requirements on

an Ada Program Library. While the language provides

for separate compilation of program units, each unit is

compiled in the "context" of previously compiled

units. The Compiler must have access to this context,

carefully organized in the form of a Program Library.

This library has been designed to enhance the compil-

er performance. A set of utilities is provided to man-

age, manipulate, and display Program Library Informa-

tion.

In addition, the Ada Development System permits Ada
Program Libraries to be hierarchically organized, so

that units not local to one library may be found in other

libraries. Thus, programmers can work without inter-

ference on local versions of individual program units,

while retrieving the remainder of the program from

higher-level libraries.

Ada Run Time System
The Series 32000 Ada Run Time System provides

comprehensive support for for tasking, debugging, ex-

ception handling, and input/output. ADEX, Verdix's

Run Time System can be used in stand alone mode or

VRTX/Serles 32000 Real Time Operating System can

be utilized. The Run Time System is linked with the

generated users Ada program and to facilitate re-

source utilization efficiency, major portions of the Run
Time System have been optimized. The Run Time

System also Interfaces with the symbolic debugger to

provide comprehensive program check out facilities.

Run Time sources for customization are also avail-

able.

SUPPORTED HARDWARE

—DEC VAX1 1 Family

—VMS Operating System version 2.X or later

SHIPPING PACKAGE

1600 bpi magnetic tape (9 track VMS copy format).

User and reference documentation for Series 32000
VADS.
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Interfacing the NS32081 as

a Floating-Point Peripheral

This note is a guide for users who wish to interface the

NS32081 Floating-Point Unit (FPU) as a peripheral unit to

CPUs other than those of the Series 32000 family. This is

not a particularly expensive procedure, but it requires some

in-depth Information not all of which is available in the

NS32081 data sheet. Four basic topics will be covered here:

An overview of the architecture of the NS32081 as seen

in a stand-alone environment.

The protocol used to sequence it through the execution

of an instruction.

Special guidelines for connecting and programming the

NS32081 as a peripheral component.

A sample application of these guidelines in the fomn of a

circuit interfacing the NS32081 to the Motorola 68000

microprocessor.

References are made here to the NS320o1 data sheet and

the Series 32000 Instruction Set Reference IWanual (Publi-

cation #420010099-001). The reader should have both

these documents on hand.

1.0 Architecture Overview

1.1 REGISTER SET

The register set internal to the NS32081 FPU is shown in

FigurB 1. It consists of nine registers, each 32 bits in length:

FSR The Floating-Point Status Register. As given in the

data sheet, this register holds status and mode in-

formation for the FPU. It is loaded by executing the

LFSR instruction and examined using the SFSR in-

struction.

F0-F7 The Floating-Point Registers. Each can hold a sin-

gle 32-bit single-precision floating-point value. To

hold double-precision values, a register pair is refer-

enced using the even-numbered register of the pair.

32

Floating Pt. Status

FO

FSR F1

F2

F3

F4

F5

F6

F7

National Semiconductor Corp.

Application Note 383

Microprocessor Applications

Engineering

Floating-point operands need not be held in registers; they

may be supplied externally as part of the instruction se-

quence. Integer operands (appearing in conversion instruc-

tions) and values being transfen-ed to or from the FSR must

be supplied externally; they cannot be held in Floating-Point

registers F0-F7.

1.2 INSTRUCTION SET AND ENCODING

The encodings used for NS32081 instructions are shown in

Figure 2. They fall within two formats, labeled from Series

32000 tradition "Forniat 9" and "Format 11". These for-

mats are distinguished by their least-significant byte (the "ID

Byte"). Execution of an FPU instruction starts by passing

first the ID Byte and then the rest of the instruction (the

"Operation Word") to the FPU.

Fields within an instruction are interpreted by the FPU in the

same manner as documented in Chapter 4 of the Series

32000 instmction Set Reference Manual, with the exception

of the 5-bit General Addressing Mode fields (gen1, gen2).

Since the FPU does not itself perform memory accesses, it

does not need to use these fields for addressing calcula-

tions. The only use it mal<es of these fields is to determine

for each operand whether the value is to be found internal

to the FPU (that is, within a register F0-F7, or whether it is

to be transferred to and/or from the FPU. See Figure 3. A

value of 0-7 in a gen field specifies one of the Floating-

Point registers F0-F7, respectively, as the location of the

corresponding operand. Any greater value specifies that the

operand's location is extemal to the FPU and that its value

will be transferred as part of the protocol. Any non-floating

operand is always handled by the FPU as external, regard-

less of the addressing mode specified in its gen field. It is

illegal to reference an odd-numbered register for a double-

precision operand. If an odd register is referenced, the re-

sults are unpredictable.

1.3PINOUT

The FPU is packaged in a 24-pin DIP (see Figure 4). The pin

functions can be split into two groups: those that participate

in the communication protocol between the FPU and the

host system, and those that reflect the familiar requirements

of LSI components.

The protocol uses the following pins of the FPU:

D0-D15 The 16-bit data bus. The DO pin holds the

least-significant bit of data transferred on the

bus.

SPC A dual-purpose pin, low active. SPC is pulsed

low from the host system as the data strobe

for bus transfers. SPC is pulsed low by the

FPU to signal that it has completed the inter-

nal execution phase of an instruction.

(a
09

FIGURE 1. FPU Registers E

10-3



1.0 Architecture Overview (continued)

STO, ST1 The status code. This 2-bit value is sampled
by the FPU on the falling edge of SPC, and

informs it of the cun-ent protocol phase. STO
is the least-significant bit of the value. The
need filled by the status code is most rele-

vant to Series 32000-based systems, where it

serves to allow retry of aborted instructions

and to disambiguate the protocol when the

SPC signal is bussed among multiple slave

processors. In microprocessor-based periph-

eral applications, the status code can gener-

ally be provided from the CPU's address
lines.

i sampled The pins providing for standard requirements are:

CLK The clock input. This is a TTL-level square
wave which the FPU uses to sequence Its in-

ternal calculations.

The reset input. This signal is used to reset

the FPU's Internal logic.

The 5-volt positive supply.

GNDB, GNDL The grounding pins. GNDB serves as ground
for the FPU's output buffers, and GNDL is

used for the rest of the on-chip logic.

23 16 15 8 7

gem

~
gen2

TT
op

I I I I I I I

111110
y^

OPERATION WORD ID BYTE

Format 9: LFSR/SFSR/Conversions

23 16 IS e 7
1 1 1 1

gen1

1 1 1

gan2

1 1 1

op f

i 1 1 1 1
1 r-

10 111110
.^V.

OPERATION WORD ID BYTE

Format 1 1 : Movement/Calculation

RST

VCC

n

FPU Intenial Register: Fn, n=0 . . . 7

Long Floating= Even Register Only

1 X X X

1 X X X X

External to FPU
Note: All non-floating operands are always external.

FIGURE 3. FPU Addressing Modes

FIGURE 2. FPU Instruction Formats

16-BIT

A/D 0-15

SERIES STO
32000 ST1
CPU sre

DATA BUS

0-15

STO NS320B1

RST

CLK

H^^k

r
RST cnL

NS322D1

TCU

D10- 1» ^^
24 — Vcc

09- 2 23 -STO

08- 3 22 — ST1

07- 4 21 -SPC

06- 5 20 — Oil

05- 6 19 -D12

04- 7
NS32081

FPU
18 -013

03- 8 17 -014

02- 9 16 -015

01— 10 15 -RST

00- 11 14 -CLK

GNOl- 12 13 -GNDB

TL/EE/83e8-2

FIGURE 4. NS32081 FPU Connections
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2.0 Protocol
The FPU requires a fixed sequence of transfers ("protocol")

in its communication with the outside world. Each step of

the protocol is identified by a status code (asserted to the

FPU on pins STO and ST1) and by its position in the se-

quence, as shown in Figure 5.

Status Combinations:

11: Write ID Byte

01 : Transfer Operation/Operand

10: Read Status Word

Step Status Action

1 11 CPU sends ID Byte on least-significant

byte of bus.

2 01 CPU sends Operation Word, bytes

swapped on bus.

3 01 CPU sends required operands, gen1

first, least-significant word first.

4 XX FPU starts internal execution.

5 XX FPU pulses §PC low.

6 10 CPU reads Status Word (En-or/Com-

^ariscn Result).

7 01 CPU reads result (if any), least-signifi-

cant word first

FIGURE 5. FPU Instruction Protocol

Steps 1 and 2 transfer the instruction to the FPU. Step 1

transfers the first byte of the instruction (the ID Byte) and

Step 2 transfers the rest of the instruction (the Operation

Word). In Step 2, the two bytes of the Operation Word must

be swapped on the bus; i.e. the most-significant byte of the

Operation Word must be presented on the least-significant

byte of the bus.

Step 3 is optional and repeatable depending on the instruc-

tion. It is used to transfer to the FPU any external operands

that are required by the instruction. The operand specified

by geni is sent first, least-significant word first, followed by

the operand specified by gen2. If an operand is only one

byte in length. It is transferred on the least-significant half of

the bus.

The FPU initiates Step 4 of the protocol, intemal computa-

tion, upon receiving the last external operand word or, if

there are no external operands, upon receiving the Opera-

tion Word of the instniction. During this time, the data bus

may be used for any purpose by the rest of tfie system, as

long as the SPC pin is l<ept pulled up by a resistor and is not

actively driven.

Step 5 occurs when the FPU completes the Instruction. The

FPU pulses the SPC pin low to acknowledge that It is ready

to continue the protocol. This pulse is called the "Done

pulse". The bus is not used during this step, and remains

floating.

In Step 6, the FPU Is polled by reading a Status Word. This

word indicates whether an exception has been detected by

the FPU. In the Compare Instruction (CMPf), it also displays

the relationship between the operands and sen/es as the

result. This transfer is mandatory, regardless of whether the

information presented by the FPU is intended to be used.

See Figure 3-6 of the data sheet.

Step 7 is, like Step 3, optional and repeatable depending on

the instruction. Any external result of an instnjction is read

from the FPU in this step, least-significant word first. If the

result is a 1-byte value, it Is presented by the FPU on the

least-significant half of the bus (D0-D7).

Note: If in Step 6 the FPU indicates that an error has oc-

curred. It is permissible, though not necessary, to con-

tinue the protocol through Step 7. No guarantee is

made regarding the validity of the value read, but con-

tinuing through Step 7 will not cause any protocol

problems.

If at any time within the protocol another ID byte is sent

(ST =11), the FPU will prepare itself internally to execute

another instmctlon, throwing away the instruction that was

In progress. This is done to support the Abort with Retry

feature of the Series 32000 family.

Because of this feature, however, there is an important con-

sideration when using the FPU in systems that support mul-

titasking: the operating system must not allow a task using

the FPU to be Interrupted In the middle of an instruction

protocol and then transfer confroi io another task that is

also using the FPU. The partially-executed Instruction would

be thrown away, leaving the first task with a garbage result

when it continues. This situation can be avoided easily In

software but, depending on the system, some cooperation

may be required from the user program. Other solutions in-

volving some additional hardware are also possible.

3.0 Interfacing Guidelines
There are some special interfacing conskJerations that are

required (see Figure ^:

1. The edges of the SPC pulse must have a fixed relation-

ship to the clock signal (CLK) presented to the FPU.

When writing information to the FPU, the pulse must start

shortly after a rising edge of CLK and end shortly after

the next rising edge of CLK. Falling to do so can cause

the FPU to fail, often by causing it to freeze and not gen-

erate the Done pulse. This synchronous generatkjn of

SPC is also important when reading information from the

FPU, but the SPC pulse is allowed to be two clocks in

width. These requirements will be expressed in future

NS32081 data sheets as a minimum setup time require-

ment between each edge of the SPC pulse and the next

rising edge of CLK, cunrently set at 40 nanoseconds on

the basis of preliminary characterization. The propagation

delay in generating SPC through a Schottky flip-flop (e.g.

74S74) and a low-power Schottky buffer (e.g. 74LS125A)

Is therefore acceptable at 10 MHz. LS technology is rec-

ommended for the buffer to minimize undershoot when

driving SPC.

2. After the FPU generates the Done pulse, it is necessary

to leave the SPC pin high for an additional two cycles of

CLK before performing the Read Status Word transfer.

3. After perfonning the Read Status Word transfer, it is nec-

essary to wait for an additional three cycles of CLK be-

fore reading a result from the FPU.
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4.0 An Interface to the MC68000
Microprocessor
4.1 HARDWARE
A block diagram of the circuitry required to interface the

MC68000 IVIPU to the NS32081 is shown in Figure 7.

First the easy part. Direct connections are possible on the
data bus, which is numbered compatibly (D0-D15 on both
parts), the status pins ST0-ST1 (connected to address
lines A4-A5 from the 68000), and the clock (CLK on both).

The system reset signal (RESET to and/or from the

MC68000) should be synchronized with the clock before
presenting it as R§T to the FPU.

All that remains to be done is to generate SPC pulses that

are within specifications whenever the 68000 accesses the

FPU, and to detect the Done pulse from the FPU in a man-
ner that will allow the 68000 to poll for it.

The approach selected for generating SPC pulses uses an
address decoder that recognizes two separate address
spaces; one to transfer information to or from the FPU
(XFER), and one to poll for the Done pulse (PGH).

The 68000 signals S§ (Address Strobe) and R/W (Read /

not Write) are used to generate SPC timing.

Figure 8 shows the timing generated when the 68000 is

writing to the FPU. The SPC pin is kept floating (held high by
a pullup resistor) until bus state 84, at which point it is pulled

low. On the next rising edge of CLK, SPC Is actively pulled

high, and is set floating afterward. It is not simply allowed to

float high, as the resulting rise time can be unacceptable at

speeds above about 4 MHz. A timing chain, required due to

the 10-MHz 68000's treatment of its SS strobe, generates
the signals TA, TB and TC, from whksh the SPC signal's

state and enable are controlled.

Figure 9 shows the SPC timing for reading from the FPU.
The basic difference Is that SPC remains active for two
clocks, so that the FPU holds data on the bus until it Is

sampled by the 68000. Again, SPC Is actively driven high
before being released.

Note: Although SPC must be driven high before t)eing re-

leased, it must not be actively driven for more than
two clocks after the trailing edge of SPC. This is be-
cause the FPU can respond as quickly as three
clocks after that edge with a Done pulse.

A simpler scheme in which the SPC pulse is identical for

both reading and writing (1 -clock wide always, but starting

Vi clock later with CLK into the FPU inverted) was consid-
ered, but was rejected because the data hold time present-

ed by the 68000 on a Write cycle would be inadequate
at 10 MHz.

Any SPC pulse appearing while the XPER Select signal is

inactive is interpreted as a Done pulse, which is latched in a

flip-flop within the Done Detector block. When the 68000
performs a Read cycle from the address that generates the
POLL select signal, the contents of the flip-flop are placed
on data bus bit D15. Since this is the sign bit of a 16-bit

value, the 68000 can perfomi a fast test of the bit using a
MOVE.W instruction and a conditional branch (BPL) to wait
for the FPU.

The schematic for the SPC generator and the Done pulse
detector is given in Figures 10a and 10b. The flip-flop la-

beled SPC generates the edges of the SPC pulse (on the
signal SPCT). The timing chain (TA, TB) provides the enable
control to the buffer driving SPC to the FPU, as well as the
signal to terminate the SPC pulse (either TB or TC, depend-
ing on the direction of the data transfer). Note that the tim-

ing chain assumes a full-speed memory cycle of four clocks
in accessing the FPU, and will fail othenwise. The circuit

generating the Data Acknowledge signal to the 68000
(DTACK, not shown) must guarantee this. In any system
that must use a longer access, some modification to the
timing chain will be necessary.

The flip-flop labeled DONE (Figure 10b) is the Done pulse
detector. It is cleared by performing a data transfer into the
FPU and is set by a Done pulse on SPC. A buffer, enabled
by the POLL select signal, connects its output to data bus
bit 15.

4.2 SOFTWARE
Some notes on programming the FPU in a 68000 environ-

ment:

1. The byte addressing convention in the 68000 differs from
that of the Series 32000 family. In particular, a byte with

an even address is transferred on the most-significant

half of the bus by the 68000, but the FPU expects to see
it on the least-significant byte. When transfening a single

byte to or from the FPU, either do so with an odd address
specified, or transfer the byte as the least-significant half

of a 16-bit value at an even address.

2. The 68000 transfers 32-bit operands by sending the

most-significant 16 bits first. The FPU expects values to

be transferred in the opposite order. Make certain that

operands are transferred in the correct order (the 68000
SWAP instruction can be helpful for this).

A sample program that sequences the FPU through the exe-

cution of an ADDF instnjction is listed in Figure 1 1. As this

example is intended for clarity rather than efficiency, im-

provements are possible. The XFER select is assumed to

be generated by addresses of the form 06xxxx (hex) and the
POLL select is assumed to be generated by addresses of

the form 07xxxx.
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WHEN WRITING INTO FPU. MUST BE 1 CLOCK WIDE

^® AT LEAST 2 CLOCKS HERE

(DaT LEAST 3 CLOCKS HERE

® NO.LONG DEUYS BETWEEN
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BUG IN REVISION D.

FIGURE 6. Interfacing to FPU: Cautions
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TA
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Z7 V
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^
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y—

V

A /
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FIGURE 8. 68000 Write to FPU
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—
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DATA -

( VALID >-
TL/EE/83e8-6

FIGURE 9. 68000 Read from FPU
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R
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'
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FIGURE 10a. Schematic: SPC Timing Generator
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spE
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R
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DONE
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w

D15
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FIGURE 10b. Schematic: DONE Detector and RESET Synchronizer
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n
00m Register Contents:

AO = 00070000

Al = 00060010

A2 = 00060020

A3 = 00060030

DO = OOOOOOBE

Dl = 00000184

D2 = 3F800000

D3 = SFSOODOO

D4

D5

D7

SIA]RI MOVE.W DO, (A3)

MOVE.W D1,(A1)

SWAP D2

MOVE.L D2,(A1)

SWAP D2

SWAP D3

MOVE.L D3,(A1)

*

SWAP D3

POL [. MOVE.W (A0),D7

BPL POLL

Address of DOME flip-flop.

Address for SI=1 transfer (Transfer Operand).

Address for ST=2 transfer (Read Status Word)

.

Address for SI=3 transfer (Broadcast ID)

.

ID byte for ADDF instruction.

Operation Word for ADDF. (Note bytes swapped.)

First operand =1.0.
Second operand = 1.0.

Receives Status Word from FPU.

Receives result from FPU.

Scratch register (for DOHE bit test)

.

Send ID byte.

Send Operation Word.

Send operands. The swapping

is Included because the

FPU expects the least-

significant word first.

(Can be avoided, with care.)

Check the DONE flip-flop,

loop until FPU is finished,

(DONE bit is sign bit, tested

by the MOVE instruction.)

MOVE.W (A2) ,D4

MOVE.L (Al) ,D5

SWAP D5

Read Status Word.

Read result.

Swap halves of result.

FIGURE 11. Single-Precision Addition (Demo Routine)
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Instruction Execution

Times of FPU NS32081
Considered for

Stand-Alone Configurations

The table below gives execution timing information for the

FPU NS32081.

The number of clock cycles nCLK Is counted from the last

SPC pulse, strobing the last operation word or operand Into

the FPU, and the Done-SPC pulse, which signals the CPU

that the result is available (see Figure 1). The values are

therefore independent of the operand's addressing modes

and do not include the CPU/FPU protocol time. This makes

It easy to determine the FPU execution times In stand-alone

configurations.

The values are derived from measurements, the worst case

is always assumed. The results are given In dock cycles

(CLK).

National Semiconductor Corp.

Application Brief 26

Systems & Applications Group

Operation

Number of

Clock-Cycles

nCLK

Add, Subtract 63

Multiply Float 37

Multiply Long 51

Divide Float 78

Divide Long 108

Compare 38

ID OPCODE OPERANDS (DONE) STATUS RESULT

U-LTLTU
CLK ....Arv:::

FIGURE 1

>

0}
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CO
Debugging a 32032 Based
System with an iSE/16™

An ISE/16 can be successfully used to debug a 32032-
based system by using it in conjunction with a simple adapt-

er. The adapter makes the 32032-based system look like a
32016-based system, as far as the ISE/16 Is concerned. A
debugging configuration using the adapter is shown In Fig-

ure 1; Figure 2 shows the adapter block diagram. As can be
seen, the adapter consists of address/data buffers that map
the 32032's 32-bit wide data path into a 16-bit wide data

path, and logic to generate the necessary control signals

Including the byte enable signals BEO BE3.

Whenever a 32032-based system Is being debugged via the

ISE/16 and the adapter, a certain performance degradation

should be expected. This is due to two factors. First, all

memory accesses are limited to either 8 or 16 bits; if a dou-

ble-word-aligned 32-blt quantity is referenced, two memory
cycles are required instead of one. Second, the clock fre-

quency has to be reduced because of the extra level of

buffering and cables interposed between the target system
and the ISE/16.

CIRCUIT SOLUTIONS

Two circuit solutions are shown in Figures 4 and 5. They
differ in the way they handle FPU or other slave processors.

The first circuit, shown in Figure 4, allows any slave in the

target system to be accessed. The one in Figure 5 does not

allow slave accesses to the target system; if an FPU is

needed, it must be placed in the adapter board. This second
solutkin has the advantage of being simpler than the first

one. In the case of Figure 4, some extra logic, including a
PAL, is needed to check the slave ID byte during an ID

broadcast cycle to decide whether or not to enable the data
buffers during slave read cycles.

Note that, during IWMU slave read cycles the data buffers

must not be enabled since the MMU will drive the bus. This
extra logte must also prevent the address/data buffers from
getting enabled during either slave access cycles or idle

cycles. The delays shown in the circuit diagrams are used to

avoid possible bus contentions. The one marked 'D1' is

used in both circuits and its function is to delay the buffer

enable signals during memory write cycles.

Not© that the address buffer {74AS244) used to output the
address signals A16 A23, is disabled at the beginning of

the CPU state T2. This could cause signal contentions if the

data swap-buffer that handles the signal lines AD16 AD23
were enabled at the same time.

The second delay is present only in the first circuit and is

used to delay the SPC pulse until the DDIN signal from the

CPU is valid. This is to eliminate spurious signals on the

enable pins of the low-order-word data buffers during slave

transfers, thus avoiding possible conflicts between these

National Semiconductor Corp.

Application Note 396
Microprocessor Applications

Engineering ^
buffers and either the CPU or the slave. Neither of the
above delays needs to be accurate and each can be imple-

mented by cascading some spare gates. Figure 3 shows the

PAL® equations in PALASMtm format for the PAL that con-

trols the slave accesses. Figure 6 provides a timing diagram

for memory access cycles.

As shown in Figures 4 and 5, several signal lines from the

adapter to the target system are not buffered since the tar-

get cables are assumed to be very short. If longer cables

are needed, these signals should be buffered.

The address/data buffers are Advanced Schottky devices

with propagation delays of approximately 8 ns. These de-
lays must be added to the ISE/16 buffer and cable propaga-
tion delays, and to the adapter cable delays, to determine
the resulting timing at the 32032 socket on the target sys-

tem. This is needed to determine the clock frequency to be
used during debugging.

See Chapter 6 of the ISE/16 User Manual for more details.

JUMPER SETTINGS

The jumpers on the adapter board should be configured

according to the user requirements. There are three basic

cases to conskJer.

1

.

The target system does not use the MMU. In this case
neither the MMU target cable from the ISE/16 nor the

MMU cable from the adapter to the user system are

needed. Jumpers W1 (1-3, 2-4), W2, W3 and W4 (1-2)

must be installed.

2. The MMU_te used on the target system, but the signals

/\24 and INT from the MMU are not used. In this case the

MMU target cable from the ISE/16 is required but the

MMU cable from the adapter to the target system Is not

needed. The PAV and HLDAO signals from the MMU can
be routed to the ADS and HLDA lines of the CPU cable,

by installing jumpers W1 (1-2) and W4 (1-2). Jumpers W2
and W3 must be removed. In addition, on the target sys-

tem, the signals ADS and HLDA must be connected to

PAV and HLDAO respectively.

3. The^MU is used on the target system, and so are P&A
and INT. In this case both the MMU target cable from the

ISE/ 1 6 and the MMU cable from the adapter to the target

system are required. The jumpers W1 (1-3) and W4 (1-3)

on the adapter must be installed while W2 and W3 must
be removed.

The setting of jumper W5 is only relevant if either the clock

from the target system is required during debugging or a
32016 CPU together with a TCU and MMU is used instead

of the ISE/16. If the ISE/16 internal clock is used during

debugging the setting of W5 Is in-elevant.
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FIGURE 1. ISE/32 Adapter General Configuration
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FIGURE 2. ISE/32 Adapter Blodc Diagram
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CO PAL18L8A

PARI#

SLAVE ACCESS CONIROIi

HATIOKAL SEMICOHDUCTOR

ABCDEFGHLGND
M 01 N P Q 02 KC NC 03 VCC

/Ol = /EVFVG'H'L'M'NVP

/02 = A'B*C'D'5

/03 = A*B*C + A'BVC'D + /A*/B'D

DESC

FIGURE 3. PAL Equations in 'PALASIM' Format
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10 MHz, No Wait states

NS32016 System

National Semiconductor Corp.

Application Note 404
Microprocessor Applications

Engineering ^
INTRODUCTION

Recent microprocessor applications such as high resolution

graphics, multiuser workstations, data cgmmunication, in-

dustrial automation, etc. have placed growing demands on

microprocessor throughputs. Higher throughputs, together

with increasing complexity of microprocessor systems, re-

quire slave support in addition to high speed, powerful mi-

croprocessors.

The Series 32000* Microprocessor family serves the needs

of high end microprocessor applications. The NS32016
Central Processing Unit (CPU) has a powerful register and

instruction set. The NS32082 Memory Management Unit

(MMU) and the NS32081 Roating-Point Unit (FPU) function

as slave processors for the CPU. All the chips in the family

njn at 10 MHz. Together, the chips provide the throughput

required by high end microprocessor applications. This ap-

plication note discusses the design considerations for build-

ing a 10 MHz NS32016 system with no wait states.

Series 32000 Chip Set

The NS32016 system described here, uses the Series

32000 chip set consisting of:

1. The NS32016 Central Processing Unit (CPU)

2. The NS32082 Memory Management Unit (MMU)

3. The NS32081 Floating-Point Unit (FPU)

4. The NS32201 Timing Control Unit CtCU)

5. The NS32202 Intenupt Control Unit (ICU)

Details of the five chips are provided in the Series 32000

Data Book. Figure 1 illustrates the interconnections of a
simple NS32016 based system capable of running at

10 MHz without wait states. As shown in Figure 1, the CPU,
MMU and FPU are Interconnected on a multiplexed Ad-

dress/Data Bus. The TCU provkJes tfie ckx;ks and the con-

trol signals required by the system. The multiplexed bus is

separated into Data and Address buses by using bidirection-

al Data bus drivers and fall-through Address latches. Ttie

ICU, being a peripheral, is interfaced to the demultiplexed

Address and Data buses. The ICU Status input (ST1) is driv-

en by a logical combination of ST1 from the CPU and ad-

dress line A5. This allows the CPU to read both the INTA
and RETI vectors from the SVCT register of the ICU.

DESIGN CONSIDERATIONS

The design of a 10 MHz Microprocessor system with no wait

states requires system memory to run at comparable

speeds. Typically, system memory consists of Read Only

Memory (ROM) and Read/Write or Random Access Memo-
ry (RAM). A 10 MHz, NS32016-based system functioning

without wait states requires careful memory timing consider-

ation.

A read cycle without wait states requires data from memory
to be valid prtor to the falling edge of the PHI2 clock during

the T3 state of the CPU. This allows about 155 nanosec-
onds following the leading edge of ttie read strobe for data
to t>e stable. In a memory write cycle, the data is available to

the memory for about 215 nanoseconds following the lead-

ing edge of the write strobe. It is assumed that the Address

lines are valid at the memory pins at the time the read or

write strobe goes active.

SRAM INTERFACE:

With high speed, 8K x 8-bit Static RAUs (SRAMs) such as

the NMC6264S, whtoh have a 120-nanosecond maximum
access time, an interface without wait states is feasible. Be-

sides requiring no wait states, SRAMs do not require the

refresh circuitry that Dynamic RAMs (DRAMs) need. Neither

do they require the error checking and conecting circuitry

that DRAMs need for conecting soft emsrs. The timing dia-

grams for SRAM Read and Write cycles with the MMU are

illustrated in Figures 4 and 5 respectively. The SRAMs are

organized into even and odd banks. Tfie Write Enable (WE)

signals for the SRAMs are generated by logically combining

address line AO and HBE with the WR signal from the TCU.
Both even and odd SRAM banks are always enabled during

Read cycles.

EPROM INTERFACE:

With cunent technology, EPROMs up to 64-Kbyte densities

are available. In particular, the 27128 type EPROMs are

available with 150-nanosecond maximum access times.

These EPROMs can be used in the NS32016-based system

without wait states. The timing diagram for the EPROM
Read cycle, with the MMU is illustrated in Figure 3. The
Output Enable (OE) inputs to the EPROMs are connected to

the RD signal. This will cause both even and odd bytes of

the set of EPROMs to be enabled for a byte or word read

from the CPU. This does not affect the data as the CPU will

read the appropriate byte(s). A single DMPAL16L8A devtee

is used to generate all the required chip select signals.

I/O INTERFACE:

CPU accesses to the serial communicatkins devices require

the insertkin of at least two wait states. This is accom-

plished by activating the TCU WAIT2 input during such ac-

Furthermore, the leading edges of the Read and Write

strobes are delayed by one clock cycle. This is necessary

since the time delays of the Read and Write strobes from

Address Valid, required by the communications devices, are

larger than the delays provided by the 32000 chip set during

normal bus accesses. The system uses two NS1 6450s. This

facilitates its use in stand-alone, stand-aside or transparent

configuration. The two NS1 6460s have their oscillator pins

(XTAL1 and XTAL2) connected to the crystal circuit as illus-

trated in Figure 1. The two NSI 6450s are interfaced to stan-

dard RS232C communication ports with jumpers. The jump-

ers allow the configuration of either port as a data-terminal

or as a data-set
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One port can be used to communicate with a host comput-

er. The other can be used to interface the system to a terml-

nai. If M0N16 software is used, it is possible to communi-

oate from the terminal to a host computer such as a Nation-

al Semiconductor SYS/32tm or a VAX™. Files stored in the

host can be down-loaded into the NS32016-based system

memory and executed at 10 MHz without wait states.

PAL16L8A
Part*
Chip Select Generation

National Semiconductor

A23 A22 A21 A20 A19 A18 A17 A16 A15 GND

A14 SICU CSRl CSR2 CSR3 CSR4 CSIO AS CSE VCC

/OSE = /A23 • /A22 * /A21 * /A20 ' /A19 ' /A18 *

/CSRX = /A23 • /A22 ' /A21 ' /A20 ' /A19 * /A18

/CSR2 = /A23 * /A22 ' /A21 * /A20 * /A19 * /A18

/CSR3 = /A23 • /A22 * /A21 * /A20 * /A19 * /A18

/CSR4 = /A23 * /A22 ' /A21 * /A20 * /A19 * /A18

/CSIO = A23 ' A22 • A21 * A20 ' A19 * A18 ' A17

/SICU = A23 * A22 • A21 * A20 ' A19 * A18 * A17

The Non-Masl;able Interrupt signal (NMI) is used to return

from "runaway" programs to the monitor without destroying

the contents of the Program Counter and Processor Status
Register. The circuit shown in Figure 1 provides an NMI
pulse signal to the CPU.

/A17 • /A16 * /A15

' /A17 * /A16 • A15 • /A14

' /A17 * /A16 * A15 * A14
' /AI7 * A16 * /A15 * /A14

' /A17 * A16 * /A15 • A14

A16 * A15 * /A14

A16 • A15 * A14 * /AS

FIGURE 2. PAL Equations In PALASMtm Format

CONFIGURATION SWITCHES:

Dip switches have been used in the circuit for system con-

figuration as illustrated in Figure 1. The CPU reads them at

power-on or system reset to set the baud rate of the I/O

ports and the CPU configuration register. Switches SI , S2,

S3 and S4 set the baud rate. Table I lists the various baud

rates possible with M0N16 software. Switch S5 indicates

the presence of an FPU in the system and S6 indicates the

presence of an MMU in the system (Table II).

TABLE I

84 S3 S2 S1 Baud Rate

ON ON ON ON 19200

ON ON ON OFF 9600

ON ON OFF ON 7200

ON ON OFF OFF 4800

ON OFF ON ON 3600

ON OFF ON OFF 2400

ON OFF OFF ON 2000

ON OFF OFF OFF 1800

OFF ON ON ON 1200

OFF ON ON OFF 600

OFF ON OFF ON 300

OFF ON OFF OFF 150

OFF OFF ON ON 134

OFF OFF ON OFF 110

OFF OFF OFF ON 75

OFF OFF OFF OFF 50

RS232C JUMPER CONNECTIONS:

If a particular port in the system Is to be connected to a

terminal, the associated jumpers need to be configured for a

Data Set. With reference to Figure 1, the jumper connec-

tions for a Data Set configuration are as follows:

a-c, b-d, e-g, f-h, i-j, k-l.

If the port is to be connected to a host computer, the associ-

ated jumpers need to be configured for a Data Terminal.

The jumper connections for a Data Terminal configuration

are as follows:

a-b, c-d, e-f, g-h, i-j, k-i.

Note: a-b => connect node 'a' to node 'b*.

MEMORY MAP
The memory map of the system descritied in this note is

slightly different from the memory map of the DB3201 6 CPU
board. This has been done to simplify the chip-select gener-

ation logic. This requires minor changes to some 'equate'

statements in the M0N16 modules in addition to the I/O

drivers changes to support the NS16450s instead of the

8251s. Figure 2 shows the PAL equations. The memory

map is shown in Table III.

TABLE III

TABLE II

S6 85 Slave Processors

ON ON MMU and FPU

ON OFF MMU
OFF ON FPU

OFF OFF neither

Devices Memory Locations

EPROMs $000000-$007FFF

SRAMs $008000-$017FFF

Serial Port 1 $FF8000-$FF800F

Serial Port 2 $FF8010-$FF801F

ICU-Registers $FFFE0O-$FFFE3F

CNFG Switches $FF8003

>z
o
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FIGURE 5. Memory-Managed SRAM Write Cycle
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1. In all mBmory and I/O cycles, if the MMU is not used, then the Tmmi cycle is absent. See Figures 3, 4 and 5. This will not change the memory or I/O cycle

requirements. The PAV signal will be replaced by the ADS signal which is strobed by the CPU in the T1 cycle,

2. The chip selects for the ICU internal registers and the Configuration latch have been partially decoded in order to reduce the chip count for ttie system.

DECOUPLING CAPACITOR REQUIREMENTS:

Line to ground noise on tiie system can t>e eliminated by

using decoupling capacitors. For the Series 32000 chip set,

the decoupling capacitor details are given In the Series

32000 Data Book. For the random logic used In the system,

a 0.1 fi.F ceramic capacitor for each bipolar TTL device is

recommended. For MOS devices, a 0.1 iiF ceramic capaci-

tor for every row of four to five devices may be used. At the

power inpt/t to the system, a 100 f.iF tantalum capacitor in

parallel with a 0.1 jaF ceramic capacitor may be used.
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POFtTING M0N16:

The changes made to M0N16 to run on this system are in modules MONIMT.ASM and MONSUB.ASM. All changes appear In

lower-case letters in the listing. The code pertaining to the ICU counters in M0N16 has Iseen removed as it is not used.

MONINT*********** ****************

USAEI COHSIAHIS

iobeg: .equ gh'ffSOOO ;I0 start address

usrtl! .equ gh'ffSOOO ;UARTO

usrtcsl: .equ gh'ffSOOa ;UARIO line status register

usrt2: .equ gh'ffSOlO ;UARI1

usrtosa: .equ gh'ffSOla ;UART1 line status register

datap; .equ ;UARIs rev/trans buffer registers

out rdy: .equ 5 ;UARIs tx_rdy bit of the LSR reg.

in rdy; .equ ;UARIs rx_rdy bit of the LSR reg.

switchp; .equ @h'ff8003 ;Dip switches port address

»

; RESET ROUIIB£

init UARTs

save [r8, r3, r4, r5]

addr usrtl, r4

addr usrt2, r5

movb h'80, 6 (r4)

movb h'80, 6 (r5)

set UARTs baud rate

movzbd switchp , rZ ;load switch for baud rate

andb ii'Ot, tZ

movb aoetb !w[r2 :w] , ( r4) ;set UARIO baud rate

movb aoetb+l:ir[r2:w],2 Cr4)

movb acetb:«[r2:T],0(r5) ;set UARTl baud rate

movb aoetb+liw[r2!w] ,2 (r5)

***for debugging only"'

movb h'Oc.O {r4) ;set UARTO to 9600 baud

movb h'0,2 (r4)

movb h'18,0 (r5) ;set UARTl to 4800 baud

movb h'0,2 (r5)

.,.„.,.,„..,.„.„,..„.

movb h'3,6 (r4) ;set LCR of the UARTs

movb h'3,6 (r5)

movb h'Of.S (r4)

movb h'0f,8 (r5)

movb {r4) , r3

movb (r5), r3

restore [r2 , r3 , r4 , r5]

Note: Version 2.00 of M0N16 has been used for the NS32016 system.
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:the divisor values for UARIs with crystal frequency of 1.8432 MHz

acetb:

RST14:

.word 6.12,16,24

.word 32,48,58,64

.word 96,192,384,768

.word 857,1047,1536,2304

HOVD H'lBlOOOCSVMSR

UOVD H* 90000,MHMSR

movb switchp,rl

COMB Rl.Rl

AHDB SW_intU+SW_FPU, Rl

ASHB -3,R1

JCOVZBD CFGH,R2

UOVB PUTI,TOS

liOVQD 0,IOS

CXP GETPUT

TBITB CMFMJCU. CONFIG

BFC RSI14:B

LUR 1ISR,1III)ISR

CXP MAINLP

:19200, 9600, 7200, 4800

;3600, 2400, 2000, 1800

;1200, 600, 300, 150

;134.5, 110, 75, 50

;INIT SVHSR SET TU BEN UB FT UT

;H0NII0R HSR: = IU,AO

;6E:r HUU & FPU BITS FROM SWITCHES

jCONVERT TO CFG BYTE

;PREPAEE CAIi IP GET_PUT

;GET_PUI (GET, 0, CFG) ;

;IF MMU THEN

; LOAD MSR;

;TYFE RESET MESSAGE

.MODULE MONSUB

USART CONSTANTS

***********

lobeg: .egu @h'ff8000 ;I0 start address

usrtl: .egu ©h'ffSOOO ;UART0

usrtosl; .equ @h'ff800a ;UARTO line status register

usrt2: .equ @h'ff8010 ;UART1

usrtcs2: .equ gh'ffSOla ;UART1 line status register

datap: .egu

out rdy:.egu 5

ln_rdy! .egu

usrtoff : .egu h'a ;llne status reg offset from buffer reg
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RDCHR ( DUMMY READ CHAR PROCEDURE )

RDCHR: .PEOC ; PROCEDURE RDCHR (WAII.TRM)

RD_CHR: .BLKB ; PROCEDURE VALUE

RD_WAII:.BLKB ; WAIT/HOWAIT FLAG

RD_TE1J: .BLKB ; TERMINAL HUJIBER

.RETURNS

.BLKW ; RETURN CHK.CHR_RDY FLAG

.VAE [R1,R2]

.BEGIN

addr usrtl.rl ; Rl: ADDRESS OF IRMINAL A

CMPQB TRMA.RD TRM ; IF TRMIHAL_NUM < > THEN

BEQ RDCHRLP !B

addr usrt2,rl ; Rl: ADDRESS OF IRMINAL B

RDCHRLP! ; DO IIHILE IN_RDY=0 AND RD WAITsTRUE

tbitb in rdy.usrtoff (ri) ; IKFu" IN__RDi

BFS RDCHR3:B

; BR RDCHRSiB ;
*• FOR DEBUG ONLY •**

CMPQB TRUE,RD_WAIT

BEQ RDCHRLP ; END;

BR RDCHREX!B

RDCHR3: MOVB 0(R1) .RD OHR ; RDCHR ;=USART DATA

MOVQB TRUE.RD_WAIT ; RD_WAIl!=TRUE

RDCHREX:

.ENDPROC

PRCHR ( PRINT CHARACTER )

FUNCTION — SEND ONE CHARACTER TO TERMINAL

CALLING SEQUENCE PRCHR (ENDF,WAIT, CHR, TRM)

ENDF/WAIT

BOOLEAHO IN/OUT ON INPUT PLAGE WAIT TO END OF OPERATION

OR REURN

ON OUTPUT INDICATES END OF OPERATION

CHR — CHARACTER INPUT CHARACTER TO BE PRINTED

TRM — INTEGER INPUT TERMINAL NUMBER

PRCHR: .PROC

WAIT PRi.BLKB ; WAIT ! BOOLEAN

CHR PR: .BLKB ; ASCII CHR
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< T!UI_CHR:.BLKB ; TERUINAL NUHBER

.RETURNS

.BLKB ; OUIFUT WAIT WAIT rBOOLEAH

.VAR [E1,R2]

.BESIN

addr usrtl.rl ;R1: ADDRESS OF lERHINAL A

CMPQB IRMA.IRIL-CHR ;IF IERl(INAIi_Nini<> THEN

BEQ FRCHRI>P:B

addr usrt2,rl Rl: ADDRESS OF lERMINAL B

PRCHRIiP:

tbitb out_rdy,usrtoff (rl) ;IF IX-RDY =

BFS FRCHR3:S ;IHEH

; BR PRCHRSsB j'"DEBUG OHLY'"

CKPQB FAIiSE.WAII_FR ; IF WAIT THEN REPEAT

BNE PRCHRLP

BR PRCHR£X:B ; ELSE WAIT:=FALSE

PRCHR3: MOVB CHE_PR,0 (Rl)

BOVQB IRUE.WAII_PR jELSE WRITE (DATA-PORT, CHE)

CONCLUSION

This application note describes a method of designing a 1 0-

MHz, no-wait-state NS320l6-based system with off-the-

shelf memory and I/O chips. The system has a powerful

instruction set suitable for high level language compilers.

With availat>le cross-support software (NSX16™) and firm-

ware (M0N16), the NS32016 system can be used to com-

municate with a host computer such as a SYS/32. Pro-

grams can be written in high level languages such as C on
the SYS/32. These programs can tfien be compiled and

assembled to be down-loaded into the IMS32016-based sys-

tem memory to t>e executed.
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Using Dynamic RAIVI With
Series 32000® CPUs

Recent advances in semiconductor technology have led to

high-density, high-speed, low-cost dynamic random access

memories (DRAMs), making large high-performance memo-
ry systems practical. DRAMs have complex timing and re-

fresh requirements that can be met in different ways, de-

pending on the size, speed, and processor interface require-

ments of the memory being designed. For low or intermedi-

ate performance, off-the-shelf components like the DP8419
can be used with a small amount of random logic. For high-

er performance, specialized high-speed circuitry must be

This application note presents the results of a timing analy-

sis, and describes a DRAM interface for the NS32016 opti-

mized for speed, simplicity and cost.

A future application note will discuss such features as error

detection and correction, scrutibing, page mode and/or nib-

ble mode support, in conjunction with future CPUs, such as

the NS32332.

TIMING ANALYSIS RESULTS

Figures 1 and 2 show the number of CPU wait states re-

quired during a DRAM access cycle, for different CPU clock

frequencies and DRAM access times.

Figure 1 is related to a DRAM interface using the DP8419
DRAM controller. Descriptions of the circuitry for use with

the DP841 9 and related timing diagrams are omitted. See
the "DP8400 Memory Interface Family Applications" book

for details.

Figure 2 shows the same data for a DRAM interface using

standard TIL components, specially designed for the

NS32016.

The special-purpose interface requires fewer wait states

than the DP8419-based interface, especially at high fre-

quencies.

These results assume a minimum amount of buffering be-

tween DRAM and CPU.

The results do not apply when CPU and DRAM reside on

different circuit boards communicating through the system

bus, since extra wait states may be required to provide for

synchronization operations and extra levels of buffering.

INTERFACE DESCRIPTION

The DRAM interface presented here has tieen optimized for

overall access time, while requiring moderate speed

DRAMs, given the CPU clock frequency.

This may be significant when a relatively large DRAM array

must be designed since a substantial saving can be
achieved.

The result of these considerations has tieen the design of a

high-speed DRAM interface capable of working with a CPU
clock frequency of up to 15-MHz and 100-nsec DRAM
chips, without wait states.

The only assumption has been that the DRAM array is di-

rectly accessible through the CPU local bus.

National Semiconductor Corp.

Application Note 405

Microprocessor Applications

Engineering

RAM
Access

^
Time CPU Walt States Required

innsec

250 1111 2

200 11 1 1 2 2

150 1111
120 1 1 1

100 11
6 7 8 9 10 11 12 13 CPU Clock

Frequency in MHz

FIGURE 1. Memory Speed vs. CPU Wait States When
Using the DP8419 DRAM Controller

RAM
Access

Time CPU Walt states Required

innsec

250 111 1

200 1 1 1 1

150 1111
120 0000000011
100 00000 .0

6 7 8 9 10 11 12 13 14 15 GPU Clock
Frequency in MHz

FIGURE 2. Memory Speed vs. CPU Wait States

When Using Random Logic

This configuration presents some speed advantages; for ex-

ample, the amount of buffering interposed between CPU
and DRAM array is minimal. This translates into shorter

propagation delays for address, data and other relevant sig-

nals.

Another advantage is that the interface can wori< in com-

plete synchronization with the CPU. This significantly im-

proves performance since no time is spent for synchroniza-

tion. Reliability also improves since the possibility of meta-

stable states in synchronizing flip-flops is eliminated.

A block diagram of the DRAM interface is shown in Figure 3.

Figures 4 through 7 show circuit diagrams and timing dia-

grams.

Interface operation details follow.

RAS AND CAS GENERATION
This is the most critical part of the entire interface circuit. To
avoid wait states during a CPU read cycle, the DRAM must

provkJe the data before the falling edge of clock phase

PHI 2 during state T3. This requires that the RAS signal be

generated early in the CPU bus cycle to meet ttie DRAM
access time. On the other hand, the RAS signal can be

asserted only after the row address is valid and the RAS
precharge time from a previous CPU access or refresh cycle

has elapsed.
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O
The interface circuit shown in Figures 4 and 5 relies on two

advanced clocl< signals obtained from CTTL through a delay

line and some standard TTL gates.

The advanced clock signals, CTTLA and GTTLB, are used

to clock the circuit that arbitrates between CPU access re-

quests and refresh requests. The CTTLB signal is also used

to enable an advanced RAS generation circuit, which caus-

es the RAS signal to be asserted earlier than the CPU ac-

cess-grant signal from the arbitration circuit. This speeds up

the RAS signal by about 10 ns by avoiding the time required

by the arbitration circuit to change state.

A different delay line is used to generate the CAS signal and

to switch the multiplexers for the column addresses. Note

that the CAS signal during write cycles is delayed until the

beginning of CPU state T3, to guarantee that the data being

written to the DRAM is valid at the time CAS is asserted.

The CAS signal is deasserted after the trailing edge of RAS
to guarantee the minimum pulse width requirement.

The timing diagrams in Figures 6 and 7 show the signal

sequences for both read and write cycles.

ADDRESS MULTIPLEXING

The multiplexing of the various addresses for the DRAM
chips is accomplished via four 74AS153 multiplexer chips in

addition to some standard TTL gates used to multiplex the

top two address bits needed for 256k DRAMs. The resulting

nine address lines are then buffered and sent to the DRAMs
through series damping resistors. The function of these re-

sistors is to minimize ringing.

REFRESH

The refresh circuitry includes an address counter, a timer

and a number of flip-flops used to generate the refresh cy-

cle and to latch the refresh request until the end of the

refresh cycle.

The address counter is an 8-bit counter implemented by

cascading the two 4-bit counters of a 74LS393 chip. This

counter provides up to 256 refresh addresses and is incre-

mented at the end of each refresh cycle.

The refresh timer is responsible for generating the refresh

request signal whenever a refresh cycle is needed. This ti-

mer is implemented by cascading two 4-bit counters. Both

counters are clocked by the CTTLB signal; the first is a pre-

settable binary counter that divides the clock signal by a

specified value; the second can be either a BCD or a binary

counter depending on the CPU clock frequency.

With this arrangement, a refresh request is generated after

a fixed time interval from the previous request, regardless of

the CPU activity. A more sophisticated circuit that generates

requests when the CPU is idle could also be implemented.

However, such a circuit has not been considered here be-

cause the performance degradation due to the refresh is

relatively small (lass than 3.3 percent), and the improve-

ment attainable by using a more sophistteated circuit would

not justify the extra hardware required.

CONCLUSIONS

The DRAM interface described in this application uses two

TTL-buffered delay lines to obtain speed advantages. One
delay line is used to time the CAS signal and to enable the

column address. The other is used to generate the ad-

vanced clock signals from CTTL.

Below 10 MHz, the advanced clocks might not be required,

and the related delay line can be eliminated. When this Is

done, however, higher speed DRAMs must be used. If, on

the other hand, advanced clocks must be used for frequen-

cies lower than 10 MHz, a delay line with a larger delay (e.g.

DDU-7J-100) might be needed.

Delay lines are extremely versatile for this kind of applica-

tion due to their accuracy and the fad that different delays

are easily available to accommodate different DRAM types.

The savings attainable by using slower DRAM chips, in addi-

tion to the reliability improvement and cleaner design, make
delay lines a valid alternative, even though their cost Is rela-

tively high in comparison to standard TTL gates.
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Interfacing the

Series 32000® CPUs
to the MULTIBUS®

One of the key elements in a computer system is tiie sys-

tem bus wliich holds all the hardware components together.

The bus contains the necessary signals to allow the hard-

ware components to interact with each other. Memory and
I/O transfers, system interrupts, etc., can all be handled by
the system bus.

A variety of alternatives is available to the designer whenev-
er an interface to a particular bus Is to be designed. For

example, for a low performance CPU, interface perform-

ance might not be of prime concern. In this case, the use of

a standard LSI device implementing the interface functions

might be recommended. If, on the other hand, a high per-

formance CPU is being used and the performance of the

interface is critical to overall system performance, a better

approach might be to design special circuitry using standard

TTL logic In conjunction with high speed PAL®s or gate-ar-

rays. This application note presents an implementation of

the arbitration section of a MULTIBUS interface, specially

designed for the Series 32000 CPUs.

CIRCUIT DESCRIPTION

The MULTIBUS arbitration circuitry described here uses a
high-speed PAL and some standard TTL logic to implement
the arbiter state machine and other control functions. This

solution, in addition to speed advantages, also provides a
higher degree of flexibility as opposed to one which relies

on LSI devices.

A detailed circuit diagram of this arbitration circuitry and the

arbiter state diagram are shown in Figures 1 and 2.

Figure 3 shows a timing diagram of a bus acquisition and
release sequence. In this case a higher priority master was
in control of the bus and a lower priority master issued a bus
request during the current master bus transfer cycle.

As the state diagram shows, the arbiter uses a nonrelease

philosophy, called "Parking." In this scheme, once the bus
is acquired, it will not be released at the end of the access
cycle unless the force-release signal FREL is low or a bus
request has been issued by another master. The latter con-
dition is detected by monitoring the bus lines BPRN and
CBRQ. A bus release sequence is started as soon as CBRQ
is asserted low or BPRN goes high. The arbiter enters state

S3 and asserts the end-cycle detection enable signal

ECDEC to allow appropriate logic to detect the end of the

current MULTIBUS transfer cycle from the on-board CPU.
When the end-cycle condition is detected, further MULTI-
BUS accesses from the on-board CPU are inhibited, and the

signal ECYC is asserted to notify the arbiter that the bus can
be released. Note that if an interlocked operation is In prog-

ress, the end-cycle condition occurs at the end of the last

cycle of the interlocked operation rather than at the end of

the current cycle.

This interlocked mechanism for the bus release Is neces-
sary to guarantee proper operation of the arbitration circuit-

ry, regardless of the bus clock and CPU clock frequencies.

National Semiconductor Corp.

Application Note 406
Microprocessor Applications

Engineering

The nonrelease philosophy is very effective in that it can
save the bus exchange overhead for the cun-ent master

when no other master is requesting the bus. An increase in

reliability also results, since the number of synchronization

operations required for bus arbitrations is minimized.

In this application, particular care has been taken for the

bus interlock. This is important, especially if a dual-port

memory is used, since hardware deadlocks could result if

interlocked cycles are not handled properly.

Consider the case of interlocked operations involving multi-

ple access cycles, with the first access directed to the dual-

port memory and some or all of the subsequent accesses
directed to the system memory. This could happen, for ex-

ample, when the MMU cycles are interlocked, the first-level

page table resides in the dual-port memory, and some
shared second-level page tables are kept either in the sys-

tem memory or in the dual-port memory of another master.

In this case, if the dual-port memory control logic grants an
interlocked access to the MMU (thus setting a locking

mechanism to prevent accesses from external masters until

the end of the interlocked operation), and in the meantime
the bus is acquired by an external master trying to access
the dual-port memory, a hardware deadlock will result. This

is because the dual-port memory is not unlocked until the

MMU accesses the system memory to complete its opera-

tion, while the MULTIBUS is not released by the external

master until the dual-port memory access is granted.

This problem can be solved by requesting the bus at the

beginning of the interlocked operation, even though the in-

terlocked cycle is not directed to the system memory, and
delaying the first interlocked access to the dual-port memo-
ry until the bus has bean acquired.

Another relevant point is the generation of the MULTIBUS
read and write signals. These are derived from the TCU
signals RD and WR. The leading edges of these signals are

delayed to meet the MULTIBUS timing requirements. The
MULTIBUS read signals MRTC and lORC are delayed until

the DBE signal becomes active, since only the address set-

up time requirement must be met. A larger delay is needed
instead, for the MULTIBUS write signals MWTC and lOWC
to meet the data set-up time requirement. Note that the de-

lay line sen/es this purpose only during the first bus access
immediately following an arbitration sequence.

SIGNALS DESCRIPTION

Details on most signals used in the MULTIBUS arbitration

circuitry can be found in the appropriate MULTIBUS specifi-

cation manuals and Series 32000 data sheets. A description

of those signals not found in these documents follows.
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Bus Override (OVERR): This signal is from an override flip-

flop and can be used to hold the bus during burst transfers.

The maximum duration for this signal to be asserted must

not exceed the shortest time-out setting in the system. Note

that the signal LOCK is not activated when the bus is over

ridden by the signal OVERR. This is because the LOCK
signal can only be asserted for a maximum of 12 microsec-

onds, while the bus can be overridden for several millisec-

onds, depending upon the system requirements.

10 Select (lOSL): This signal is generated by the address

decoder and is asserted when the MULTIBUS I/O space is

accessed.

MULTIBUS Select (MULSL): MULSL is from the address

decoder and is asserted when a MULTIBUS memory or I/O

access is requested.

Time-Out (TOUT): This signal is generated by a fail-safe

timer and is used to terminate the cycle if a bus grant, a

peripheral, or memory acknowledge is not generated within

a certain period of time.

Address Buffers Enable (AEN): When SEN is active, the

MULTIBUS address buffers are enabled.

Data Buffers Enable (QlN): When DEN is active, the

MULTIBUS data buffers are enabled.

Interlocked Cycle (INTL.K): Active high. This signal, when
active. Indicates that an interlocked cycle either is being

started or Is In progress. INTLK is used by the dual-port

memory control logic to control Interlocked accesses.

Bus Available (BUSAV): This signal is used to notify the

dual-port memory control logic that the bus has been ac-

quired and an interlocked access can be granted. This is

necessary to avoid hardware deadlocks.

SREQ • (BPflN + BUSY + SECVC)

EmOR
SHIE

BPRN • cam • RIEL

SECVC

FIGURE 2. MULTIBUS Arbiter State Diagram
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JUMPER SETTINGS

The following explains how to use the different jumpers pro-

vided in the MULTIBUS arbitration circuitry.

W1 : This jumper should be installed If MMU cycles must be

interlocked. This may be necessary If some page tables

must be shared by different masters.

W2: W2 should be installed if W1 is installed and some
shared page tables are kept in the dual-port memory of an-

other master.

W3: If this jumper is not installed, an interlocked access
cycle generates a MULTIBUS request, even though the cy-

cle is not directed to the MULTIBUS. This may be necessary

to avoid deadlocks. This jumper can be installed if all the

cycles of an interlocked operation are always directed to

either the MULTIBUS or the dual-port memory. This could

improve the system performance by eliminating the need to

acquire the bus when an interlocked operation only access-

es the dual-port memory. This jumper should not be In-

stalled when using the present versions of the Series 32000
CPUs because these CPUs can prefetch between the read

and write cycles of an interlocked operation.

W4: When this jumper is installed, the bus is released at the

end of each cycle. This should be avoided if all the masters
in the system support CBRQ, since a significant perform-

ance degradation would result However, if some lower pri-

ority master does not support CBRQ, W4 must be installed
,

otherwise the lower priority master (not supporting CBRQ)
will not be able to acquire the bus.

W5: When W5 Is installed, a "fairness" arbitration mecha-
nism Is activated. In this case a new bus request Is issued

only when all other external requests have been serviced.

This allows a serial arbitration scheme to be used with three

masters (or more. If the bus clock frequency is reduced)

heavily using the bus, without the risk of the bus being mo-
nopolized by the two top priority masters.

W6: W6 must be installed wtien a serial (daisy chain) arbitra-

tion scheme is used. It must tie removed when using a par-

allel scheme.

Arbiter Logic Equations

SO := SO * (SREQ + FAIR • 5BR5) + S1

S1

S2

S3

' SREQ + S3 * SECYC + RST + ERRST
(SO • SREQ (FAIR + CBRQ) + SI * SREQ • (BPRN + BUSY + SECYC)) • RST
(SI * SRiQ * BPRN • BUSY ' SECYC + S2 • BPRN • CBRQ * FREL) * RST
(S2 * (BPRN + CBRQ + FREL) + S3 * SECYC) * RST

State Encodings

50 = A»B»C«D

51 = A«B»C»D

52 = A«B»C»D

53 = A«B«C«D

Error state

ERRST = A«B«C«D
FIGURE 4. Arbiter Logic Equations and State Encodings

PAL16R8A

PART #

MULTIBUS ARBITER

NATIONAL SEMICONDUCTOR
CLK REQ RST ECYC BUSY CBRQ BPRN FREL FAIR GND
EN NC NC SECYC SREQ C B A D VCC
/A := A * /B * C * D • /SREQ • /BPRN * BUSY SECYC • RST + /A * B • C ' D * RST

+ /A • B • C • /D * SECYC * RST
/B := A • B ' /C * D • /SREQ • FAIR * RST -I- A • B * /C • D * /SREQ ' CBRQ • RST

-I- A * /B * C • D • /SREQ • BPRN • RST + A ' /B • C * D * /SREQ * /BUSY ' RST
+ A * /B • • D • /SREQ • /SECYC • RST

/C := A • B • /C • D * SREQ -I- A • B * /C • D " /FAIR • /CBRQ -I- A * /B • C ' D • SREQ
+ /A ' B • C • /D /SECYC + /RST + A * B • C • D

/D: /A • B • C • D • BPRN • RST -I- /A • B • C "

-I- /A B • C • D * /FREL • RST + /A * B ' C
/SREQ := REQ
/SECYC := ECYC

D * /CBRQ RST

/D ' SECYC • RST

FIGURE 5. PAL Equations in "PALASM" Format
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A Systems-Oriented
Microprocessor Bus

INTRODUCTION

Viewed from the standpoint of hardware throughput, the

performance attained by state of the art architectural and

technological Implementations is a result not only of what

gets done per instruction, but also of the available memory

speed and bandwidth as perceived by the processor. In ad-

dition to the memory parameters, the effects of DMA, proc-

essors' contentions and the system bus itself needs to be

considered. The clock frequency provided by the process

and design techniques is limited by the complexity of archi-

tecture and its implementation. This mechanism limiting the

performance of the "theoretical" machine running by itself;

the actual in-system performance is further limited by the

protocols interfacing the machine to system memory and

the bandwidth of memory.

Until recently, advances in processes and architectural im-

plementations were the main tools used to improve per-

formance in a uniprocessor or few processors' environment,

due largely to the price and size of computing clusters which

were considered to be the main resources of the system

and the resulting price of communications to memory and

I/O. The introduction of computing clusters such as the Se-

ries 32000® family, consisting of CPU (Central Processor

National Semiconductor Corp.

Application Note 449

Unit), MMU (Memory Management Unit), FPU (Floating

Point Unit), TCU (Timing Control Unit), has changed the

price/performance criteria to the point where the use of

multiple processors has become a viable way to leapfrog

the far too slow progress in process and integration capabil-

ities.

Given the appropriate tasks and software, a multiprocessor

system can increase its total throughput by a very significant

factor compared to the performance that available process-

es and hardware have acquired for the single processor.

Furthemnore, this throughput is obtainable incrementally,

making the multiprocessing a more flexible and better long

range investment for both OEMs and end users.

The NS32332, a new CPU in the Series 32000 family, has
aHHrACCAH tKa icciiac r\f fact euctam /mam/\n/ hue rymtnnnl

and multiprocessing support in addition to Internal architec-

tural enhancements. Together with the NS32382 MMU and

NS32310 FPA, it becomes the third computing cluster to be

released by NSC with a 15 MHz relative performance evalu-

ated at 2-3 times the NS32032 cluster at 10 MHz. The size

and price of Series 32000 computing clusters together with

the denser packing of other components have combined to

ADD/DATA COKTROLS S STATUS

t t
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w^m
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FIGURE 1. NS32332 Internal Architecture. Shading indicates enhancements to the NS32032 Implementation. The

principal new elements are a high-speed ALU and address shifter in the address-computation unit, an additional 12

byies in the instruction prefetch queue (used with burst transfers), and a new high speed external Interface.
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provide multiprocessing performance equivalent to the per-

formance of superminis and mainframes with the added bo-

nus of reliability and low cost maintenance features. System

architectures using private caches and global memory for

example, are now in a position to contemplate delivering

10 MIPS per board due to the compact size of the new
cluster, with maximum performance per box driven by the

bandwidth and physical length of the system bus.

Note: The MIPS referenced are Series 32000 instruction set MIPS.

NS32332 ARCHITECTURE

The NS32332 (Rgure 1) has been configured as a hardware

microarchitectural Improvement of the NS32032 CPU, using

the relevant parts of its database, automatically ensuring

the correctness of the programmer's architectural model.

The main NS32032 referenced architectural enhancements

relate to the addition of new dedicated addressing hardware

(consisting of a high speed ALU, a barrel shifter and an

address register), a very efficient increased (20 bytes) In-

struction prefetch queue, a new system/memory bus inter-

face/protocol, increased efficiency slave processor proto-

col and finally enhancements of microcode.

The resulting machine is a three stage pipelined micropro-

grammed CPU. Compared to the NS32032, it has a larger

address space (32 bits), faster address calculation, faster

execution time and faster memory references causing less

"contention per mips" both internally and externally with the

system and other processors. The imprewements have been

made possible using a more advanced process which en-

abled the implementation of additional circuitry on the chip

as well as a higher frequency, the full effect of which Is

ensured by the zero-waits implementation possible at

15 MHz.

PHYSICAL DESCRIPTION

Featuring full 32 bit internal and external address/data

paths, the 10.1 x 8.7 mm chip contains 80,000 transistor

sites and is housed in an 84 pin PGA package. It is imple-

mented in 2.8 micron drawn minimum feature, single metal,

single poly NMOS and operates at 15 MHz from one -I-6V

supply dissipating a worst case evaluated power of 3W. The
externally generated clock delivers two non-overlapping

phases and provides the required system synchronizations

via a TTL compatible clock and special circuitry for multi-

processor clock synchronization.

MEMORY PARAMETERS
The efficiency of the machine/memory protocol determines
the maximum frequency at which the machine will nin with-

out wait states, the machine transaction rate vrith memory,
and the minimization of contention between processors.

Pipelined machines' perfomance is impacted by the intro-

duction of wait states due to memory access time [Figure 2),

exhibiting sometimes 25% performance loss on the first

wait state with decreasing percentages for losses due to

subsequent wait states. Non-optimized protocols may ne-

gate the achievements of process and circuit technologies

by losing the performance advantage to inefficient system
interface. For a given machine/memory protocol, the oper-

ating frequency and the number of clocks allowed for mem-
ory access will determine the required memory access time;

conversely, the maximum achievable zero-wait-states fre-

quency, is determined by the available system memory ac-

cess times and the number of clocks allowed by the proto-

col between address generation and data setup (memory
read cycle).

PERFORMANCE
1

3 4 5 6 7

WAIT STATES

TUEE/8762-2

FIGURE 2. Processor with inefficient system/memory
bus. Performance, high without wan states, drops

significantly when introduced in a real system. Note the

marginal effect clock frequency (f) Increase has In the

presence of wait states.

A second parameter Is the memory bandwidth required by
the machine to support the transaction rate it needs to de-

velop Its throughput. Given that a relationship exists be-

tween the MIPS rate of the machine and the average num-
tier of memory accesses it needs to make per instruction

(workload dependent), the available memory bandwidth is

perceived to directly impact perfomiance, memory cycle

times, protocol efficiency and contentk>n with DMA, cache
operations and/or other processors will combirie to deter-

mine the throughput achievable in a real system.

As will be shown later, the NS32332 cluster has met the

above requirements by providing a protocol supportive of

zero-waits at top frequency, requiring minimal bandviridth by

using burst transactions, achieving in the process a combi-

nation of high speed access time and low memory band-

wkjth.

MULTIPROCESSING SUPPORT

Extending performance beyond the capabilities of both chip

technology and system memory bandwidth, multiprocessing

architectures can effk;iently harness the power of many
processors by providing the appropriate software environ-

ment and by increasing the available memory bandviridth.

Multiprocessing support consists of providing the features

required to support the Integrity of program execution

across multiple processors and the hardware implementa-

tion of memory bandwidth extension. Particularly demand-
ing is the architecture using private caches and global mem-
ory. In additton to supporting system interlocks to provkje

atomic semaphore operations, the computing cluster must

ideally provide efficient matching to cache speeds at the

maximum cluster frequency. It must obtain zero-wait-states

while still ideally providing physical cache addressing, and
have low memory bandwidth to minimize the impact of

cache operations.

From the point of view of cluster design, these requirements

translate to:

1. Providing hardware support for indivisible CPU and MMU
operations.

2. Zero-wait-states access timing has to include the MMU
translatkin delay.

3. Reduce memory bandwklth

by short minimal protocol

interleaved memory techniques

pipelined arbitration

fast turnaround of I/O TRI-STATE*s
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NS32332 PERFORMANCE AND FEATURES

Featuring 4 Gbyte uniform addressing, the 32-address-bits,

32-data-bits NS32332 is designed to provide at 1 5 l\/IHz 2-3

times the throughput of the NS32032 at 10 MHz. The per-

formance enchancement is partly due to the 1.5 frequency

increase (all of which is utilizable due to zero-waits in realis-

tic 15 MHz systems) and partly due to architectural en-

hancements (the new address hardware contributes 25%,

the bus improvements 15%, the deeper queue 8%, the mi-

crocode enhancements contribute 2%). Perfomnance im-

provement has been approached at the system level via a

balanced design where the internal architecture has de-

creased the "clocks per instruction", the process and cir-

cuits have increased the frequency and the system/memory

bus has been designed to provide the bandwidth and ac-

cess time required for full in-system throughput.

Internally, less clocks per instruction are obtained by two

ALUs sharing the work using dedicated buses. The multiple

bus Address Unit hardware has improved performance by

providing higher speed effective address computation and

access to internal registers, a barrel shifter on one input

provides array indexing of items sized 1 , 2, 4, or 8 bytes with

no additional time delay.

The deeper instruction prefetch queue, supported by the

burst protocol contributes to reducing the clocks per instruc-

tion by minimizing the average instruction access time since

instructions can now be fetched not only faster but also

causing less contention with data. Similarly, the data path

speed has been improved due to the decrease of conten-

tion with the instructions path.

The process and circuit techniques are providing a fi-equen-

cy of 15 MHz in a fairly simple chip (80,000 transistor sites)

for its instruction set and throughput. The other chips, far

simpler than the CPU, are njnning at the same clock fre-

quency to provide a fully integrated computing cluster.

The NS32332 system/memory bus has been designed to

provide the longest time possible for use of RAM (at zero-

waits, the better part of two 66 ns clocks, is available be-

tween non-multiplexed physical address and read data re-

quired). To support the more stringent requirements of mul-

tiprocessing caches, the bus design was driven by the need

to provide a physically addressed, zero-waits design, not

only on the data path but also in generating the cache

match signal. In Figure 3, the two critical paths are shown

on a simplified diagram of a two-way set associative cache.

The data access is less demanding as the physical address

needs to propagate only via the cache data RAM. The

match propagation path has to ascertain that both the inter-

nal MMU and cache directories have found a match and still

drive the Ready logic with appropriate setup time to stop the

transaction if a miss has to be acted on.

In cache read, for example {Figure 4), the critical paths of

the two way set associative cache have tx>th been support-

ed for a physical cache design using existing components

without the need of wait states. Compared to the NS32032,

the major enhancements are focused on accepting the

Ready signal one half clock later and a new approach for

MMU design which has the translation buffer operate in fall-

through mode for increased speed, overiapping virtual ad-

dress propagation and physical address translation, to save

the one or two waits required by other processors. The new

bus protocol has reduced the clock's count to only four

clocks per transaction, MMU translation included, with only

two clocks dedicated to actual memory communication,

thus decreasing the required memory bandwidth in circuit
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FIGURE 4. NS32332 Cache Read. The protocol at

15 MHz is designed to drive realistic cache memory
without wait states.

implementations where bus switching is performed by AS
buffers. Less memory bandwidth sensitivity has resulted.

The impact of DMA and processor contention is minimal;

with AS buffers two processors may be connected to the

same memory bus.

Further reductions of access time and bandwidth require-

ments are achieved by the provision of a dynamically con-

trollable burst protocol (Figure 5), which improves the per-

ceived memory access time by factor 1 .6 for interleaved

memory systems, nibble mode or static column RAMs. in

nibble mode, for example, for inexpensive implementations,

the presence of one wait state will be felt only during the

first access causing the whole transaction to behave as if

the memory was exhibiting only 1 /4 wait state. An additional

benefit obtained by the burst mode is the reduction of inter-

nal contention between the Instructions and data transac-

tions. The burst mode is especially efficient for instructions

prefetching, long/non-aligned operands and for bus sizes

smaller than 32 bits. The burst protocol Involves the use of

a Burst Request line driven by the CPU and a Burst Ac-
knowledge line driven by the memory or device addressed.
Both lines are dynamically sampled to check for burst con-
tinuation. The removal of Burst Acknowledge will dynamical-

ly transform the remainder of the transaction into a renewed
normal memory access. Data during the burst is moved at 2-

clock intewals without regenerating the address; data rate

during the burst may reach a maximum of 30 Mbytes/sec,

about twice faster than comparable processors. Control of

the Ready line may be employed to reduce burst speeds to

match the needs of slower memories/buses.

The new bus provides enhanced fault tolerant support via

dedicated Bus Retry and Bus Error lines. A dynamically vari-

able data bus width (8, 16, or 32 bits) allows the machine to

execute code of varying widths for economy, available sys-

tem bus data widths or fault tolerant purposes. The burst

feature makes bus width reduction be less Impacting than
normal accessing, for instance, only six rather than eight

clocks are required to transfer a 32-bit operand over a 16-bit

bus. Bus arbitration is handled at three levels depending
upon the nature of the transaction; for interchip communica-
tions it Is provided by the slave protocol; for chips-to-system

communication, by exercising of the CPU Float line and for

computing ciuster-to-system accesses, by options begin-

ning with the classical but slow Hold/Holdack protocol and
ending with a pipelined arbitration scheme to take full ad-

vantage of the available memory/system bandwidth. Pipe-

lined arbitration is further supported by early processor BlU
transaction status (for determining priorities between proc-

essors) and an advanced status strobe line. Prevention of

system bus deadlocks is supported by either the bus retry

function or cycle hold function, both of which can regener-

ate the transaction. Interlocked arbitration is made possible

via dedicated lines driven by the CPU and MMU chips. The
local/system arbiter may then decide if and when to allow

the interiocked access using if necessary the bus retry func-

tion.
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FIGURE 5. Burst transactions begin with a normal transaction followed by additional data transfers at twice the
speed. The BREQ and BACK lines are used to implement the handshake between memory and cluster.
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The slave bus is implemented using the same a/d lines as

the system/memory bus. The local-system/memory buffers

are used to disconnect the local bus from the system bus

during local transactions. Slave transactions are two cycles

long and may use the full 32-bit bus width. Compared to the

NS32032, the slave overhead has been reduced considera-

bly by internal improvements in the instruction decode/op-

erand move paths as well as by the new 32-bit bus.

The NS32332 protocols' complement supports all of the

present and future computing cluster members to provide

for easy hardware upgrading and economy of solutions.

Switching slave configurations is programmed by the use of

configuration registers.

SYSTEM DESIGN STRATEGY

The computing cluster implementation provides the highest,

easiest to purchase throughput per square inch; the small

size and price encourage its use in multiprocessor architec-

tures. In single processor configurations, aside from per-

formance, the computer cluster provides the least price and

development risk for new products. The Series 32000 family

provides continuously improving top performance comput-

ing clusters, tools, compilers and operating systems, cover-

ing the most important features of mainframes and minis.

The system designer is now free to concentrate on the real

software and hardware Issues concerning the implementa-

tion of system architecture with his efforts spent in the direc-

tions which make his system competitive and timely. The
up-down compatibility of the architecture across chip gener-

ations ensures the continued value of software investments,

a benefit carried over to the end user.

SUMMARY
A first step in the direction of multiprocessing has been tak-

en by the Series 32000 family of computing clusters. With

unchanging long term architecture and multiple hardware

protocols, the NS32332 cluster provides increased perform-

ance without devaluing the software investment, packing

2-3 times the performance of its predecessors in a very

small, inexpensive set of chips. As Increased cache sizes

become possible via denser packing, multiprocessing con-

figurations find themselves in a good position to incremen-

tally deliver throughput previously found only in superminis

or mainframes. The NS32332 cluster contributes strongly to

the performance, size and price of the new machines arid to

their longevity.
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Glossary
In our efforts to be concise and precise, we often invent new words or acronyms to use as shorthand representations of "things"

that require much ionger names if the jargon Is not used. Being humans, we then become very impressed with our ability to

exclude those not in "the know" and another "in" group is formed. This glossary has been developed to help bridge this

language gap. We know it will help. We hope you will use It.

Abort—The first step of recovery when an instruqtion or its operand(s) is not available in main memory. An Abort is initiated by

the Memory Management Unit (MMU) and handled by the CPU.

Absolute Address—An address that is permanently assigned to a fixed location In main memory. In assembly code, a pattern

of characters that identifies a fixed storage location.

Access Time—The time interval between when a request for Information is made and the instant this information is available.

Access Class—The five Series 32000 access classes are memory read, memory write, memory read-modify-write, memory
address, and register address. The access class informs the Series 32000 CPU how to interpret a reference to a general

operand. Each instruction assigns an access class to each of it two operands, which in turn fully defines the action of any

addressing mode in referencing that operand.

Accumulator—^A device which stores the result of an ALU operation.

Ada—A high level language designed for the Department of Defense, it gives preference to full English words. It is meant to be
the standard military language.

Address—An expression, usually numerical, which designates a specific location in a storage or memory device.

Address-Data Register—A register which may contain either address or data, sometimes referred to as a general-purpose

register.

Address otfuuc—Control SiQna! used to tei! externa! devices when the address is valid on the external address bus.

Address Translation—^The process by which a logical address emanating from the CPU is transformed into a physical address

to main memory. This is performed by the Memory Management Unit (MMU) in Series 32000 systems. Logical address to

Physical address mapping is established by the operating system when It brings pages into main memory.

Addressing Mode—^The manner In whk;h an operand is accessed. Series 32000 CPUs have nine addressing modes: Register,

Register Relative, Memory Relative, Immediate, Absolute, External, Top-of Stack, Memory Space, and Scaled Indexing.

Algorithm—A set of procedures to which a given result is obtained.

Alignment—The issue of whether an instruction must begin on a byte, double byte, or quad byte address boundary.

ALU—Arithmetic Logic Unit. A computational subsystem which performs the arithmetic and logical operatkins of a digital

system.

Array—A structured data type consisting of a number of elements, all of the same data type, such that each data element can

be individually identified by an integer index. Arrays represent a basic storage data type used In all high-level languages,

ASCII—{American National Standard Code for Information Interchange, 1 968). This standard code uses a character set gener-

ally coded as 7-bit characters (8-bits when using parity check). Originally defined to allow human readable information to be

passed to a terminal, it is used for information interchange among data processing systems, communication systems, and

associated equipment. The ASCII set consists of alphabetic, numeric, and control characters. Synonymous with USASCII.

Assemble—^To prepare a machine language program (also called machine code or object code) from a symbolic language

program by substituting absolute operation codes for symbolic operation codes and absolute or relocatable addresses for

symbolic addresses. Machine code is a series of ones and zeros which a computer "understands".

Assembler—^This program changes the programmer's source program (written in English assembly language and understand-

able to the programmer) to the 1's and 0"s that the machine "understands". In particular, the Assembler converts assembly

language to machine code. This machine code output is called the OBJECT file.

Assembly Language—^A step up in the language chain. This is a set of instructions which is made up of alpha numeric

characters which, with study, are understandable to the programmer. Different type of machines have different assembly

languages, so the assembly language programmer must learn a different set of instructions each time s/he changes machine.

Associative Cache—A dual storage area where each data entry has an associated "tag" entry. The tags are simultaneously

compared to the input value (a logical address) in the case of the MMU, and if a matching tag is found, the associated data entry

is output. An associative cache is present within the MMU in Series 32000 systems to provide logk;al-to-physlcal address

translation.

Asynchronous Device—k device in which the speed of operation is not related to any frequency in the system to which it Is

connected.

BASIC—This acronym stands for Beginner's All-purpose Symbolic Instruction Code. BASIC is one of the most "English like" of

the high level languages and is usually the first programming language learned.

Baud Rate—Data transfer rate. For most serial transmission protocols, this is synonymous with bits-per-second (bps).

BCD—Binary Coded Decimal. A binary numbering system for coding decimal numbers. A 4-bit grouping provides a binary value

range from 0000 to 1001, and codes the decimal digits "0" through "9". To count to 9 requires a single 4-bit grouping; to count

to 99 takes two groupings of 4 bits; to count to 999 takes three groupings of 4 bits, etc.

Benchmark—In terms of computers, this refers to a software program designed to perform some task which will demonstrate

the relative processing speed of one computer versus another.
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M Glossary (Continued)

O Bit—An abbreviation of "binary digit". It is a unit of information represented by either a one or a zero.

BK Field—A group of bits addressable as a single entity. A bit field is fully specified by the location of Its least significant bit and

its length in bits. In Series 32000 systems, bit fields may be from one to 32 bits in length.

Brancli—^A nonsequential flow in a software instruction stream.

Breal(point—A place in a routine specified by an Instruction, instruction digit, or other condition, where the software program

flow will be interrupted by external Intervention or by a monitor routine.

Buffer—An isolating circuit used to avoid reaction of a driven circuit on the corresponding driver circuit. Buffers also supply

increased current drive capacity.

Bus—^A group of conductors used for transmitting signals or power.

Bus Cycle—The time necessary to complete one transfer of information requiring the use of external address, data and control

buses.

Byte—Eight bits.

Byte Enable—BEO to BE3. CPU control signals which activate memory banks, each bank providing one byte of data per

address.

C—A highly structured high level language developed by Bell Laboratories to optimize the size and efficiency of the program.

This language has gained much popularity because it allows the programmer to get close to the hardware (low level) as well as

being a high level language. Before C, the programmer who had to address the hardware had to use assembly language or

machine code.

Cache—See Associative Cache.

Cache Hit—In the MMU, logical-to-physical address translation takes place via the associative cache. For this to happen, the

addressed page must be resident In physical memory such that a logical address tag is present in the MMU's translation cache.

Cache Miss—When a logical address is presented to the MMU, and no physical address translation entry is found in the MMU's

associative cache.

Cascaded—Stringing together of units to expand the operation of the unit. Interrupt Control Units present in a Series 32000

system which are in addition the Master ICU are refen-ed to as "cascaded" ICUs; i.e., interrupts cascade from a second-level

ICU through the master ICU to the CPU.

Clock—A device that generates a periodic signal used for synchronization.

Clock Cycle—After making a low-to-high transition, the clock will have completed one cycle when it is about to make another

low-to-high transition. This time is equal to 1/f where f = the clock frequency.

COBOL—This acronym stands for "Common Business Oriented Language". It is a language especially good for bookkeeping

and accounting.

COFF-COMMON OBJECT FILE FORMAT is a standard way of constaicting files developed by AT&T for the express purpose of

making all files similar. This will help reduce the situation where large files developed by one organization won't run on another

organization's equipment simply because the software interfaces are different. It provides a great potential for savings in both

time and money.

Compile—To take a program written in a High-Level Language such as C, Pascal, or FORTRAN and convert it into an object-

code format which can be loaded into a computer's main memory. During compilation, symbolic HLL statements, called source

code, are converted into one or more machine instructions which the CPU "understands". A compiler also calls the assemble

function.

Compiler—The program that converts from Source to Machine Code. The conversion is from a particular high level language to

machine code. For example, the C compiler will convert a G source program written by a programmer to machine code. This

machine code output is in the same format as that of the assembler and is also called an OBJECT file.

CPU—Central Processing Unrt. The portion of a computer system that contains the arithmetic logic unit, register file, and other

control oriented subsystems. It performs arithmetic operations, controls instruction processing, and provides timing signals and

other housekeeping operations.

Cross Support—The alternative to using a "Native" development like S"»'S32 to develop your programs is to use Cross Support

software. "Native" means that the CPU in the development system is the same as the CPU in the system being developed.

Cross support software is all of the necessary programs for development that operate on one CPU, but generate code for

another CPU. Use of the VAX to generate Series 32000 code is a good example of cross support.

Demand-Paged Virtual Memory—A virtual memory method in which memory is divided into blocks of equal size which are

referred to as pages. These pages are then moved back and forth between main memory and secondary storage as required by

the CPU. Demand paging reduces the problem of memory fragmentation which results in unused memory space.

Dispatch Table—In Series 32000 systems, this is an area of memory which contains interrupt descriptors for all possible

hardware interrupts and software traps. The interrupt descriptor directs the CPU to the module descriptor for the procedure

which is designed to handle that particular interrupt.

Displacement—A numerical offset from a known point of reference. Displacements are used in programming to facilitate

position independent code, such that a given program can be loaded anywhere in memory. In Series 32000 processors, a

displacement is contained in the instruction itself.
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Glossary (continued)

DMA—Direct Memory Access. A method that uses a small processor (DMA Controller) whose sole task is that of controlling

input-output or data movement. With DMA, data is moved into or out of the system without CPU intervention once the DMA
controller has been initialized t>y the CPU and activated.

Double-Precision—With reference to 32000 floating-point arithmetic, a double-precision number has a 52-bit fraction field, 11-

brt exponent field and a sign bit (64-bits total).

Double Word—Two words, i.e., 32 bits.

Editor—A program which allows a person to write and modify text This program can be as complicated as the situation

requires, from the very simple line editor to the most complicated word processor. Letters, numbers and unprintable control

characters are stored In memory so that they can be recalled for modification or printing. The programmer uses this device to

enter the program into the computer. At this stage, the program is recognizable to both the programmer and the computer as

lines of English text. This English version of the program is known as the SOURCE.

Emulate—To Imitate one system with another, such that the imitating system accepts the same data, executes the same

programs, and achieves the same results as the imitated system.

Exception—An occurrence which must be resolved through CPU Intervention. An exception results In the suspension of normal

program flow. In Series 32000 systems, exceptions occur as a result of a hardware reset, interrupt or software traps. Execution

of floating-point instructions may also result In occurrences which must be resolved through CPU inten/ention.

Exponent—In scientific notation, a numeral that indicates the power to which the base is raised.

EXEC2—NSC's Real Time Executive for Series 32000.

FIFO—First-in first-out A FIFO device is one from which data can be read out only in the same order as it was entered, but not

necessarily at the same rate.

Floating-Point—A method by which computers deal with numbers having a fracttonal component In general, it pertains to a

system in which the location of the decimal/binary point does not remain fixed with respect to one end of numerical expressions,

but is regularly recalculated. The location of the point Is usually given by expressing a power of the base.

FORTRAN—A high level language written for the scientific community. It makes heavy use of algebraic expressions and

arithmetic statements.

FP—Frame Pointer. CPU register which points to a dynamically allocated data area created at the beginning of a procedure by

the ENTER instruction.

FPU—Floating-Point Unit is a slave processor in Series 32000 systems which implements in hardware all calculations needed to

support floating-point arithmetic, which othenvise would have to be implemented in software. The NS32081 FPU provides high-

speed floating point instructions for single (32-bit) and double (64-bit) precision. Supports IEEE standard for binary floating point

arithmetic. Compatible with NS32032, NS32C032, NS32016, NS32C016 and NS32008 CPUs.

Fragmented—The term used to describe the presence of small, unused blocks of memory. The problem is especially common

in segmented memory systems, and results in inefficient use of memory storage.

Frame—A block of memory on the stack that provides local storage for parameters in the cun-ent procedure.

GENIX—The NSC version of the UNIX operating system, ported to wori< with the Series 32000. It also has all of the necessary

utilities added so that program development can be accomplished.

Hardware—Physical equipment e.g., mechanical, magnetic, electrical, or electronic devices, as opposed to the software

programs or method in which the hardware is used.

High Level Languages—These are languages whfch are not dependent on the type of computer on which they run. A program

written in a high level language will generally run on any computer for which there is a compiler for that language. This feature

makes high level languages "Portable", I.e., the same program will run on many different types of computers. A HLL requires a

compiler or interpreter that translates each HLL statement into a series of machine language instructions for a particular

machine.

ICU—Interrupt Control Unit. A memory-mapped microprocessor support chip in Series 32000 systems which handles external

inten-upts as well as additloneil software traps. The ICU provides a vector to the CPU to identify the servicing software procedure.

Indexing—In computers, a method of address modification that is by means of index registers.

Index Register—A register whose contents may be added to or subtracted from the operand address.

IrKMrect Addressing—Programming method where the initial address is the storage iocatkin of a word which is the actual

address. This indirect address is the location of the data to be operated upon.

Instruction—A statement that specifies an operation and the values or locations of its operands, i.e., it tells the CPU what to do

and to what

Instruction Cycle—The period of time during which a programmed system executes a particular instruction.

Instruction Fetch—The action of accessing the next instruction from memory, often overiapped by its partial execution.

Instruction Queue—With Series 32000 CPUs, this is a small area of RAM organized as a FIFO buffer which stores prefetched

instmctions until the CPU is ready to execute them.

interpreter—A program which translates HLL statements into machine instructions at run time, i.e., while the program is

executing, and is co-resident with the user program.

O«w
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w Glossary (continued)

O Interrupt—To signal the CPU to stop a software program in such a way that it can t>e resumed and branch to another section of

O code. Interrupts can be caused by events external or internal to the CPU, and by either software or hardware.

INTBASE—Internjpt Base Register. In the Series 32000, a 32-bit CPU register which holds the address of the dispatch table

containing addresses for interrupts and traps.

ISE—In-System Emulator. A computer system which imitates the operation of another in terms of software execution. In

microprocessor system development, the ISE takes the place of the microprocessor by means of a connector at the end of an
umbilical cable. Not only does the ISE perform all the functions of the microprocessor, but It also allows the engineer to debug
his system by setting brealtpoints on various conditions, permits tracing of program flow, and provides substitution memory
which may be used In place of actual target system memory.

ISV—Independent Software Vendor. A vendor, independent from National Semiconductor, who ports or develops software for

Series 32000 components. They in turn sell this software to our customers who are designing Series 32000 based products.

Kernel—This is the name given to the core of the operating system. Other programs are added to the kernel to provide the

features of the operating system. The kernel provides control and synchronization.

Language—A set of characters and symbols and the ailes for using them. In our context, it is the "English like" format of the

instmctions which are understood by both the programmer and the computer.

Library—High level languages as well as assembly language contain many routines which are used over and over again. To
prevent the programmer from having to write the routine every time it is needed, these routines are stored in libraries to be
referenced each time they are needed. These libraries are also OBJECT files.

Linear Address Space—An address space where addresses start at location zero and proceed in a linear fashion (i.e., with no

holes or breaks) to the upper limit imposed by the total numtjer of bits in a logical address.

Link Base—In the Series 32000, Module Descriptor entry which points to a table In memory containing entries which reference

variables or entry points in Modules external to the one presently executing.

Linker—Large programs are generally broken down to component parts and farmed out to several programmers. Each one of

these parts is called a MODULE. Each programmer will develop the module using either high level or assembly language, then

"assemble" assembly language modules or "compile" high level language modules. A programmer tells the linker how to

connect these modules to make the program run. The linker makes these connecttons, resolves all questions about data

needed by one module, but contained in another, finds all library routines, and cleans up any other loose ends. The output from

the linker Is called BINARY file and is the file that will njn on the computer.

Logical Address Space—The range of addresses which a programmer can assign in a software program. This range is

determined by the length of the computer's address registers.

LSB—Least Significant Bit The bit in a string of bits representing the lowest value.

Machine Code—The code that a computer recognizes. Specifies internal register files and operations that directly control the

computer's internal hardware.

Machine Language—The ones and zeros which are "understood" by the machine. This is often called "Binary Code." The
programmer must be able to understand the bit patterns to be able to decipher the language. Each machine has a unique

machine language.

Main Memory—^The program and data storage area in a computer system which is physically addressed by the microprocessor

or MMU address lines.

Mantissa—In a floating-point number, this is the fractional component

Mapping—^The process whereby the operating system assigns physical addresses in main memory to the logical addresses
assigned by the software.

Memory-Mapped—Refening to peripheral hardware devices whk:h are addressed as if they were part of the computer's
memory space. They are accessed in the same manner as main memory, i.e., through memory read/write operations.

Microcode—A sequence of primitive instructions that control the internal hardware of a computer. Their execution is initiated by
the decoding of a software Instruction. Microcode is maintained in special storage and often used in place of hardwired logic.

Microcomputer—A computer system whose Central Processing Unit is a Mteroprocessor. Generally refers to a board-level

product.

Minicomputer—A "box-level" computer with system capabilities generally between that of a microcomputer and a mainframe.

MMU—Memory Management Unit This is a slave processor in Series 32000 which aids in the implementation of demand-paged
virtual memory. It provides logical to physical address translation and initiates an Instnjction abort to the CPU when a desired

memory location is not in main memory.

MOD—Mod Register. In the Series 32000, a 16-bit CPU register which holds the address of the Module Descriptor of the

cunently executing software module.

Module—An independent subprogram that performs a specific function and is usually part of a task, i.e., part of a larger

program.

Module Descriptor—In the Series 32000, a set of four 32-bit entries found in main memory. Three are cun-ently defined and
point to the static data area, link table, and first instruction of the module it describes. The fourth is reserved.
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Glossary (continued)

Modularity-A software concept whicn provides a means of overcoming natural human limitations for dealing with programming

Sex^by speXng the subdMsion of large and complex programming tasks into smaller and simpler subprograms, or

modules each of which performs some well-defined portion of the complete processing task.

MSB-Most Significant Bit. The bit in a string of bits representing the highest value.
^, , . ,

NET-Short for NETWORK and describes a number of computers connected to each other via phone or high speed links. A net

^co^enLt for exchanging common infomiafion in the form of "mail" as well as for data exchange.

^^, ^,^
NMI-Nonmaskable Interrupt. A hardware interrupt which cannot be disabled by software. It ,s generally the highest pnorrty

Object^ Code-Output from a compiler or assembler which is itself executable machine code (or is suitable for processing to

produce executable machine code).
• » *

Operand-ln a computer, a datum which is processed by the CPU. it is referenced by the address part of an instruction.

nLrnfinn «5«Btem-A collection of integrated service routines used by the computer to control the sequence of programs. The

SSerconsist of sof^are which controls the execution of computer programs and which may provde storage

SSnMnp^/output control, scheduling, data management, accounting, debugging, editing, and related services^ Their

Stotbn vSmm small monitor systems, like those used on boards, to the large, complex systems used on mam

Operating System Mode-ln this mode, the CPU can execute all instructions in the instruction set, access all bits in the

Processor Status Register, and access any memory location available to the processor.

Operator-ln the description of an instruction, it is the action to be performed on operands.

Page Fault-A hardware generated trap used to tell the operating system to bring the missing page in from secondary storage.

Paae SwaD-The exchange of a page of software in secondary storage with another page located in "jam memon,. The

SSsS supetles this operation, which is executed by the CPU and involves external devices such as disk and DMA

Pag^TaWe-A 1K-byte area in m^n memory containing 256 entries which describe the location and attributes of all pointer

tables, i.e., a list of pointer table addresses. „ . . , j • „„

Perlpheral-A device which is part of the computer system and operates under the supervision of the CPU. Penpheral devices

are often physically separated from the CPU.
„„«,.,„„

Pascal-A 4h level language designed originally to teach structured programming. It has become popular in the software

community and has been expanded to be a versatile language in industry.

Phvsical Address-The address presented to main memory, either by the CPU or MMU.
. ,- , .

Poster Table-A 512-byte page located either in main memory or secondary storage containing 128 entnes^ Each entry

Ses ant^Cidual page of me software program. Each page of the software program may reside ,n mam memory or in

secondary storage.

Pop—To read a datum from the top of a stack.

POR^-To port an operating system is to cause that particular operating system to operate with a
^^^l^fJ^^l^^^^^'^'^^

GENIX is the NSC version of UNIX which has been ported to SYS32. The operating system for other Series 32000 b^d

systems wrdiffer in some degree from SYS32 and the NSC GENIX binary will not operate. It is now "^^^^^^[y '°.™*^,«^^^^

fn m^Hi ua ion caused by the new hardware. The GENIX SOURCE is used because this is the program that is most readily

un eS iS the prog^^^^^^^^^^^ source is changed, compiled, and linked to get a new binary for that particular maj.na

Primmve Data Type^A data type which can be directly manipulated by the hardware. With Series 32000, these are integers,

floating-point numbers, Booleans, BCD digits, and bit fields.
„,^„„h cot

Procedure-A subprogram which performs a particular function required by a module, i.e., by a larger program; an ordered set

of instructions that have a general or frequent use.

Process—A task. . . .

Program Base-Module Descriptor entry which points to the first instruction in the module being described.

Program Counter-<;PU register which specifies the logical address of the currently executing instruction.

Protectron-The process of restricting a software program's access to certain portions of memon^ using hardware mecha-

nisms. Typically done at the operating system and page level.
c„fh„,„ tn make

PSR-Processor Status Register. A 16-bit register on Series 32000 CPU's which contains bits used by the software to make

decisions and determine program flow.

Push—to write a datum to the top of a stack.

Quad word—Four words, i.e., 64 bits.
, . . i.. ,. •. .„„

Queu^A First-In-First-Out data storage area, in which the data may be removed at a rate different from that at which it was

Real Tim^The actual time in human terms, related to a process. In a UNIX system, real time is *°'^'

^'f^^^^tte ^me^^prnt in

tht™^of fime a process is actually In the CPU. Sys time is the time spent in system mode, and user time is the time spent

user mode.
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Glossary (continued)

b^'ti^
^"""'^ '^'^ "^ '^*' """"""^ ^'^"'^' ^°^ °' "^'"^ ™y ^ °' ^ *««^«"' ''='« tyP^. «g-. strings, arrays,

Register—A temporary storage location, usually in the CPU, which holds digital data.
Relative Address-The number that specifies the difference between the base address and the absolute address

a«tS'?!e^e^!::;Th"r
''"^""'^' '"^ " '^^ '"'''' =^" "^ '°^'^ '"'" ^"^ '"-«- ^" -^"—^ Without

Return Addr«ss-The address to which a subroutine call, interrupt or trap subroutine will return after it is finished executing
noutlne—A procedure.

Royalty-Royalty is money paid to the inventor for each item of product sold. A good analogy to use is the music busine« An„

For^SrpZ 'rGlNinr s4?E^^^^^^^^i-or eacn shipment of GENIX or SYSTEM V, the customer pays a royalty to NSC who, in turn, pays a royalty to AT&T
SB-ln the Series 32000 Static Base Register. Points to the start of the static data area for the currently executing module
secondary Storage-This Is generally slow-access, nonvolatile memory such as a hard-disk which is used to store the oaaesof software programs not currently needed by the CPU. ^^

Me'^B.^'^'^"^^
space-Term used to describe the division of allocatable memory space into blocks of segments of

d^ck^J'"**"^^^
'"'"'™'" ^'"°""' °' ''™ "'^' '^^ '""^'^ '^^"^ ^'^ '"P"' *° *"="'« '^^ acceptance when the device is

Slave Processor—A processor which cooperates with the main microprocessor in executina certain in«tnjr«on= fr^m ».=
iristruction stream. A slave processor generally accelerates certain functions v^ch r^Zses overaSerCurpu^^^^^^^^^^pies of slave processors are the FPU and MMU of Series 320OO.

mrougnput. Exam-

coS^I^'^d^wor
°' '"' ""^"^ *'' '""^"'^ '"'''"''•°"' °' °^"'" '"'*™'=''''"^

'° "« ^^^^ ^"d "lat wi" <=ause the

Software Ucense-NSC does not sell software. Rather, we license the right to use our software A software lican« « r«,„ir»H

Thet^nr
i

'!rr"*r i^T. ^^ "^^"^ *° ^°'"^ ^^^'^ '"'-^^ ^^'^ '° assis??n hrorTng o^cTmm3The license is also the vehicle which we use to track customers so that updates can be issued In a timely manner

t7^!?r/"h°'*7" 'V^t'"'^''f'
°*^ °"^'''y Assurance people to ensure that when a software product reaches the customer

O/I en.in«f H»''; ^ ?" *°''' "
'' ''""^''^"^ *° '^'' ^'^'^ Combination of functions, so some bugsTget h«,i?™eQ/A engineer develops test programs which rigorously test the product prior to its introduction to the market ^a<^^

^n U^r Mode^'"'
''°°°' ""^ ^'"°' ''°'"'"' ''°'"'* *° "^ "^ °' "^ "^ ^tack and Is selected for all stack operations while

t^fToIof°sTackT?i^rn™^^^^^
'""^

^^'f'
^'^ ^"'^^^ '""' "^"^^ °"« "«<""' a' a ti'ne fro-^ a location called

mS cS Ihl staci).

P^°3^"""""^'
"
^P«^ ^ ^ ""^"^ °' ™'"°'y a"d a variable called the Stack Pointer (which poi^ to

Stack Pointer—CPU register which points to the top of a stack.

modul^^^*
ReSteter-A 32.bit CPU register which points to the beginning of the static data area for the currently executing

S^'d^in'^rsi's::aS"" '"'"• '"' '""^^ "^^ "^ "^^ ^'''- °^ ^""^'^ ^°^<^^- ^^ -^^^^^ ™v be

Subroutine—A self-contained program which is part of a procedure.

n?T!hi*r'~"^Hf°'T"'^L^''°'''*^f"'^
'^ ^'"^ '° '^ symmetrical when any instruction can specify any operand lenqth (bvte wordor double word) and make use of any addressKlata register or memory location while using any addrS mX

Synchronous-Refers to two or more things made to happen In a system at the same time, by means of a common clock

Tag-A label appended to some data entry used In a look-up process whereby the desired datum can be Identified by its tag

deate"^^
'"ghest-level subdivision of a user software program. The largest program entity that a computer's hardware directly

Sen'trS
^"''°' ''"'*• * '^"^'^ "'"^ '° ^"=^ "^"^ °'°°'^^' ""= '=°"''°l ^i9"als and bus cycle extension capability for

T'^I^^""'"f'
V'™'^'^' '"''"""' '^"^' """'"' "' " '^'^ ^"<^ '"""^i^'« ^««"lt «' ••'e «n°0""ter of an event
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Glossary (continued)

UNIXT"—An operating system developed at Bell Laboratories in the early 1970s. Software programs that run under UNIX are
written in the high-level language C, making them highly portable. UNIX systems do not distinguish user programs from operat-
ing system programs in either capability or usage, and they allow users to route the output of one program directly into the input
of another. This operating is unique and is becoming very popular in the microcomputer world.

USENET—A net to which UNIX systems In the United States connect. Some systems in Europe and Australia also use this net
for the purpose of passing information.

User—A software program. The total set of tasks (instnjctions) that accomplish a desired result. Tasks are managed by the
operating system.

User Mode—Machine state in which the executing procedure has limited use of the instruction set and limited access to
memory and the PSR.

UUCP—Software which allows UNIX computers to pass information to other UNIX systems.

Variable—A parameter that can assume any of a given set of values.

Vector—Byte provided by the ICU (Interrupt Control Unit) which tells the CPU where within the Descriptor table the descriptor is

located for the interrupt it has just requested.

Virtual Address—Address generated by the user to the available address space which is translated by the computer and
operating system to a physical address of available memory.

Virtual Memory—The storage space that may be regarded as addressable main storage by the system. The operating system
maps Virtual addresses into physical (main menrory) addresses. The size of virtual memory is limited by the method of memory
management employed and bv the amount of secondan/ storaae available not hv tha artuai mimhor nt main et^roo^ in,..»r»„,,

SO that the user does not have to worry about real memory size or allocation.

VMS—This is the operating system designed by Digital Equipment Corporation for their VAX series of computers. The original
Series 32000 software was developed on a VAX whteh was being controlled by the VMS Operating System.

Walt-State—An additional clock pertod added to a CPU memory cycle which gives an external memory device additional time to
provide the CPU with data. Also used by bus arbitration circuitry to hold the CPU in an idle state until access to a shared
resource Is gained.

Winchester—Small, hard-disk media commorvly found in personal computers.

Word—A character string or bit string considered as the primary data entity. For historical reasons, a word is a group of 16 bits
in Series 32000 systems.

o«
CO
a>
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Series 32000 Programming Reference Guide
Series 32000 family of microprocessors were carefully designed and optimized to operate in environments wliich demand large

scale computing capabilities but microprocessor size and price.

This section does not explicitly describe the use of the NS32008 CPU. It is instruction set compatible with the CPUs described in

these sections. The only differences relate to the external data bus width, the instnjCtion execution timing and the fact that the

NS32008 will not function with NS32082 MMU.

NS32332 Central Processing Unit

Programming Model

GENERAL
32

1 1

1

1

1

1

1

DEDICATED— 3a
—

PROGRAM COUNTER

STATIC BASE

FRAME POINTER

USER STACK PTH.

INTERRUPT STACK PTR.

INTERRUPT BASE

R1

R2

R3

R4

R5

R6

R7

PC

SB

FP

SP1

SPO)

INTBASE

SP

MOD

^STATUS REGISTER
8,7

I P SUN Z Fm
USER FLAG

C: Carry Flag

T: Trace Flag

L: Low Flag

F: General Condition Flag

Z: Zero Flag

N: Negative Flag

SUPERVISOR FLAGS

U: User Mode Flag

S: Stack Flag

P: Trace Trap Pending Flag

1: Interrupt Enable Flag

NS32032/NS32016 Central Proc-

essing Unit Programming IModel

GENERAL
32

,

RO

R1

R2

R3

R4

RS

R6

R7

DEDICATED

PROGRAM COUNTER

STATIC BASE

FRAME POINTER

USER STACK PTR.

INTERRUPT STACK PTR.

INTERRUPT BASE

FP

SP1|

SPO)

INTBASE

SP

PSR

STATUS MODULE

KS
STATUS REGISTER

B,7

P S UN Z F L TC

TL/PD/1K17-2

USER FLAG

C: Carry Flag

T: Trace Flag

L Low Flag

F; General Condition Flag

Z: Zero Flag

N: Negative Flag

SUPERVISOR FLAGS

U: User Mode Flag

S: Stack Flag

P; Trace Trap Pending Flag

I: Interrupt Enable Flag

11-10



NS32081 Floating Point Unit

Programming lUlodel

NS32082 iMemory IManagement Unit

Programming iModel

GENERAL
32

FO

F1

F2

F3

F4

FS

F6

F7

DEDICATED

* 32 I

I
PAGE TABLE BASE

I
PAGE TABLE ENTRY

BREAKPOINT

ERROR

I
BREAKPOINT COUNTER I

PTBO, PTB1

PTE

BPRO, BPfl1

EM

BCNT

MSR

STATUS REGISTER

DEDICATED

32 ^—
STATUS

STATUS REGISTER

RESERVED
|

,

SWR
^

|rm|
[ P[

UEN:

UF:

lEN:

IF;

RM:

L
TT

.UEN

TLyPD/1K17-3

E

<D

CO

W
lOoo

o

3
3
3

31
(D

(D
3
O
(D

o
e
5.'

<D

l_TET
I BN

_BD
EST

_8ST
TU

DS
.AO

Trap Type

000 No Trap Request

001 Underflow

010 Overflow

01

1

Division by Zero

100 Illegal Instruction

101 Invalid Operation

110 Inexact Result

1 1

1

(Reserved for future use.)

Underflow Trap Enable

Underflow Flag

Inexact Result Trap Enable

Inexact Result Rag

Rounding Mode

00 Round to nearest value

01 Round toward zero

10 Round toward positive Infinity

1

1

Round toward negative infinity

.UB

ERG: Error Class Flag

TET: Translatfon En-or Trace Flag

BN: Breakpoint Number Bit

ED: En'or Data Direction Bit

BD: Breakpoint Direction Bit

EST: En-or Status Flag

BST: Breakpoint Status Flag

TU: Translate User Flag

TS: Translate Supervisor Flag

DS: Dual Space Bit

AO: Access Ovenide Bit

BEN: Breakpoint Enable Bit

UB: User Break Bit

Al: Abort or Interrupt Bit

TL/PD/1K17-4

m
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Memory Management Instructions

Syntax Operations
Flags

Affected

Traps

Taken

Instr.

Format

Op
Field

LMR mmureg,

short

mmureg

src

read.D

Load MMU Register

mmureg: = src

UND*
ILL"

14 0010

SMR mmureg,

short

mmureg

dest

write.D

Store MMU Register

desl: = mmureg

UND'

ILL"

14 0011

RDVAL arc

addr

Validate Address for Reading §

If ADDRESSCsre; in User mode

may be read,

F: =
else

F: = 1

F UND"
ILL"

ABT"'

14 0000

WRVAL dest

addr

Validate Address for Writing S

If ADDRESSrotes/; in User mode

may be written to,

then F: =

else F: = 1

F UND*
ILL**

ABT***

14 0001

MOVSU/ src,

addr

dest

addr

Move Value from Supen/lsor

to User Space §

dest: = src

(src is in supewisor space;

cfes/in user space)

UND*
ILL**

8 110

reg = 001

MOVUS/' src,

addr

dest

addr

Move Value from User to

Supervisor Space §

dest: = src

(srois in user space;

dest in supervisor space)

UND*
ILL"

8 110

reg = 011

• TRAP (UND) if M bit in CFG i$ 0.

" TRAP (iLL) if U flag in PSR Is 1.

"•TRAP (ABT) if ievel 1 page table address invalid.
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Floating-Point Instructions

Syntax Operations
Flags

Affected

Traps

Taken
Instr.

Format
Op
Field

MOV/ src,

read./

cfesf

write./

Move Floating-Point

obst = src

" UND* 11 0001

MOVLF src,

read.L

dest

write.F

Move Long Floating to Floating

destF: = src.L FSR:TT
UF
IF

UND*
FPU

9 010

MOVFL src,

read.F

dest

write.L

Move Floating to Long Floating

destL: = srcF FSR:TT

UND'
FPU

9 oil

MOV//
read./

dest

write./

Move Integer to Floating-Point

desti = src.f

FSR:TT
IF

UND'
FPU

9 000

ROUND//
read./

dest

write./

Round Floating-Point to Integer

(round to even)

desLi: = src.f

If overflow, then TRAP(FPU)

{srcf rounded to nearest integer, or

to nearest even integer if a tie)

FSR:TT
IF

UND*
FPU

9 100

TRUNC// src,

read./

dest

write./

Tmnoate Floating-Point to Integer

dest./: = srcf

If overflow, then TRAP(FPU)

(src./ rounded to zero)

FSR:TT

IF

UND*
FPU

9 101

FLOOR// src,

read./

dest

write./

Floor Floating-Point to Integer

dest./: = srcf

If overflow, then TRAP(FPU)
(rounded src./ toward negative infinity)

FSR:TT

IF

UND'
FPU

9 111

ADD/ src,

read./

dest

rmw./

Add Floating-Point

dest: = dest + src

FSR:TT

UF
IF

UND'
FPU

11 0000

SUB/ src,

read./

rfes/

rmw./

Subtract Floating-Point

dest: = dest - src

FSR:TT
UF
IF

UND*
FPU

11 0100

MUL/ src,

read./

rfes/

rmw./

Multiply Floating-Point

dest: = dest 'src

FSR:TT
UF
IF

UND'
FPU

11 1100

DIV/ s/r,

read./ rmw./

Divide Floating-Point

ifsrc=0,thenTRAP(FPU)
else dest: = dest/src

FSR:TT

UF
IF

UND*
FPU

11 1000

CMP/ srcl,

read./

src2

read./

Compare Floating-Point

Z: = 1 'risrc2 = srcl; elseZ: =
N: = 1 \isrc2 < srcl; else N: =
L: = (always)

Z
N
L

FSR:TT

UND'
FPU

11 0010

w

o
(Q

S
3
3
3
<a
30

o
9
O
c
Si
<D
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Floating-Point Instructions (continued)

Syntax Operations
Flags

Affected

Traps

Taken

Instr.

Format

Op
Field

NEG/ arc,

read./

dest

write./

Negate Floating-Point

dest: = 0- src

{src sign bit complemented)

FSR:TT

UND*
FPU

11 0101

ABS/ src,

read./

dest

rmw./

Absolute Value of Floating-Point

if src < 0,

dest: = - STO

if src >0
dest = src

FSR:TT

UND'
FPU

11 1101

LFSR src

read.D

Load FSR

FSR: = src

FSRiall

UND' 9 001

SFSR t/es/

wrlte.D

Store FSR

dest = FSR

UND* 9 110

•TRAP (UND) if f bit in CFG is 0.

Quick Integer instructions

Syntax Operations
Flags

Affected

Traps

Taken

Instr.

Format

Op
Field

MOVQ/- src,

quick

quick

dest

write./

dest: = src

Move Quick Integer

(src sign-extended to dest length)

2 101

CMPQ/- srcl,

quick

quick

srcZ

read./ N
Compare Quick Integer

Z: = 1 if S/K2 = src1; Z: = Oothenwise

N: = 1 if src2 < srcl; N: = othenwise

(signed operands)

L: = 1 if src2 < srcl; L = otherwise

(unsigned operands)

{srcl sign-extended to src2 length)

Z

L

2 001

ADDQ/- src,

quick

quick

ofes/

rmw./

Add Quick Integer

dest = dest + src

C: = 1 on carry; C: = on no carry

F: = 1 on overflow;

F: = on no overflow;

{src sign-extended to dest length)

C 2 000

Extended integer Instructions

Syntax Operations
Flags

Affected

Traps

Taken

Instr.

Format

Op
Field

MEI/ src

read./ rmw.a'

Multiply Extended Integer

(cfes/.- = src * {dest mod 2"/)

(unsigned operands)

(low-order half of dest

)

7 1001

DEI/ src,

read./

dest

rmw.2f'

Divide Extended Integer

dest: = (desf dlvs/c)* 2"/ + cfesf

mod src (unsigned operands)

DVZ 7 1011
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Boolean Instructions

(A
a
<D
0>

CO

O
(O

3
3
3
(O
30
<D

3
O
(D

O
c
5:

Syntax Operations
Flags

Affected

Traps
Taken

Instr.

Format
Op
Field

NOT/ src

read./

dest

write./

NOT

dests/cXORI

1001

S(cond)/ dest

write./

Save Condition Code as a Boolean

if cond, then

dest: = 1

Oil

Block Instructions

Syntax Operations
Rags

Affected

Traps
Taken

Instr.

Format
Op
Field

MOVM/ blockl,

addr

block2,

addr

length

disp

cons4

l^ove Multiple

block2: = blockl

0000

CMPIW/ blockl,

addr

blocks,

addr

length

disp

Compare Multiple

1 it hl^^l^-t ;

else Z^ =
N: = 1 \f blockl > blocks;

else N: =
(signed integers)

L: = Ml blockl > blocks;

else L: =
(unsigned integers)

0001

Packed Decimal Instructions

Syntax Operations
Rags

Affected

Traps
Taken

Instr.

Format
Op
Reld

ADDP/ src,

read./

dest

rmw./

Add Pacl<ed Decimal

dest: = ctesf + src + C
C: = 1 on carry;

C: = on no carry

F: =

C
F

6 1111

SUBP/ src,

read./

dest

rmw./

Subtract Packed Decimal

dest: = dest ~ src- C
C: = 1 on borrow;

C: = on no borrow

F: =

C
F

6 1011

Array Instructions

Syntax Operations
Rags

Affected

Traps
Taken

Instr.

Format
Op

Field

INDEX/' accum,

reg

reg

length,

read./

index

read./

Calculate An-ay Index

accum: = {length + 1)

'accum + index

8 100

CHECK/ dest,

reg

reg

bounds,

addr

src

readJ

Check Array Index

il boundsfupperj > = src

> = bounds(lower) then,

dest = src - bounds
(lower)

F: =
else;

desk = undefined

F: = 1

F 8 oil
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Bit Instructions

Syntax Operations
Flags

Affected

Traps

Taken
Instr.

Format
Op
Field

S TBIT; Offset, tese Test Bit F 4 1101

^ read./ regaddr

111'
F: = B\l(base, offset)

? SBIT|l|/ offset. base Set Bit F 6 0110

1:
E
CB

read./ regaddr |0111|

F: = BIT^tese, offset)

BW(base, offset): =

? IBIT/ offset. tese Invert Bit F — 6 0010
>

read./ regaddr looiil
u. F: = Bn(base, offset)

o Bn(base, offset): = 1

1^ CBIT|l|; offset. Aase Clear Bit F 6 1110

readj regaddr

F: = B\l(base, offset)

Bn(base, offset)

: = NOTlBITCibase, offset)
\

CVTP offset,

reg

reg

base,dest

addrwrite.D

Convert to Bit Pointer

dest = (8* ^DDR(base) + offset^

mod2"32

8 001

FFS/- base,

read./

offset

rmw.B

Find First Set Bit

If (offset < or offset i length

inbitsoftese),

then operation is undefined

else

j:
= offset

while (j < length of t>ase and

B\J(base,J) =
doj: = i + 1

ifj = length of i>ase then

F: = 1 ; offset = 0, else

F: = 0; offset =
j

F 8 101

Bit Fieid instructions

Syntax Operations
Flags

Affected

Traps

Taken
Instr.

Fonnat
Op

Field

EXT/ offset.

reg

reg

base,

regaddr

rfes/,

write./

length

disp

Extract Field

dest = FIELD

(base, offset,

length)

8 000

EXTS/

regaddr

dest,

writer

offisef, /en^tt

imm
consS, cons5

Extract Field Short

dest = FIELD

(base, offset,

length)

7 0011

INS/ offset,

reg

reg

src,

read./

base,

regaddr

length

disp

disp

Insert Field

FIELD^se,
offset, length)

:
= src

8 010

INSS/ src,

read./ regaddr

offset, length

imm
consS, consS

Insert Field Short

FIELD (base

offsetlength)

: = src

7 0010
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string Instructions

Syntax

Mova-

MOVST

CMPS/

CMPST

[B[,]][U|W]

[B[,]1[U|W]

[B[,]1[U|W]

[B[,]][U|W1

SKPS/

SKPST

Operations

Move String

string2 = stringi

F: = 1 if untii/wiiile condition is met;

F: = ottienwise

Move String with Translation

string2 = translate-sbing

F: = 1 if until/wtiile condition is met;

F: = otiienwise

Compare String

F: = 1 if until/wliile condition is met;

F: = otherwise

Z: = 1 'i stringi = strings and F: = 0;

«i«« -7. — n

N: = 1 if string2 < stringi and F; = 0;

else N: =

L: = 1 '\isiring2 < stringi and F; = 0;

else L: =

Compare String with Translation

[B[,]][U|W]

[B[,1][U|W]

= 1 if until/while condition is met;

= otherwise

= if translate-string ^ string2 and

= 0; Z: = otherwise

= 1 if translate-string > string2 and

= 0; N: = otherwise

= 1 1f translate-string > string2 and

= 0; L = otherwise

Flags

Affected

Skip String

F: = 1 if until/while condition is met;

F: = otherwise

Skip String with Translation

F: = 1 if until/while condition is met;

F: = otherwise

Traps

Taken

Instr.

Format

Op
Field

0000

0000

1
= 00

0001

(A
<p

«
CO

w
IS3

o
TJ
~x
O
«Q

s
3
3
5'
«Q

3)

»
(D
3
O
»

c_
Q.
<D

0001

1 = 00

0011

0011

1 = 00

K B, W, and U are optional. U and W are mutually exclusive. The comma Is required wtienever B and either U or W are specified.

ED
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O Processor Control Instructions

Si

Syntax Operations
Rags

Affected

Traps

Taken

Instr.

Format

Op
Field

42
DIRECT AND CONDITIONAL JUMPING

c
£
£
2

Q.

JUMP dest

addr

Jump

PC: = KDDR(dest)

— — 3 0100

Q(cond) disp

short

disp

disp

label

Conditional Branch

if cond, then PC: =

PC + disp

1010

s BR disp

disp

label

Unconditional Branch

PC: = PC + disp

— — 1110

1010

CASE/- index

readJ

Case Branch

PC: = PC + index

(signed indei(t

3 1110

ACB/ Inc.

quick

quick

index,

rmw./

disp

disp

label

Add, Compare, and Branch

index: = index + inc

V index < >0,then

PC: = PC + oJ^

2 100

SUBROUTINE AND PROCEDURES

JSR dest

addr

Jump to Subroutine

PUSHD(return address)

PC: = kDOH(dest)

3 1100

BSR disp

disp

label

Branch to Subroutine

PUSHD(return address)

PC: = PC + (disp)

~ 1 0000

RET constant

disp

disp

Return from Subroutine

POPD(PC)

SP: = SP + constant

1 0001

CXP constant

disp

external

Call External Procedure

SP: = SP - 2

PUSHW(MOD)
PUSHD(return address)

temp: = DOUBLEWORD
(DOUBLEWORD(MOD + 4)

+ 4* constant)

MOD: = WORD(temp)
SB: = DOUBLEWORD
(MOD + 0)

PC: = DOUBLEWORD
(MOD + 8)

+ WORD(temp + 2)

1 0010
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Processor Control Jumping Block Instructions (continued)

Syntax Operations
Flags

Affected

Traps

Taken

Instr.

Format

Op
Field

SUBROUTINE AND PROCEDURES (Continued)

CXPD desc

addr

Call External Procedure

with Descriptor

SP: = SP - 2

PUSHW(MOD)
PUSHD(return address)

MOD: = VJOHD(descriptor)

SB: = DOUBLEWORD
(MOD + 0)

PC: = DOUBLEWORD
(MOD + 8)

+ \NOPX)(descriptor + 2)

3 0000

RXP constant

disp

disp

Return from External

Procedure

POPD(PC)

POPW(MOD)

SB: = DOUBLEWORD
(MOD + 0)

SP: = SP + constant + 2

1 0011

SERVICE RETURN

RETT constant

disp

Return from Trap §

ifU = 1,thenTRAP(ILL)

else

POPD(PC)

POPW(MOD)
POPW(PSR)

SB: = DOUBLEWORD
(MOD)

SP: = SP + constant

all ILL 1 0100

RETI Return from Interrupt §

ifU = 1,thenTRAP(ILL)

else

POPD(PC)

POPW(MOD)
POPW(PSR)

SB: = DOUBLEWORD
(MOD)

all ILL 1 0101

CA
(D

5"
w
w
oo

o

s
3
3

33
<D

S"

33
O
ID

O
C
o.
(D
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o
"5 Integer Instructions

u
c
<l>

Syntax Operations
Flags

Affected

Traps

Taken

Instr.

Format

Op
Field

£.

£.
ARITHMETIC INSTRUCTIONS

0)

o>
c

S
Q.

§

c
a>

ADD/ src,

read./

dest

rmw./

Add

rfest = otesA + src

C: = 1 on cany;

C: - on no carry

F: = 1 on overflow^

F: = on no overflow

C

F

4 0000

ADDC;- src,

ready

rfesf

rmwj

Add with Carry

dest = dest + src + C
C: = 1 on carry;

C: = on no carry

F: = 1 on overflow;

F: = on no overflow

C
F

4 0100

CMP/ src1,

read./

src2

read./

Compare

Z: = 1 if src/ = src2;

Z: = othenwise

N: = 1 if src/ > srcZ;

N: = otherwise

(signed operands)

L: = 1 if sn;/> src?;

L: = otherwise

(unsigned operands)

Z

N

L

4 0001

SUB/ src,

read./

dest

rmw7

Subtract

dest = dest - src

C: = 1 on borrow;

C: = on no bon-ow

F: = 1 on overflow;

F: = on no overflow

C
F

4 1000

SUBC/ src,

read./

otesf

rmw./

Subtract with Borrow

dest = dest - (src + C)

C: = 1 on borrow;

C: = on no bonow
F: = 1 on overflow;

F: = on no overflow

C
F

4 1100

NEG/ sro,

readJ

tfesf

write./

Negate

dest = - src

C: = 1 on carry;

C: = on no carry

F: = 1 on overflow;

F: = on no overflow

C
F

6 1000
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Integer Instructions (continued)

Syntax Operations
Flags

Affected

Traps

Taken

Instr.

Format

Op
Field

ARITHMETIC INSTRUCTIONS (Continued)

ABS/ src,

readj

dest

writej

Absolute Value

if src < 0, then

rfest = - src;

F: = 1 on overflow

R = on no overflow

else

dest = src; F: =

F 6 1100

MUU src,

read./

dest

rnnw./

Multiply

dest: = src' cfes/

" ^ 7 1000

DIW s/r,

readJ

dest

rmwj

Divide

if src = 0, then TRAP(DVZ)

else

rfest = rfes?DIVsrc

(signed division; dest DIV sra

rounded toward negative infinity)

DVZ 7 1111

MOD/
read./

dest

rtnw./

Modulus

if src =0, then TRAP(DVZ)

else

dest: = dest - src'

(rfes/ DIV src)

(signed division; dest DIV src

rounded toward negative infinity)

DVZ 7 1110

QUO/ src,

read./

rfesf

rmwj

Quotient

if src = 0, then TRAP(DVZ)

else dest: - dest/src

(signed division; dest/src

round toward zero)

DVZ 7 1100

REM/ src,

read./

ofes?

rmw./

Remainder

if src = 0, then TRAP(DVZ)

else dest = dest - src'

(dest/src)

(signed division; dest/src

rounded toward zero)

DVZ 7 1101

MOVE INSTRUCTIONS

MOV/ src,

readi

dest

write./

Move

dest = src

~~ ' 4 0101

MOVXBW src,

read.B

dest

wrlte.W

Move Sign-Extending Byte to Word

rfes/ (low-order byte): = src

des/ (high-order byte): = SIGNCsrcJ

7 0100

CO
<D

5"
CO

(a
to

o
D
o

»
3
3
3
<o

»
<D
-t
<D
3O
<D

aC
q!
<D
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Integer Instructions (continued)

Syntax Operations
Flags

Affected

Traps

Taken
Instr.

Format
Op
Field

MOVE INSTRUCTIONS (Continued)

MOVXBO src.

read.B

dest

write.D

Move Sign-Extending Byte to

Double-Word

d9S/ (low-order byte): = src

o<9sf(higli-orderbyte): = S\GH(src)

0111

MOVXWD src,

read.W

dest

write.D

Move Sign-Extending Word to

Double-Word

ctesf (low-order byte): = src

rfes/ (high-order byte): = S\QN(srcJ

0111

MOVZBW src,

read.B

dest

write.W

Move Zero-Extending Byte to Word

cfes^ (low-order byte): = src

rfesf (high-order bits): =

0101

MOVZBD src,

read.B

dest

write.D

Move Zero-Extending Byte to

Double-Word

dest (low-order byte): = src

otes/ (high-order bits): =

0110

MOVZWD src,

read.W

dest

write.D

Move Zero-Extending Word to

Double-Word

desf (low-order word): = src

dest (high-order bits): =

0110

ADDR src,

addr

dest

write.D

Compute Effective Address

dest = M3DR(src)

— — 1001

LXPD EXT^n;

addr

external

dest

write.D

Lxiad External Procedure Descriptor

dest: = Double-Word (Double-Word

(mod -1- 4) + 4*0)

1001

i
= ll

SHIFT INSTRUCTIONS

ASH/ count,

read.B

dest

rtnwj

Arithmetic Shift (Left or Right)

ifco(//7r<0,then

dest = das/ shifted right by
|
miint

\

bits, emptied bit positions filled

from original sign bit

else

dest = rfesf shifted left by | count
\

bits, emptied bit positions filled

with zero.

6 0001

LSH/ count,

read.B/

dest

rmwj
Logical Shift (Left or Right)

if count < 0, then

dest = dest sUfted right by |
count

\

bits, emptied bit positions filled

with zero.

else

dest: = dest shifted left by | count
|

bits, emptied bit positions filled

wtth zero.

6 0101
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Integer Instructions (continued)

CO

1
Syntax Operations

Flags

Affected

Traps

Taken

Instr.

Format

Op
Field

SHIFT INSTRUCTIONS (Continued) o
ROT; count,

read.B/

dest

rmw./

Rotate (Left or Riglit)

if coi/:7f < 0, then

rfesf; = rfesf shifted right by
|
count

\

bits, end-around,

else

dest: = des/ shifted left by
1
count

\

bits, end around.

6 0000 3

3
3

<i"

3D
(0

<D

LOGICAL INSTRUCTIONS

AND/ src,

read./

dest

rmw./

Logical AND

dest: = destAND src

" " 4 1010
<D

Q
c

OR/' src

read./

dest

rmw./

Logical OR

dest: = destOn src

' 4 0110 Q.

BIG/ src,

read./

dest

rmw./

Bit Clear

dest: = destAND NOTfsrc)

" 4 0010

XOR/
read./

dest

rmw./

Exclusive Or

dest: = destXOR src

4 1110

COM/ src, dest

read./ write./

Complement

dest: = NOJ(src)

" 6 1101

Processor Service Instructions

Syntax Operations
Flags

Affected

Traps

Taken

Instr.

Format

Op
Field

REGISTER/STACK l«ANIPULATION

ADJSP/ src

read./

Adjust Stack Pointer

SP: = SP - src (src is signed)

S bit specifies current SP

3 1010

BICPSR(BlW) src

read.(B|W)

Bit Clear in PSR if §W length

ifBICPSRWandU = 1,then

TRAP(ILL)

else,

PSR: = PSR AND NOT (src)

all ILL 3 0010

BISPSR(B|W) src

read.(B|W)/

BitSetlnPSR§lfW/ens^/;

if BISPSRW and U = 1,

thenTRAP(ILL)

else,

PSR: = PSR OR src

all ILL 3 0110

SAVE reglist

imm

reglist

Save General Purpose Registers

for each register Rn in reglist,

PUSHD (Rn) in reverse

numerical order.

1 0110
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Processor Service Instructions (continued)

0)u
c
w

Syntax Operations
Flags

Affected

Traps

Taken

Instr.

Format

Op
Field

a> REGISTER/STACK MANIPULATION (Continued)

a>

c
1
E

RESTORE reglist

imm

reglist

Restore General Purpose Registers

for each register Rn in reglist,

POPDfRn) in reverse numerical

order.

1 0111

o>

2
EL

s
8
CO

ENTER reglist,

imm

reglist

constant

disp

disp

Enter New Context

PUSHD(FP)

FP: = SP
SP: = SP - constant

for each register Rn in

reglist, PUSHDfl1n)\n

numerical order.

1 1000

EXIT reglist

imm

reglist

Exit Context

for each register Rn in

reglist, POPD(Rn) in

reverse numerical order.

SP: = FP

POPD(FP)

1 1001

LPRy- procreg.

short

procreg

src

read./

Load Processor Register § If PSR
or INTBASE

If U = 1 and [(procreg = PSR)

or (procreg = INTBASE))

thenTRAP(ILL)

e\se procreg: = src

(S bit specifies current SP)

(all flags affect ifprocreg =

PSRorUPSR)

all ILL 2 110

SPR/ procreg.

short

procreg

dest

write./

Store Processor Register § If

PSR or INTBASE/

If U = 1 and {(procreg = PSR) or

(procreg = INTBASE))

then TRAP(ILL)

else dest: = procreg

(S bit specifies cun-ent SP)

ILL 2 010

SETCFG cfgllst

short

procreg

Set Configuration Register §

lfU = 1,thenTRAP(ILL)

else CFG: = short

5 0010
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Processor Service Instructions (continued)

Flags Traps instr. Op
Syntax Operations

Affected Taken Format Field

EXCEPTIONS

BPT Breakpoint Trap

TRAP(BPT)

BPT 1 1111

SVC Supervisor Call Trap

TRAP(SVC)

' SVC 1 1110

FLAG FlagTrap-FLG — — 1 1101

lfF= 1, then TRAP (FLG)

MISCELUANEOUS

NOP No Operation

PC: = PC + 1

" " 1 1010

WAIT Wait for Interrupt

PC: = PC + 1

" 1 1011

Wait until next internipt
1

Traps
Trap Name Operand Classes

DVZ = Divide by Zero Trap The general operand access classes are:

a zero divisor in a Divide, Modulus, Quotient, Re- read - the operand is read

mainder, or Divide Extended Integer instruction. write - the operand is written

ILL = Illegal instniction Trap rmw - the operand is read, modified, and written

a Privileged instruction when U = 1 addr - the address of the memory location designated

UND = Undefined Instniction Trap by the operand, is calculated. Whether or not the

a Memory Management instmction when CFG addressed is accessed depands upon the in-

M = 0, or a Floating-Point instmction when CFG struction.

F = 0, or any undefined operation codes. regaddr - the operand designates either a memory loca-

FPU = Floating-Point Enor Trap tion or a general register which is in turn used as

a base for a bit address calculation.

a Floating-Point instruction on:

Underflow, Overflow, Invalid Division, Illegal In-
quick - 4-bit constant is read

stnjction. Reserved Operand, Inexact Result reg - double-word from register is read

SVC = Supervisor Trap
short - 4-bit condition code is read

a Supervisor Call instruction.
imm - a) 8-bit register mask is read

FLG = Flag Trap
b) concatenated 5-bit and 3-bit constants are

a Flag instniction when F = 1

.

disp - 1-, 2-, 4-byte displacement is read
BPT = Breakpoint Trap

a Breakpoint instruction.

ABT = Instruction Abort Trap

a Page fault.

(D

5"
(0

w

o
o
o

3
3
3
3
lO

3)
(D

(D
3
O
<D

o
c
a.
(D
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NS32082 Memory Management

Virtual to Physical Address Translation

VIRTUAL ADDRESS

1615 9 a

I
PTBX U \HVa 1 PAGE TABLE

FTBk INDEX 1 00

23 10 9 2 1

(1) SELECT 1ST rTI
IF OS = THEN

X=0
ELSE

X=1 FOR USER MODE
X=0 FOR SUPV MODE

VIRTUAL
DS=0

PHYSICAL

:==—=i
^^

INDEX 1 PTE

-4 BYTES

2S6
PIES

INDEX 2 PAGE TABLE

23 9 8 2 10
(2| SaiCT 2ND PTE

USER
(SPACE 0)

SUPV.
(SPACE II

VMi
SUPV

r» VM
KERNEL

"-^^USER

— * STACK

INDEX 2 PTE

PfN ^

121

PTES

PHYSICAL ADDRESS PfN OFFSET

23 9 i

|3| GENERATE PHYSICAL
ADDRESS

TL/PD/1K17-5

Series 32000 Central Processing Units

CASCADE TABLE 3-

INTERnUPT BASE

REGISTER

Interrupt Dispatch and Cascade Tables

CASCADE AOORO

CASCADE ADOn 14

CASCADE AOOn 19

FIXED INTERRUPTS

AND TRAPS
DISPATCH TABLE

/o NVI NON-VECTORED INTERRUPT

1 NMI NON-MASKABLE INTERRUPT

ABT ABORT

FPU FPU TRAP

ILL ILLEGAL OPERATION TRAP

SVC SUPERVISOR CALL TRAP

DVZ DIVIDE BY ZERO TRAP

FLG FLAG TRAP

BPT BREAKPOINT TRAP

THC TRACE TRAP

UND UNDEFINED INSTRUCTION TRAP

11-15 S ; RESERVED ^
^

/

VECTORED

INTERRUPTS

TL/PD/1K17
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Series 32000 Addressing Ixodes

Encoding Mode Assembler Effective Address

REGISTER
oo

00000

00001

00010

00011

00100

00101

00110

00111

Register

Register 1

Register 2

Register 3

Register 4

Registers

Register 6

Register?

ROorFO
RIorFI

R2orF2
R3 or F3

R4orF4
R5orF5
R6orF6
R7orF7

None: Operand is in the specified

register

o
TO

s

3
3
3
3
«Q
30

1REGISTER RELAT VE

01000

01001

01010

01011

01100

01101

01110

01111

Register Relative

Register 1 Relative

Register 2 Relative

Register 3 Relative

Register 4 Relative

Register 5 Relative

Register 6 Relative

Register 7 Relative

disp(RO)

disp(RI)

disp(R2)

dlsp(R3)

disp(R4)

dlsp(R5)

disp(R6)

disp(R7)

Disp + Register 3
s

C
a.

MEMORY RELATIVrE

10000

10001

10010

Frame memory relative

Stack memory relative

Static memory relative

disp2(disp1(FP))

disp2(disp1(SP))

dlsp2(disp1(SB))

Disp2 + Pointer, Pointer found at

address Displ + Register. "SP"

is either SPO or SP1, as selected

inPSR.

RESERVED

10011 (Reserved for Future Use)

IMMEDIATE

10100 Immediate value None: Operand is input from

instruction queue.

ABSOLUTE

10101 Absolute @disp Disp.

EXTERNAL

10110 External EXT(disp1) + disp2 Disp2 + Pointen Pointer is found

at Unk Table Entry number Disp 1

.

TOP OF STACK

10111 Top of stack TOS Top of current stack, using either

User or Interrupt Stack Pointer,

as selected in PSR. Automatic

Push/Pop included.

MEMORY SPACE

11000

11001

11010

11011

Frame memory

Stack memory

Static memory

Program memory

disp(FP)

disp(SP)

disp(SB)

• + disp

Disp + Register; "SP" is either

SPO or SP1 , as selected in PSR.

SCALED INDEX

11100

11101

11110

11111

Index, bytes

Index, words

Index, double words

Index, quad words

mode[Rn:B]

mode[Rn:W]

mode[Rn:D]

mode[Rn:Q]

EA(mode) + Rn
EA(mode) + 2 x Rn

EA(mode) + 4 X Rn
EA(mode) + 8 x Rn

'Mode' and 'n' are contained

within the Index Byte.

EA (mode) denotes the effective

address generated using mode.
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Instruction Formats
NOTATIONS

i = Integer Type Field

B = 00 (Byte)

W = 01 (Word)

D = 11 (Double Word)

f = Floating Point Type Field

F = 1 (Std. Floating: 32 bits)

L = (Long Floating: 64 bits)

c = Custom Type Field

D = 1 (Double Word)

Q = (Quad Word)

op = Operation Code

Valid encodings shown with each format,

gen, gen 1, gen 2 = General Addressing Mode Field

reglist = General Purpose Register Number

cond = Condition Code Field

0000 = EQual: Z = 1

0001 = Not Equal: Z =

0010 = Carry Set: C = 1

001 1 = Cany Clear: C =
0100 = Higher L = 1

0101 - Lower or Same: L =

0110 = Greater Than: N = 1

0111 = Less or Equal: N =

1000 = Flag Set: F = 1

1001 = Flag Clear: F =

1010 = LOwer: L = and 2 =

1011 = Higher or Same: L = 1 or Z = 1

1100 = Less Than: N = and Z =

1101 = Greater or Equal: N = 1 or Z = 1

1110 = (Unconditionally True)

1111 - (Unconditionally False)

short = Short Immediate value. May contain quick: Signed
4-bit value, in MOVQ, ADDQ, CMPQ, ACB.

cond: Condition Code (above), in Scond.

General Instruction Format
OPTIONAL
EXTENSIONS

. y<

procreg: CPU Dedicated Register, in LPR, SPR.

0000 = US

0001 - 0111 = (Resen/ed)

1000 = FP

1001 = SP

1010 = SB

1011 = (Reserved)

1100 = (Reserved)

1101 = PSR

1110 = INTBASE

1111 = MOD
Options: in String Instructions

U/W B T

T = Translated

B = Backward

U/W = 00: None

01: While Match

11: Until Match

Configuration bits, in cfglist (SETCFG):

c M F 1

mmureg: MMU Register number. In LMR, SMR
0000 =BPRO
0001 =BPR1

0010 =(Resereed)

0011 = (Reserved)

0100 =PFO

0101 =PF1

0110 = (Reserved)

0111 = (Reserved)

1000 =SC
1001 = (Reserved)

1010 =MSR
1011 =BCNT
1100 =PTBO

1101 =PTB1

1110 = (Reserved)

1111 =EIA

""v-

BASIC
MSTmxmoN

IMPLIED
IMMEOMTE
OPEflANO(S)

DISPZ 0ISP1 0I8P2 DISP1

MOEX
BYTE

1

1 1

OPCODEDISP MSP
INDEX
BYTE

GEN
AOOR
MODE
A

GEN
ADOn

BMM IMM

s.

i

l_ J

V
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General Instruction Format (continued)

cond 10 10 op |0 1

2 IS sjr

qm short op 1 1 i

3 15 «|7

gen op 11111 i

4 15 «|7

gem gen 2 op i

16 15 8
I I I

I

'

short 0| op i 1113

FonnatS a I'l"

gem 9en2

• 7
T—r-1

—

I I I I I

i 10 1110

Faniwt7 23
—1—I—I—I—

p

gem gen 2 [ op
|

i

I I I I I I I

110 1110

23 16 IS a 7

gem gen2 reg i 1 1 1

<.«..y

9 23 IE 15

1 gen 2 op f r 111110

FonnatIO 7

11111 10

gem gen2 op |o|'h 1 1 1 1 1 0|

Formal 12 7
I I I I I I

11111110
13 7

10 1 11 10

TL/PD/1K17-8

Format 14
23 16 IS S 7

gem short op i 11110

FonnatIS .

23 16| 15 « 7

!
n n n 1 1 1

unofflsiava)
Format ISJO 23 lelis t

gen 1 stiort X op

Fornnt 15.1 23 16 IS 8

gem gen 2 op c i

Format 15.5 23 16 15 8

sem sen 2 .'!.
5

7

10 11 1 1

7
-T—I—I—I—I

—

\
—1~

110 11110

FonnatIS

Format 19

10 1110

7

X X X 1 1

Impied Immvcttate Encodings:

7

r7
,

re
,

rS
,

r4
,

ra
,

,2
,
n

,
lO

7

Ragiatar MarK,w>«kM to SAVE. ENTER

rf)
,

r,
,

ra
,

ra
,

r4
,

rs
,

,6
,

r7

7

OffSGt

1 1

length -1

1 1 1 1

Offaet/Length Moditlar appendad to INSS, EXTS

TL/PD/lK17-i

0)
o
O
01

W

o

»
3
3
5'

«a
30
o
ffl

3
3
O
<D

o
c

<D
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Series 32000 Instruction

Execution Times
ASSUMPTIONS

The entire instruction, with all displacements and immediate

operands, is assumed to be present in the instruction queue
when needed.

Interference from instnjction prefetches, which is very de-

pendent upon the preceding instruction(s), is ignored. This

assumption will tend to affect the timing estimate in an opti-

mistic direction.

It is assumed that all memory operand transfers are com-
pleted before the next instruction begins execution. In the

case of an operand of access class rmw in memory, this is

pessimistic, as the Write transfer occurs in parallel with the

execution of the next instruction.

It is assumed that there is no overlap between the fetch of

an operand and the following sequences of microcode. This

is pessimistic, as the fetch of Operand A will generally occur

in parallel with the effective address calculation of Operand
B, and the fetch of Operand B will occur in parallel with the

execution phase of the instruction.

Where possible, the values of operands are taken into con-

sideration when they affect instruction timing, and a range

of times is given. Where this is not done, the worst case is

assumed.

DEFINITIONS

TEA— The time required to calculate an operand's Ef-

fective Address. For a Register or Immediate op-

erand, this Includes the fetch of that operand.

TMMU— The extra clock cycle required for translation of

memory addresses if a NS32082 MMU is pres-

ent.

TOPB— The time needed to read or write a memory byte.

TOPW— The time needed to read or write a memory
word.

TOPD— The time needed to read or write a memory dou-

ble-word.

TOPi— The time needed to read or write a memory oper-

and, where the operand size is given by the oper-

ation length of the instruction. It is always equiva-

lent to either TOPB, TOPW or TOPD.

TOY— Internal processing overhead, in clock cycles.

L— Internal processing whose duration depends on
the operation length. The number of clock cycles

is derived by multiplying this value by the number
of bytes in the operation length.

EQUATIONS

TMMU— If a NS32082 MMU is present then TMMU = 1

else TMMU =

TOPB— If operand is in a register or is immediate then

TOPB =

else TOPB = 3-1- TMMU
TOPW— If operand is in a register or is immediate then

TOPW =
else if worcl-aligned (even address) then TOPW
= 3-1- TMMU

else TOPW = 7 H- 2 * TMMU (for NS32016)

or TOPW = 3-1- TMMU (for NS32032 and
NS32332)

TOPD— If operand is in a register or is immediate then

TOPD =

else if word-aligned (even address) then TODP
= 7 -I- 2 • TMMU (for NS32016) or TOPD = 3
+ TMMU (for NS32032 and NS32332)

else TOPD = 11 -I- 3 • TMMU (for NS32016)

or TOPD = 7 -I- 2 TMMU (for NS32032 and
NS32332)

TOPi -— If operand is in a register or is immediate then

TOPi =

else if i = byte then TOPi = TOPB

else if I = word then TOPi = TOPW
else (i = double-word) then TOPi = TOPD

TOY— TOY = 1

L— If i (operation length) = byte then L = 1

else if i = word then L = 2

else (i = double-word) L = 4

TEA— If REGISTER addressing then TEA = 2

if IMMEDIATE or ABSOLUTE addressing then

TEA = 4

if REGISTER REUTIVE or MEMORY SPACE
addressing then TEA = 5

if MEMORY RELATIVE addressing then TEA =
7 -I- TOPD

if TOP OF STACK addressing then

if access class = write then TEA = 4

if access class = read then TEA = 2

else TEA = 3

if EXTERNAL addressing then TEA = 11 -(- 2 *

TOPD (for NS32016) or TEA = 1 1 -I- TOPD (for

NS32032 and NS32332)

if SCALED INDEXED addressing then TEA =
Til + TI2

where Til depends on scale factor:

if byte indexing Til = 5

if word indexing Til = 7

if double-word indexing TI1 = 8

if quad-word indexing Til = 10

and TI2 = TEA of the basemode except:

if basemode is REGISTER then TI2 = 5

if basemode is TOP OF STACK then

TI2 = 4

CALCULATION OF TOTAL EXECUTION TIME (TEX)

TEX is obtained by perfomiing the following steps:

1. Rnd the desired instruction in the table.

2. Calculate the values of TEA, TOPB, etc. using the num-
bers in the table and the equations given on the preced-
ing page.

3. The result derived by adding together these values is the

execution time (TEX) in clock cycles.

NOTES ON TABLE USE

Values in the TEA column indicate the number of effective

addresses to be calculated. If the value in this column is

less than the number of general operands in the instruction,

this is because one or both operands are in registers and
that instruction has an optimized form which eliminates TEA
for such operands.
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In the L column, multiply the entry by the operation lerfgth in

bytes (1 , 2 or 4).

in the TCY column, special notations sometimes appear:

n1 -n2 means n1 minimum, n2 maximum

n1 %n2 means that the instruction flushes the instruction

queue after n1 clock cycles and nonsequentially fetches

the next instruction. The value n2, indicating the total

numljer of clock cycles in Internally executing the instruc-

tion (including n1), is not generally useful. The most ac-

curate technique for determining such timing depends on

the size and alignment of the Basic InstniCtion portion of

the next instruction, plus Index Bytes. If this portion can

be read In one memory cycle, then the execution time is

nH-IO (including the memory cycle). If more memory

cycles are required, the value lsn1-l-5+4*m, where m is

the number of memory cycles required.

In the Notes column, notations held within angle brackets

< > indicate alternatives in the form of the instnjction which

affect the execution time. A table entry which is affected by

the form of the instruction may have multiple values, sepa-

rated by slashes, corresponding to the alternatives. The no-

tations are:

<M> Memory form

<R> Register form

<MM> Memory-to-Memory form

<RM> Register-to-Memoryform

<MR> Memory-to-Registerform

<RR> Register-to-Register form

X either Register to Memory

EXAMPLE OF TABLE USAGE

Calculate TEX for the instruction:

CMPW RO, TOS

Operand A is in a register; Operand B is in memory. This

means that we must use the table values con-esponding to

the <xM> case as given in the Notes column (<xM>
meaning "anything to memory").

Only the TEA, TOPi and TCY columns have values assigned

for the CMPi instruction. Therefore, they are the only ones

that need to be calculated to find TEX. The blank columns

are irrelevant to this Instruction.

The TEA column contains 2 for the <xM> case. This

means that effective address times have to be calculated

for both operands. (For the <MR> case, the Register oper-

and would have required no TEA time, therefore only the

Memory operand TEA would have been necessary.) From

the equations:

TEA (Register mode) = 2,

TEA (Top of Stack mode, read access class) = 2,

Total TEA = 2 + 2 = 4.

The TOPi column represents potential operand transfers to

or from memory. For a Compare instruction, each operand

is read once, for a total of two operand transfers.

TOPi (Word, Register) = 0,

TOPi (Word, TOS) = TOPW = 3 (assuming aligned, no

MMU)

Total TOPi = 3

TCY is the time required for internal operation within the

CPU. The TCY value for this case Is 3.

TEX = TEA + TOPI + TCY -4-t-3 + 3 = 10 machine

cycles.

If the CPU is mnning at 1 MHz then a machine cycle (clock

cycle) is 100 ns. Therefore, this instruction would have 10 X
100 ns, or 1.0 microseconds, to execute.

Basic and Memory Management Instructions NS32016 and NS32032 CPUs

Mnemonic TEA TOPS TOPW TOPD TOPi TCY L Notes

ABSi 2 — — — 2 9/8 — src < / src > =

ACBI 1 — — — 2 16/15%20 — <M>,nobranch/ branch

ACBi — — — — — 18/17%22 — <R> , no branch / branch

ADDI 2/1/0 — — — 3/1/0 3/4/4 — <XM>/<MR>/<RR>

ADDCi 2/1/0 — — — 3/1/0 3/4/4 — <xM>/<MR>/<RR>

ADDPi 2 — — 3 16/18 — no carry / carry

ADDQI 1/0 — — 2/0 6/4 — <M>/<R>

ADDR 2/1 — — 1/0 — 2/3 — <xM>/<xR>

ADJSPi 1 — — — 1 6 —
AND! 2/1/0 — — — 3/1/0 3/4/4 — <xM>/<MR>/<RR>

ASHI 2 1 — — 2 14-45 —
Bcond — — — — — 7/6% 10 — no branch / branch

BICi 2/1/0 — — — 3/1/0 3/4/4 — <xM>/<MR>/<RR>

BICPSRB 1 1 — — — 18%22 —
BICPSRW 1 — 1 — — 30%34 —
BISPSRB 1 1

— — — 18%22 —
BISPSRW

1

1 1 — — 30%34 —
BPT — — 4 3 — 40 —

CO

5"
01

Mooo

o
<o

3
3
3
5'
(Q

«
^
<D
3O
<P

Oe
51
9
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3 Basic and Memory Management Instructions NS32016 and NS32032 CPUs (Continued)

a>
Mnemonic TEA TOPS TOPW TOPD TOPi TCY L Notes

i
BR 1

— — — 1 4%9 —
BSR — — — 1 — 6%16 —

I CASEi 1 — — — 1 4%9 —

c
1

CBITi

CBITIi

2/1 2/0 — — 1 15/7 — <xlVI>/<xR>

2/1 2/0 — — 1 15/7 — <xM>/<xR>

Em CHECKi 2 — — — 3 7/10/11 — high / iow / ol<

g

CMPi 2/1/0 — — — 2/1/0 3 — <xM>/<MR>/<RR>

CMPMi 2 — — — 2*n 9 • n + 24 — n = # of eiements

In blocl<

^ CMPQi 1/0 — — — 1/0 3 — <M>/<R>

CMPSi — — — — 2*n 35 • n + 53 — n = # of elements,

not Translated

f?;
GIUIPST — n — — 2*n 38 • n + 53 — Translated

COMi 2 — — 2 7 —
CVTP 2 — — 1 — 7 —
CXP — — 3 4 — 16%21 —
CXPD 1 — 3 3 — 13%18 —
DEIi 2/1 — — — 5/1 38/31 16 <xiM>/<xR>

DIA — — — — — 3%7 —
DIVi 2 — — — 3 58-68 16

ENTER — — — n + 1 — 4*n + 18 — n = # of general

registers saved

EXIT — — — n+ 1 — 5*n + 17 — n = # of general

registers restored

EXTi

EXTi

2 — — 1 1 19-29 — field in memory

2 — — — 1 17-51 — field in register

EXTSi 2 — — 1 1 26-36 —
FFSi 2 2 — — 1 24-28 24

FLAG — — 0/4 0/3 — 6/44 — no trap / trap

IBITi 2/1 2/0 — — 1 17/9 — <xM>/<xR>

INDEXi 2 — — — 2 25 16

INSi

INSi

2 — — 2 1 29-39 — field in memory

1 — — — 1 28-96 — field in register

INSSi 2 — — 2 1 39-49 —
JSR 1 — — 1 1 5%15 —
JUMP 1 — — — — 2%6 —
LMR 1 — — —

1 30%34 —
LPRi 1 — — — 1 19-33 —
LSHi 2 1 — — 2 14-45 —
MEIi 2 — — — 4 23 16

K^ODi 2 — — — 3 54-73 16

MOVi 2/1/0 — — — 2/1/0 1/3/3 — <xM>/<MR>/<RR>

MOVMi 2 — — — 2*n 3 • n + 20 — n = # of elements

in block

MOVQi 1/0 — — — 1/0 2/3 — <M>/<R>

1
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Basic and Memory Management Instructions NS32016 and NS32032 CPUs (Continued)

Mnemonic TEA TOPB TOPW TOPD TOPI TCY L Notes

IWOVSI

MOVSi

MOVST

— — — — 2'n 13*n + 18 — n = # of elements

no options

— — — — 2*n 24 • n + 54 — B, W and/or U
option in effect

n — — 2*n 27 • n + 54 — Translated

MOVSUi 2 — — — 2 33%37 —
MOVUSi 2 — — — 2 33%37 —
!\^OVXBD

MOVXBW

IViOVXWD

2 1 — 1 — 6 —
2 1 1

— — 6 —
2 — 1 1 — 6 —

IVIOVZBD

MOVZBW

MOVZWD

2 1 — 1
— 5 —

2 1 1
— — 5 —

2 — 1 1 — 5 —
MULi 2 — — — 3 15 16

NEGI 2 — — — 2 5 —
NOP — — — — — 3 —
NOTi 2 — — — 2 5 —
ORI 2/1/0 — — — 3/1/0 3/4/4 — <xM>/<MR>/<RR>

QUO! 2 — — — 3 49-55 16

RDVAL 1 1 — — — 21 —
REMi 2 — — — 3 57-62 16

RESTORE — — n - 5'n + 12 — n = # of general

registers restored

RET — — — 1
— 2%8 —

RETI — 1 3 3 — 39%45 —
RETT — — 2 2 — 35%41 —
ROT! 2 1 — — 2 14-45 —
RXP — — 1 2 — 2%6 —
Scondl 1 _ — — 1 9/10 — False / True

SAVE — — — n — 4*n+ 13 — n = # of general

registers saved

SBITi

SBITIi

2/1 2/0 — — 1 15/7 — <xM>/<xR>

2/1 2/0 — — 1 15/7 — <xM>/<xR>

SETCFG — — 15 —

SKPSi

SKPST

— — — — n 27 • n + 51 — n= # of elements,

not Translated

n — n 30 • n + 51 — Translated

SMR 1 — — — 1 25 —
SPRi 1

— — 1 21-27 —
SUBi ^ 2/1/0 — — 3/1/0 3/4/4 — <xM>/<MR>/<RR>

SUBCi 2/1/0 — — — 3/1/0 3/4/4 — <xM>/<MR>/<RR>

SUBPi 2 — — — 3 16/18 — no carry / carry

SVC — — 4 3 — 40 —
TBITi 2/1 1/0 — — 1 14/4 — <xM>/<xR>

WAIT — — - — - 6-? — ? = until an

interrupt/reset

WRVAL 1 1 — — 21 —
XORi 2/1/0 — 3/1/0 3/4/4 — <xM>/<MR>/<RR>

haooo
o
3

3
3
3
3
<o
31
<D

<D
--%

<D
3O
<D

a
a.
<D

D
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NS320S1 FLOATING-POINT EXECUTION TIMES

The following section gives execution timing information for

Floating-Point instructions. Some additional timing defini-

tions are used, as given below,

f - Tfie floating-point operation length.

Standard Floating (32 bits): f = 1

l-ong Floating (64 bits): f = 2

Instruction

MOVf

ADDf, SUBf

MULf

DIVf

ABSf, NEGf

CMPf

MOVLF

MOVFL

MOVif

ROUNDfi,TRUNCfi,

FLCX3Rfi

SFSR

LFSR

Tf - The time required to transfer 32 bits of a floating-point

value to or from the NS32081 Floating-Point Unit.

Tf = 4 always.

Ti - The time required to transfer an integer value to or from
the NS32081 Floating-Point Unit.

Byte: Ti = 2

Word: Ti = 2

Double-Word: T1 = 4

Floating-Point Instruction Execution Times

Case

<MM>
<RR>
<MR>
<RM>

<MM>
<RR>
<MR>
<RM>

<MM>
<RR>
<MR>
<RM>

TEA TOPD TOPi Ti

2f

f

f

<MM>
<RR>
<MR>
<RM>

<MM>
<RR>
<MR>
<RM>

<MM>
<RR>
<MR>
<RM>

<MM>
<RR>
<MR>
<RM>

<MM>
<RR>
<MR>
<RM>

<MM>
<MR>

<MM>
<RM>

<M>

<M>

3f

f

2f

3f

f

2f

f

2f

2f

2f

Tf

2f

f

2f

3f

f

2f

3f

f

2f

2f

TCY

23

27

23

27

70

74

70

70

30 -I- 14f

34 + 14f

30 + 14f

30 + 14f

55 + 30f

59 + 30f

55 -I- 30f

55 + 30f

20

24

20

24

45

49

45

45

23

27

23

27

22

26

22

26

53

53

53

66

13
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Basic and Memory Management Instructions NS32332 CPU
TEA Table

Mnemonic TEA TGET TOPB TOPW TOPD TOPI TCY L

TEA:

Absolute
— — — — — — 2

TEA:

External
— — — — 2 — 6

TEA:

Memory

relative

— — — — 1
— 4

TEA:

Register

— —
—

^~

= = 2, Class Address or

mode is Index.

TEA:

Register

relative/

Memory

space

— — — — — — 2

TEA:

TOS push
— — — — — — 3

TEA:

TOS address

/Modify

/Index

— — — — — — 2

TEA:

Index

(B.W.D.Q)

— — — — 1 — 2

TGET Table

Mnemonic TEA TGET TOPB TOPW TOPD TOPI TCY L

TGET:

Absolute
— — — — — 1 2

TGET:

External
— — — — 2 1 6

TGET:

Memory
relative

— — — — 1 1 4

TGET:

Register
— - — — — —

TGET:

Register

relative/

Memory

space

— — — — — 1 2

TGET:

TOS pop
— — — — — 1 1

TGET:

TOS address

/Modify

/Index

— — — — — 1 2

TGET:

Index

(B, W, D, Q)

— — — — — 1 2

TGET:

Immediate

— — — —
I I

3, First operand.

2, 2nd operand.

(A
(D

ta
loo

o

s>

3
3
3
<o
3D
<D

<D
-^
(D3
O
(D

a
c
51
(D

EB
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NS32332 Instruction Execution Times Tabie

Mnemonic TEA TGET TOPS TOPW TOPD TOPi TCY L
u

ABSi

1

1

1

1

1

1

""

—
1

1

1

6 <M>
9 Src < <R>
8 SrOO <R>

f
E

ACB1 —

1

1

1

1

— — —
1

1

1

1

7 No branch <M>
7%8 Branch <M>
9 No branch <R>

7% 10 Branch <R>

1 ADDi
__

2

1

— — —
1 3 <XM>

4 <XR>
Q.
O
s

ADDCi
— 2

1

—
I

1 3 <XM>
4 <XR>

ADDPi
2

2

—
___

— 1

1

21 No cany

20 Canv

^ ADDQi
— 1 — — —

1 3 <M>
4 <R>

ADDR
2

2 I I
— — 1 1 <M>

3 <R>
ADJSPi — 1 — — — — 8

ANDi
— 2

1

— — — 1 3 <XfVI>

4 <XR>

ASHI —

2

1

2

2

2

2

—
—

—

1

1

1

N = Number of shifts

7 No Shift <M>
8 No Shift <R>

11 + N Count <0 <M>
12 + N Count <0 <R>
12 +N Count >0 <M>
13 + N Count >0 <R>

Bcond
_,

— — — — — 7 No branch

5%8 branch

BICi
— 2 — — -

1 3 <XM>
4 <XR>

BICPSRB
— — — — — 14 NoPSR(U)

13%16 PSR(U)

BICPSRW
__

— — — — 14 NoPSR(U)
13%16 PSR (U)

BISPSRB
—

I
— — — 14 No PSR (U)

13%16 PSR(U)

BISPSRW I I
— — 14 No PSR (U)

13%16 PSR(U)

BPT — — — 4 3 — 31

BR — — — — — — 2%7
BSR — — — — 1 — 5%7
CASEi — — — — — — 6%9

CBITi
1 2 — — — 17 <XIVI>

7 <XR>

CBITIi
1 3 — — — 18 <XM>

7 <XR>

CHECKi
1

1

1

"""

—
1

2

2

10 High

19 Low
20 O.K.

L
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NS32332 Instruction Execution Times Table (Continued)

Mnemonic

CMPi

CMPMi

CMPQi

CMPSi

CMPST

COMi

CVTP

TEA TGET

CXP

CXPD

DEI!

DEIi

DIA

DIVi

ENTER

EXIT

TOPB TOPW TOPD TOPi

EXTi

EXTi

2n

2n

2n

2n

2n

TCY

<XM>, <XR>
<XI>

8'n + 19 i
= B

n = number of compares

8 n + 22 i
= W

8 • n + 23 i = D

37 • n + (69-71)

n = number of elements

13, no elements

42 • n + (70-72)

n = number of elements

13, no elements

<XM>
<XR>

(A
to

9W
M
lOOoo
"O

o
(Q

5
3
3
3
CQ
30
(D

S"

3
3O
(D

fi>
C
51
(D

1

n+ 1

1

n + 1

<M>
<R>

16

(Till flusfi Queue

9cyc. + 2T0PW
+ 2 TOPD).

14

(Till flush Queue

7 eye. + 2 TOPW
+ 1 TOPD).

16*1 + (27-28),

= 1,B

= 2,W
= 4,0

16 '
i + (36-37),

<XM>

<XR>

2%5

49-56

50-57

<XM>
<XR>

, no operand

n = number of register saved

n + 14;n >

, no operand

n = number of register saved

3n + 6; n >

Field in memory:

18,

(offset MOD 8) =

20 + (offset MOD 8),

(offset MOD 8) >0

Field in register:

13,

(offset MOD 32) =

15+ (offset MOD 32),

(Offset MOD 32) >

ED
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Mnemonic

EXTSi

FFSi

TEA TGET

NS32332 Instruction Execution Times Table (Continued)

TOPB TOPW TOPD

FFSi

FLAG

IBITi

INDEXi

TOPI

INSi

INSI

INSSi

TCY

21

(Offset MOD 8) =
23 + (offset MOD 8),

(offset MOD 8) >

<XM>
"1" not found

1 7, offset = 0;

20 + offset,

offset > 0;

"1" found

i = operand size (1

24 ->

24 + i
• 8, offset =

27 + offset -*

24 + i
* 8, offset >

"1" not found

1 8, offset = 0;

21 + offset,

offset > 0;

"1" found

25 -*

25 + I
* 8, offset =

28 + offset -*

28 + i
* 8, offset >

4)

<XR>

6, no trap.

35, trap.

19

9

<XM>
<XR>

83

Field in memory,

29,

(offset MOD 8) =
35 + 2 • (offset MOD 8).

(offset MOD 8) >

Field in register,

23,

(offset MOD 32) =
29 + 2 • (offset MOD 32),

(offset MOD 32) >

Field in memory,

29,

(offset MOD 8) =
35 + 2 * (offset MOD 8),

(offset MOD 8) >
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NS32332 Instruction Execution Times Tabie (Continued)

Mnemonic TEA TGET TOPB TOPW TOPD TOPi TCY L

INSSi — 1 — — — —

Field In register,

31.

(offset MOD 8) =

37 + 2 • (offset MOD 8),

(offset MOD 8) >0
(

JSR 1
— 1

— 4%6

JUMP 1
— — 1%4

LIWR 1 — — — — 5%9

LPRi — 1 — — — —
10

17%20
18

,UPSR

,PSR

,no PSR

LSHi
—

2

1

2

2

2

2

-

—

1

1

1

7

8

11 +N
12 4-

N

12 + N
13 + N

N = Number of shifts

No Shift <M>
No Shift <R>

Count <0 <M>
Count < <R>
Count > <M>
Count >0 <R>

MEII
- 2

1

— — — 2 17,

20,

<XM>
<XR>

16

16

MODi

MODi

2

1

— — — 1 45-49,

57-63,

46-50,

58-64,

<XM>
remainder = 0;

remainder<>0;

<XR>
remainder = 0;

remainderoC;

16

16

MOVi
1 1

1

— — — 1 1,

3,

<XM>
<XR>

MOVMi 2 — — — — 2n

n = number of elements

in block.

19 + 2 * n, i
= Byte.

22 + 2 * n, 1
= Word.

23 + 2 * n, 1
= D. W.

MOVQi
1 — — — — 1 1,

3,

<M>
<R>

IWOVSi

— — 2n

2n

13* n + 49, no option

n = number of elements

19*n + (84-86)

B, W and/or U option

in effect.

MOVST — — n — — 2n

24 • n + 85-87)

B,W and/or U option

in effect.

MOVSUi 2 — — — 2 19

MOVUSi 2 — 2 19

MOVXBD
1 1

1

— — 1
— 7

5

<XM>
<XR>

MOVXBW
1 1

1

— 1 — — 7

5

<XM>
<XR>

(D

aw
<>»
lOoo

o
(Q

3
3
3
3
(Q

X
<D

<D^
<D
3O
(0

a
a

11-39



3 NS32332 Instruction Execution Times Table (Continued)

o
Mnemonic TEA TGET TOPS TOPW TOPD TOPI TCY L

c

2
o>

2
Q.

§

MOVXWD
1 1

1 I I
1 — 7

5

<XM>
<XR>

MOVZBD
1 1

1

—
I

1 — 6

4

<XM>
<XR>

MOVZBW 1 1

1

1 — — 6

4
<XM>
<XR>

MOVZWD 1 1

1

— — 1 — 6

4

<XM>
<XR>

MUU
— 2

1 I
— — 1 11

12

<XM>
<XR>

16

16

CO
NEGi

1 1

1

— — 1 4

6

<XM>
<XR>

NOP — — — — — — 3

^ NOTi
1 1

1

—
I

1 4

6

<XM>
<XR>

ORi
2

1

—
_^

— 1 3

4

<XM>
<XR>

QUOi
— 2

1

— —
I

1 41-46

42-47
<XM>
<XR>

16

16

RDVAL 1 — 1 — — — 9

REM!
2

1 I
— — 1 46-51

47-52
<XM>
<XR>

16

16

RESTORE
— — - —

n

—
5

, no operand

n = number of register

restored.

3 • n + 6; n >

RET — — — — 1 — 5%5

RET!

RET!

1

2

2

2

2

3

~"

32, no slave

(Till flush Queue

24 eye. + 1 TOPS
+ 2 TOPW + 1 TOPD)

32, with slave

(Till flush Queue

24 eye. + 2 TOPB
+ 2 TOPW + 2 TOPD)

RETT — — — 2 2 —
22

(Till flush Queue

14 eye. + 2 TOPW
+ 1 TOPD)

ROTi
—

2

1

2

2

2

2

^~

—
—

1

1

1

7

8

11 + N
12 + N

12 + N

13 + N

N = Number of shifts

No Shift

No Shift

Count <

Count <

Count >

Count >

<M>
<R>
<M>
<R>
<M>
<R>

RXP — — — 1 2 —
6

(Till flush Queue

5 eye.)
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NS32332 Instruction Execution Times Tabie (Continued)

Mnemonic TEA TGET TOPB TOPW TOPD TOPI TCY _L_

Scondi

1

—
— —

—
1 4 <M>

7 .toie <R>
6 .false <R>

SAVE
— — — —

n

—
5 , no operand

n = numtwr of register

saved.

n + 6; n >

SBITi
1 1

1

2 — — — 17 <XM>
7 <XR>

SBITIi
1 1

1

3 — — — 18 <XM>
7 <XR>

SETCFG — — 5

SKPSI — — — — — n

29 • n + (66-68)

B, W and/or U option

In effect.

SKPST — — n — — n

34 • n + /R7_S9)

B, W and/or U option

in effect. —
SMR

1
— — — — 1 7 <U>

9 <R>

SPRi

1

1 —
— —

—
1

1

7 , noUPSR; <M>
10 ,UPSR; <M>
9 , noUPSR; <R>
12 ,UPSR; <R>

SUBI
— 2

1

— — — 1 3 <XM>
4 <XR>

SUBCl
- 2

1

— - - 1 3 <XM>
4 <XR>

SUBPi
— 2

2

— — — 1

1

21 No carry

20 Carry

SVC _ 4 3 — 31

TBITi
1 1 1

— — — 14 <M>
4 <R>

WAIT — — — — — - ? = until on
^'"^

intenupt/Reset

WRVAL 1 _ 1 9

XORI -
2

1 - -
— 1 3 <XM>

4 <XR>

(A

(0

w
lO

o

S
3
3

39
<0

<D
3
O
<D

O
c
ai
(D
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u
c
o
«
a>

U

CM
CO
(0
»
u

Series 32000® Quick Reference Timing

Listed below are the most frequently used timing specifica-

tions for the Series 32000 components. This listing is in-

tended for quick reference only, and is not all-inclusive. De-
tailed timing specifications and diagrams are located in the
"AC Electrical Characteristics" section of each datasheet in

this volume.

WTo
TEST PUNTS TEST MINTS

roy

—

All the timing specifications given in this section refer to
0.8V or 2.0V on the input and output signals as illustrated in

Figure 1, unless specifically stated otherwise.

ABBREVIATIONS:

LE. — leading edge R.E. — rising edge

T.E. — trailing edge F.E. — falling edge

FIGURE 1

NS32032 Output Signals: internal Propagation Delays
Maximum times assume capacitive loading of 100 pF

Name

tALv

tALh

tov

'Dh

'AWDSs

tALADSh

tALf

'ADf

tALMf

tADMf

Description

Address Bits 0-23 Valid

Address Bits 0-23 Hold

Data Valid (Write Cycle)

Reference/Conditions

after R.E., PHI1 T1

after R.E., PHI1 Tmmu or T2

Data Hold (Write Cycle)

Address Bits 0-23 Setup

Address Bits 0-23 Hold

Address Bits 0-23

Floating (No MMU)

Data Bits D24-D31

Floating (No MMU)

Address Bits 0-23

Floating (with MMU)

tSEv

tBEh

tSTv

tSTh

'DDINv

tODINh

'ADSa

'ADSia

tADSw

feSa

tDSic

Data Bits 21 -31

Floating (with MMU)

BEn Signals Valid

BEn Signals Hold

Status (ST0-ST3) Valid

after R.E., PHI1T2

after R.E., PHI1 nextTI orTi

before ADS T.E.

after ADS T.E.

after R.E., PH11 T2

after R.E., PHI1 T2

after R.E., PHI1 Tmmu

NS32032-6

Min

25

25

after R.E., PH11 Tmmu

after R.E., PHI2 T4

after R.E., PH12 T4 or Ti

Status (ST0-ST3) Hold

DDIN Signal Valid

DDIN Signal Hold

ADS Signal Active (Low)

ADS Signal Inactive

ADS Pulse Width

DS Signal Active (Low)

tALf

DS Signal Inactive

AD0-AD23 Floating
(Caused by HOLD)

after R.E., PHI1 T4

(before TI , see note)

after R.E., PH1

1

T4 (after TI)

after R.E., PHI1 TI

after R.E., PHI1 nextTI or Ti

after R.E., PHI1 TI

after R.E., PHI2 TI

at 0.8V (both edges)

after R.E., PHI1 T2

after R.E., PHI1 T4

after R.E., PHI1 TI

Max

65

NS32032-8

Min

70

25

25

25

25

50

70

25

20

65

83

55

60

70

50

100

Max

55

60

25

25

25

25

NS32032-10

Min

25

15

60

40

55

62

45

55

60

50

30

65

Max

40

50

25

25

25

25

45

45

50

35

45

45

40

25

Units
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NS32032 Output Signals: Internal Propagation Delays (continued)

Maximum times assume capacitive loading of 100 pF

Name Description Reference/Conditions
NS32032-6 NS32032-6 NS32032-10

Units

Min Max Min Max Min Max

tADf D24-D31 Floating

(Caused by HOLD)

after R.E.,PHI1T1 100 65 25 ns

bsf DS Floating

(Caused by HOLD)

after R.E., PHI1 Ti 100 80 55 ns

tADSf ADS Floating

(Caused by HOLD)

after R.E., PHI1 Ti 100 80 55 ns

tBEf BEn Floating

(Caused by HOLD)

after R.E., PHI1 Ti 100 80 55 ns

'DDINf ODIN Floating

(Caused by HOLD)

after R.E.,PHI1TI 100 80 55 ns

tHLDAa HLDA Signal Active (Low) after R.E.,PHI1Ti 100 90 75 ns

HLD.ASignallnactive after R.E., PHI1 Ti 100 90 75 ns

toSr DS Signal Returns from

Floating (Caused by HOLD)

after R.E., PHI1 Ti 100 80 55 ns

tADSr ADS Signal Returns from

Floating (Caused by HOLD)

after R.E.,PHI1Ti 100 80 55 ns

tBEr BEn Signals Return from

Floating (Caused by HOLD)

after R.E., PHI1 Ti 100 80

:
1

55 ns

'DDINr DDIN Signal Returns from

Floating (Caused by HOLD)

after R.E., PHI1 Ti 100 80 55 ns

iDDINf DDIN Signal Floating

(Caused by FLT)

after FLT F.E. 80 65 50

1

ns

tDDINr DDIN Signal Returns from

Floating (Caused by FLT)

after FLT R.E. 75 65 50 ns

tSPCa SPC Output Active (Low) after R.E.. PHI1 TI 50 45 35 ns

tSPCia SPC Output Inactive after R.E.,PHI1T4 50 45 35 ns

tSPCnf SPC Output Nonforcing after R.E.,PH 12 T4 40 25 10 ns

tDv Data Valid (Slave Processor

Write)

after R.E.,PHI1T1 80 65 50 ns

tDh Data Hold (Slave Processor

Write)

after R.E., PH1

1

nextTlorTi

ns

tpFSw PFS Pulse Width at 0.8V (both edges) 70 70 70 ' ns

tpFSa PFS Pulse Active (Low) after R.E.,PHI2 70 60 50 ns

tpFSia PFS Pulse Inactive after R.E., PHI2 70 60 50 ns

tiLOs ILO Signal Setup before R.E.,PHI1T1

of first interlocked

read cycle

30 30 30 ns

tiLOh ILO Signal Hold after R.E., PHI1 T3

of last interlocked

write cycle

10 10 10 ns

tiLOa TLO Signal Active (Low) after R.E.,PHI1 70 70 70 ns

tlLCHa ILO Signal Inactive after R.E.PHH 70 70 70 ns

CO

<D
0>

w
ooo

o

30
(D

3
3
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NS32032 Output Signals: Internal Propagation Delays (continued)

Maximum times assume capacitive loading of 100 pF

g
Name Description Reference/Conditions

NS32032-6 NS32032-8 NS32032-10
Units

% Min Max Min Max Min Max

IS
3
o
S

tusv U/S Signal Valid after R.E., PHI1T4 70 60 45 ns

tuSh U/§ Signal Hold after R.E.,PHI1T4 10 10 10 ns

tNSPF Nonsequential Fetch to

next PFS Clock Cycle

after R.E., PHI 1T1 4 4 4 top

tpFNS PFS Clock Cycle to next

Non-Sequential Fetch

before R.E., PHI1 T1 4 4 4 tcp

tUPF Last Operand Transfer

of an Instruction to next

PFS Clock Cycle

before R.E.,PHI1T1 of first

of first bus

cycle of transfer

tcp

Note: Every memory cycle starts with T4, during which Cycle Status is applied. If the CPU was idling, the sequence will be: ".
. , Ti. T4, T1 . . .". If the CPU was

not idling, the sequence will tje: ".
. . T4, TI . .

.".

NS32032 Input Signal Requirements

Name Description Reference/Conditions
NS32032-6 NS32032-8 NS32032-10

Units
Min iMax Min Max Min Max

tpWR Power Stable to

RST R.E.

after Vcc reaches 4.5V 50 50 50 flS

tDIS Data in Setup

(Read Cycle)

before F.E., PHI2 T3 20 15 10 ns

•Olh Data In Hold

(Read Cycle)

after R.E.,PHI1T4 10 10 10 ns

tHLDa HOLD Active (Low) Setup

Time (See Note)

before F.E.,PHI2TX1 25 25 25 ns

tHLDia HOLD Inactive Setup

Time

before F.E., PHI2 Ti 25 25 25 ns

tHLDh HOLD Hold Time after R.E.,PHI1TX2 ns

tpLTa FlT Active (Low)

Setup Time

before F.E., PHI2 Tmmu 25 25 25 ns

tFLTia FLT Inactive Setup

Time

before F.E., PHIZ T2 25 25 25 ns

'RDYs RDY Setup Time before F.E.,PHI2T2 or T3 25 20 15 ns

tRDYh RDY Hold Time after F.E., PHI1 T3 ns

'aBTs ABT Setup Time

(FLT Inactive)

before F.E., PHI2 Tmmu 30 25 20 ns

'abts ABT Setup Time

(FLT Active)

before F.E.,PHI2Tf 30 25 20 ns

tABTh ABT Hold Time after R.E.,PHI1 ns

tRSTs RST Setup Time before F.E., PHI1 20 20 15 ns

tRSTw RST Pulse Width at 0.8V (both edges) 64 64 64 tCp

t|NTs INT Setup Time before F.E., PHI1 25 25 25 ns
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NS32032 Input Signal Requirements (continued)

Name Description Reference/Conditions
NS32032-6 NS32032-8 NS32032-10

Units

Min Max Min Max Min Max

'NMIw NMI Pulse Width at 0.8V (both edges) 70 70 70 ns

tois Data Setup (Slave

Read Cycle)

before F.E., PHi2 T1 30 25 20 ns

iDlh Data Hold (Slave

Read Cycle)

after R.E.,PHI1T4 10 10 10 ns

tSPCd SPG Pulse Delay from Slave after R.E.,PH)2T4 40 35 25 ns

tSPCs SPG Setup Time before F.E., PHI1 35 30 25 ns

tSPCw SPC Pulse Width Irom

Slave Processor

(Async Input)

at 0.8V (both edges) 30 25 20 ns

tATs AT/SPC Setup for Ad-

dress Translation Strap

before R.E., PHI1 of cycle

during which RST

Pulse Is Removed

1 1 1 tcp

tATh AT/SPC Hold for Ad-

dress Translation Strap

after F.E., PHI1 of cycle

during which RST
pulse is removed

2

-i

2 2 tep

Note: This setup time is necessary to ensure prompt aolinowledgemert via HLDA and the ensuing floating of GPU off tne Puses. Note tnat tne time irom tne receipt

of the HOLD signal until the CPU floats is a function of the time HOLD signal goes low. the state ot me HLIY input (in mmu systems), ana tne lengtn of the oin-ent

MMU cycle.

NS32032 Clocking Requirements

Name Description Reference/Conditions
NS32032-6 NS32032-8 NS32032-10

Units

lUin Max Min Max Min Max

tCLr PHI1, PHIZ Rise Time 0,8V to Vcc- 0.9V

onR.E.,PHI1,PHI2

9 8 7 ns

tCLf PHI1,PHI2 Fall Time Vcc - 0-9V to 0.8V

onF.E.,PHI1,PHI2

9 8 7 ns

tep Clock Period R.E., PHI1,PHi2tonext

R.E.,PHI1,PHI2

170 5000 130 5000 100 5000 ns

tCLw(1.2) PHI1,PHI2

Pulse Width

At2.0VonPHI1,

PHI2 (both edges)

0.5 tcp

- 14 ns

0.5 tcp

- 12 ns

0.5 tcp

-10 ns

ns

tCLh(1,2) PHI 1,PHI2 High Time At Vcc - 0.9V on

PHI1,PHi2 (both edges)

0.5 tcp

- 18 ns

0.5 tcp

-17 ns

0.5 tcp

- 15 ns

ns

tnOVL(1,2) Non-Overlap Time 0,8VonF.E.,PHI1,PHI2to

0.8VonR.E.,PHI2,PHI1

7 7 7 ns

tnOVLas Non-Overlap Asymmetry

(1nOVL(1)-tnOVL(2))

at0.8VonPHI1,PHI2 -4 4 -4 4 -4 4 ns

tCLwas PHI1,PHI2 Asymmetry

(k;Lw{1)-tCLw(2))

at 2.0V on PHI 1,PH 12 -5 5 -5 5 -5 5 ns

CO

5'

w
oo

o

3D
(D

3
3
O
(D

3
<o

11-45



c
E

ri>

NS32016 Output Signals: internal Propagation Delays
Maximum times assume capacitive loading of 100 pF

o
c Name Description Reference/Conditions

NS32016-6 NS32016-8 NS32016-10
Units

Min Max Min Max Min Max

a> Ulv Address Bits 0-15 Valid after R.E., PHI1 T1 65 55 40 ns

tALh Address Bits 0-15 Hold after R.E.,PHI1Tmmu or T2 5 5 5 ns

5
tDv Data Valid (Write Cycle) afterR.E., PHI1T2 70 60 50 ns

tDh Data Hold (Write Cycle) after R.E., PHI1 nextTlorTi ns

S tAHv Address Bits 16-23 Valid after R.E.,PHI1T1 65 55 40 ns

'AHh Address Bits 16-23 Hold afterR.E., PHI1 nextTlorTi ns

'C 'ALADSs Address Bits 0-1 5 Setup before ADS T.E. 25 25 25 ns

CO Uhadss Address Bits 16-23 Set Up before ADS T.E. 25 25 25 ns

tALADSh Address Bits 0-15 Hold after ADS T.E. 20 20 15 ns

tAHADSh Address Bits 16-23 Hold after ADS T.E. 20 20 15 ns

tALf Address Bits 0-15 Floating after R.E., PHI1 T2

(no MMU)
25 25 25 ns

lALMf Address Bits 0-15 Floating after R.E., PHI1 Tmmu
(with MMU)

25 25 25 ns

tAHMf Address Bits 16-23 Floating after R.E., PHI1 Tmmu
(with MMU)

25 25 25 ns

IhBEv HBE Signal Valid after R.E.,PHI1T1 70 60 50 ns

'HBEh HBE Signal Hold afterR.E., PHI1 nextTlorTi ns

tSTv Status (ST0-ST3) Valid after R.E., PHI1 T4

(before T1, see note)

65 55 45 ns

tSTIl Status (ST0-ST3) Hold after R.E.,PHI1T4 (after T1) ns

tODINv DDiN Signal Valid after R.E., PHI1 T1 83 62 50 ns

tiLOia ILO Signal Inactive after R.E., PHI1 55 45 35 ns

tuSv U/S Signal Valid after R.E.,PHI1T4 55 45 35 ns

'USh U/S Signal Hold after R.E.,PHI1T4 10 10 10 ns

tNSPF Nonsequential Fetch to next PFS
Clock Cycle

afterR.E., PHI1T1 4 4 4 tcp

tPFNS PFS Clocl< Cycle to next Non-

Sequential Fetch

before R.E., PHI1 T1 4 4 4 tCp

tLXPF Last Operand Transfer of an Instruc-

tion to next PFS Clock Cycle

beforeR.E.,PHI1T1 of first

bus cycle of transfer

top

Note: Every memoiy cycle starts wHh T4, during which Cycle Status Is applied. If thle CPU was idling, the s

not idling, the sequence will be: ".
. . T4, T1 . .

.".

NS32016 Input Signal Requirements

«|uence will be: ".
. . Ti, T4, T1 . .

.". If the CPU was

1

Name Description Reference/Conditions
NS32016-6 NS32016-8 NS32016-10

Units

Min Max Min Max Min Max

tpWR Power Stable to RST R.E. after Vcc reaches 4.5V 50 50 50 flS

tois Data in Setup (Read Cycle) before F.E.,PHI2T3 25 20 15 ns

iDlh Data in Hold (Read Cycle) after R.E.,PHI1T4 10 10 10 ns

tHLDa HOLD Active (Low) Setup Time

(See Note)

before F.E.,PHI2TX1 25 25 25 ns
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NS32016 Input Signal Requirements (continued)

Name Description Reference/Conditions
NS32016-6 NS32016-8 NS32016-10

Units

Min Max Min Max Min Max

tHLDia before F.E.,PHI2Ti 25 25 25 nsHOLD Inactive Setup Time

tHLDh after R.E., PHI1 TX2 nsHOLD Hold Time

tpLTa FLT Active (Low) Setup Time before F.E., PHI2 Tmmu 25 25 25 ns

tpLTia FLT Inactive Setup Time before F.E.,PHI2T2 25 25 25 ns

tRDYs RDY Setup Time before F.E.,PHI2T2 or T3 25 20 15 ns

tpDYh RDY Hold Time after F.E.,PHI1T3 ns

*ABTs ABT Setup Time (FLT Inactive) before F.E., PHI2 Tmmu 30 25 20 ns

tABTs ABT Setup Time (FLT active) before F.E.,PHI2Tf 30 25 20 ns

tABTh ABT Hold Time after R.E., PHI1 ns

tRSTs RST Setup Time before F.E., PHI1 20 20 15 ns

tRSTw RST Pulse Width at 0.8V (both edges) 64 64 64 tCp

tiNTs InT Setup Time before F.E., PHM 25 25 25 ns

tNMIw NMI Pulse Width at 0.8V (both edges) 80 75 70 ns

tois Data Setup (Slave Read Cycle) I before F.E., PHI2 T1 30 25
i

20 ns

tOlh Data Hold (Slave Read Cycle) after R.E.,PHI1T4 10 10 10 ns

tSPCd SPC Pulse Delay from Slave after R.E.,PHI2T4 40 35 25 ns

tsPCs SPC Setup Time before F.E., PHI1 35 30 25 ns

tSPCw SPC Pulse Width from Slave

Processor (Async. Input)

!
at 0.8V (both edges)

1

30 25 20

i

ns

i

tATh .
AT/SPC Hold for Address

[

after F.E., PHI1 of cycle during

Translation Strap ! which RST pulse Is removed

2 2 2 tcp

i i

tATs 1
AT/SPC Setup for Address , before R.E., PHI1 of Cycle During

i Translation Strap ! which RST pulse is removed

1 1

1

1 I

t

1

jtcp

Note This setup Ume is necessary to ensure prompt acltnowiedgement via HLDA and the ensuing floating of CPU off the buses. Note that the time from me receipt

of the HOLD signal until the CPU floats is a function of the time HOLD signal goes low, the state of the RDY input (in MMU systems), and the length of the current

MMU cycle.

NS32016 Clocking Requirements

Name Description
Reference/

Conditions

NS32016-6 NS32016-8 NS32016-10
Units

Min Max Min Max Min Max

tCLr PHI1,PHI2 Rise Time 0.8VtoVcc-0.9V
onR.E.,PHI1,PHI2

9 8 7 ns

tCLf PHI1, PHIS Fall Time Vcc- 0.9V to 0.8V

onF.E.,PHI1,PHI2

9 8 7 ns

5Cp Clock period R.E.,PHI1,PHI2toNext

R.E.,PHI1,PHI2

170 5000 130 5000 100 5000 ns

tCLw(1,2) PHI1,PHI2

Pulse Width

At2.0VonPHI1,PHI2

(both edges)

0.5 tcp

- 14 ns

0.5 tcp

- 12 ns

0.5 top

"10 ns

ns

tCLh(1,2) PHI1,PHI2 High Time atVcc-0.9Von
PHM, PHI2 (both edges)

0.5 top

- 18 ns

0.5 tcp

- 17 ns

0.5 tcp

-15 ns

ns

tnOVL(1,2) Non-Overlap Time 0.8VonF.E.,PHI1,PHI2to

0.8V on R.E., PHI2, PHI1

7 7 7 ns

tnOVLas Non-Overlap Asymmetry

(tnOVL(1)-tnOVL(2))

At0.8VonPHI1,PHI2 -4 4 -4 4 -4 4 ns

tCLwas PHI1,PHI2 Asymmetry

('CLw(1)~tCLw(2))

At2.0VonPHI1,PHI2 -5 5 -5 5 -5 5 ns

(A

(0

WMOoo

o
?r

3)
(D

(D3
O
<D

-i

3
5'
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1 NS32008 Output Signals: Internal Propagation Delays
Maximum times assume capacitive loading of 100 pF

Name Description Reference/Conditions
NS32008-6 NS32008-8 NS32008-10

Units

a>
MIn Max MIn Max MIn Max

0) 'ALv Address Bits 0-7 Valid after R.E., PHI1 T1 80 65 50 ns

lALh Address Bits 0-7 Hold after R.E., PHI1 T2 5 5 5 ns

s

tDv Data Valid (Write Cycle) after R.E.,PHI1T2 80 65 50 ns

ton Data Hold (Write Cycle) afterR.E.,PHMnextT1orTi ns

tAHv Address Bits 8-23 Valid after R.E.,PHI1T1 95 75 50 ns
CO
M tAHh Address Bits 8-23 Hold afterR.E.,PHI1nextT1orTi ns

.2

1
tALADSs Address Bits 0-7 Set Up

toADST.E.

before ADS reaches 2.0V 25 25 25 ns

tAHADSs Address Bits 8-23 Set Up

toADST.E.

before ADS reaches 2.0V 25 25 25 ns

Ul^DSh Address Bits 0-7 Hold

from ADS T.E.

after ADS reaches 2.0V 15 15 15 ns

tALf Address Bits 0-7 Floating afterR.E., PHI1T2 25 25 25 ns

tSTv Status (ST0-ST3) Valid afterR.E., PHI1T4

(before T1 , see note)

90 70 45 ns

tSTh Status (ST0-ST3) Hold afterR.E., PHI1T4 (after T1) ns

tooiNv DDIN Signal Valid after R.E.,PHI1T1 83 62 50 ns

tolNh DDIN Signal Hold afterR.E.,PHl1nextT1orTi ns

UoSa ADS Signal Active (Low) after R.E.,PHI1T1 55 45 35 ns

tADSIa ADS Signal Inactive after R.E.,PHI2T1 60 55 45 ns

tADSw AD§ Pulse Width at 0.8V (both edges) 50 40 30 ns

bSa SS Signal Active (Low) after R.E.,PHI1T2 70 60 45 ns

tDSia DS Signal Inactive after R.E.,PHI1T4 10 60 10 50 10 40 ns

tALf after R.E.,PHI1T1 100 65 25 nsAD0-AD7 Floating (Caused by HOLD)

'AH( after R.E.,PHI1T1 100 65 25 nsA8-A23 Floating (Caused by HOLD)

'ADSf afterR.E., PHIITi 100 80 55 nsADS Floating (Caused by HOLD)

tDDINf after R.E., PHI 1Ti 100 80 55 nsDDIN Floating (Caused by HOLD)

'HLDAa HLDA Signal Active (Low) afterR.E., PHIITi 100 90 75 ns

tHLDAia HLDA Signal Inactive after R.E.,PHI1Ti 100 90 75 ns

tADSr AD§ Signal Returns from Floating

(Caused by HOLD)

after R.E.,PHI1Ti 100 80 55 ns

tDDINr DDIN Signal Returns from Floating

(Caused by HOLD)

after R.E., PHIITi 100 80 55 ns

tSPCa SPC Output Active (Low) after R.E.,PHI1T1 50 45 35 ns

tSPQa SPC Output Inactive after R.E.,PHI1T4 50 45 35 ns

tSPCnf SPC Output Nonforoing after R.E., PHI2 T4 40 25 10 ns

tDv Data Valid (Slave Processor Write) after R.E., PHI1 T1 80 65 50 ns

tDh Data Hold (Slave Processor Write) after R.E., PH11 nextTI orTi ns

tpFSw PFS Pulse Width at 0.8V (both edges) 70 70 70 ns

tpFSa PFS Pulse Active (Low) after R.E.,PHI2 70 60 50 ns

tpFSia PFS Pulse Inactive after R.E., PHI2 70 60 50 ns
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NS32008 Output Signals: Internal Propagation Delays (continued)

Maximup times assume oapacitive loading of 100 pF

Name Description
Reference/

Conditions

NS32008-6 NS32008-8 NS32008-10
Units

Min Max Min Max Min Max

tiLOs ILO Signal Setup before R.E.,PHI1T1

of first interlocked

read cycle

30 30 30 ns

tiLOh ILO Signal Hold after R.E.,PHI1T3

of last Interlocked

write cycle

10 10 10 ns

'iLOa iLO Signal Active (Low) after R.E., PHI1 70 65 55 ns

tiLOia iLO Signal Inactive after R.E.,PHI1 70 65 55 ns

tuSv U/S Signal Valid after R.E., PHI1 T4 70 60 45 ns

tuSh U/S Signal Hold after R.E.,PHI1T1 10 10 10 ns

tNSPF Nonsequential Fetch to Next PFS

Clock Cycle

after R.E.,PHI1T1 4 4 4 tCp

tpFNS PFS Clock Cycle to Next Non-

Sequential Fetch

before R.E., PHI1 T1 4 4 4 tep

tLXPF Last Operand Transfer of an

Instruction to Next PFS Clock

Cycle

before R.E.,PHI1T1

of first bus

cycle of transfer

tep

Note 1: Timing parameters for components with an "S" suffix are not guaranteed compatible witti an NS32081 Slave Processor at a clock rate greater tfian 4 MHz.

Note 2: Every memory cycle starts with T4, during which Cycle Status is applied. If the CPU was idling, the sequence will be: ".
. .Ti, T4, T1 . .

.". If the CPU was

not idling, the sequence will be: ".
. .T4, TI. .

.".

NS32008 Input Signal Requirements

Name Description
Reference/

Conditions

NS32008-6 NS32008-8 NS32008-10
Units

Min Max Min Max Min Max

tpWR Power Stable to RST R.E. after Vcc reaches 4.5V 50 50 50 JliS

tois Data in Setup (Read Cycle) before F.E., PHI2 T3 20 15 10 ns

tolh Data in Hold (Read Cycle) after R.E.,PHI1T4 10 10 10 ns

tHLDa before F.E.,PHI2TX1 25 25 25 nsHOLD Active (Low) Setup Time

(See Note)

tHLDia before F.E.,PHI2TI 25 25 25 nsHOLD Inactive Setup Time

tHLDh after R.E., PHI1 TX2 nsHOLD Hold Time

<HDYs RDY Setup Time before F.E.,PHI2

T2orT3
25 25 25 ns

tRDYh RDY Hold Time after F.E., PHI1 T3 ns

•rSTs RST Setup Time before F.E.,PHI1 20 15 10 ns

tRSTw RST Pulse Width at 0.8V (both edges) 64 64 64 tcp

tiNTs InT Setup Time before T.E., PHI1 20 20 20 ns

•nMIw NMI Pulse Width at 0.8V (both edges) 70 70 70 ns

tois Data Setup (Slave Read Cycle) before F.E.,PHI2T1 20 15 10 ns

toih Data Hold (Slave Read Cycle) after R.E., PHI1T4 10 10 10 ns

tsPCd SPC Pulse Delay from Slave after R.E., PHI2 T4 17 13 10 ns

tSPCs SPC Setup Time Before F.E., PHI1 42 32 25 ns

tsPCw SPC Pulse Width from Slave

Processor (Async. Input)

at 0.8V (both edges) 30 25 20 ns

Note: This setup time is necessary to ensure prompt acknowledgement via HLDA and the ensuing floating of CPU off the buses. Note that the time from the receipt

of the HULL) signal until the CPU floats is a function of the time HOLD signal goes low, and the state of the RDY input.

<D

5"
CO

w
too

o
ST

30
(D
^*

(D3
O
<D

H
3
a
(D

11-49



o>

E NS32008 Clocking Requirements
1-

Reference/ NS32008-6 NS32008-8 NS32008-10
Name Description

Conditions
Unitso

Min Max IMIn Max Min Max

tCLr PHI1, PHIS Rise Time 0.8V to Vcc - 0.9V 9 8 7 ns

0)
nr

onR.E.,PHI1,PHI2

IS
3

tCLf PHI1,PHI2Faimme Vcc -0.9V to 0.8V 9 8 7 ns

onF.E.,PHI1,PHI2

o
o top Clock Period R.E.,PHI1,PHI2tonext 170 5000 130 5000 10O 5000 ns

oo R.E.,PHI1,PHI2

CM
lCLw(1,2) PHI1,PHI2 at 2.0V on PH1 1, 0.5 tcp 0.5 tcp 0.5 tcp ns

s Pulse Width PHI2 (both edges) -14 ns - 12 ns - 10 ns

tCLh(1,2) PHI1,PHI2 High Time atVcc-0.9Von O.Stcp O.Stcp 0.5tcp ns
(/) PHI1,PHI2 (both edges) -18 ns - 17 ns -15 ns

tnOVL(1,2) Non-Overlap Time 0.8VonF.E.,PHI1,PHI2to

0.8VonR.E.,PHI1,PHI2

7 7 7 ns

tnOVLas Non-Overlap Asymmetry

(tnOVLd) - tnOVL(2))

at0.8VonPHI1,PHI2 -4 4 -4 4 -4 4 ns

tCLwas PHI1,PHI2 Asymmetry

(tCLwd) - tCLw(2))

at2.0VonPHI1,PHI2 -5 5 -5 5 -5 5 ns
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NS32201 Clock Signals

Name Description Reference/Conditions
NS32201-6 NS32201-8 NS32201-10

Units

MIn Max MIn Max MIn Max

tcp Clock Period PHI1 R.E. to Next PHI1 R.E. 160 120 100 ns

tCLh Clock High Time AtVcc-0.9VonPHI1,PHI2
(Both Edges)

0.5 tcp

-17 ns

0.5 tcp

-7 ns

0.5 tCp

-16 ns

0.5 tcp

-7ns
0.5 tCp

- 15 ns

0.5 tcp

-7 ns

ns

tcu Clock Low Time At0.8VonPHI1,PHI2

(Both Edges)

0.5 tcp 0.5 tcp

+ 12 ns

0.5 tCp CStfep

+ 11ns

0.5 tcp 0.5tcp

+ 10 ns

ns

tCL\w(1,2) Clock Pulse Wkith At2.0VonPHI1,PHI2

(Both Edges)

0.5 tcp

-14 ns

0.5 tcp

- 4 ns

0.5 tcp

- 12 ns

0.5 tcp

- 4 ns

0.5 tcp

-10 ns

0.5 tcp

- 4 ns

ns

telwas PHI1,PHI2 Asymmetry

(tCLWl) - 1fcLW(2))

At2.0VonPHI1,PHI2
-5 5 -5 5 -5 5 ns

tCLR Clock Rise Time 0.8V to Vcc- 0.9V

onPHI1,PHI2R.E.

9 8 7 ns

tCLF Clock Fall Time Vcc -0.9V to 0.8V

onPHI1,PHI2F.E.

7 7 7 ns

tnOVU1,2) Clock Nonoveriap Time CSV on PHii, FHi2 F.E. to

0.8VonPHI2,PHI1R.E.

5 5 5 ns

tnOVUs Non-Overlap Asymmetry

(tnOVLd) - tnOVKZ))

At 0.8V on PHII, PHI2 -4 4 -4 4 -4 4 ns

txiR XIN Rise Time 1.5V to Vcc - 1.5V on XIN R.E. 15 11 9 ns

txlF XIN Fall Time Vcc - 1 -SV to 1.5V on XIN F.E. 15 11 9 ns

txh XIN High Time

(External Input)

2.5VonXINR.E.to

2.5V on XIN F.E.

25 20 16 ns

NS32201 Timing Tables

Name Description Reference/Conditions
NS32201-6 NS32201-8 NS32201-10

Units

MIn Max MIn Max Min Max

txi XIN Low Time

(External Input)

2.5V on XIN F.E. to

2.5V on XIN R.E.

25 20 16 ns

tXFr XIN to FOLK R.E. Delay 2.5V on XIN R.E. to FCLK R.E. 15 29 15 28 15 27 ns

IXFf XIN to FOLK F.E. Delay 2.5V on XIN F.E. to FCLK F.E. 15 29 15 28 15 27 ns

txCr XIN to CTTL R.E. Delay 2.5V on XIN R.E. to CTTL R.E. 24 40 24 39 24 35 ns

txPr XIN to PHI1R.E. Delay 2.5V on XIN R.E. to PHII R.E. 21 40 21 37 21 32 ns

tpCR FCLK Rise Time 0.8V to 2.0V on FCLK R.E. 12 9 7 ns

tFCF FCLK Fall Time 2.0V to 0.8V on FCLK F.E. 12 9 7 ns

tFCr FCLK to CTTL R.E. Delay FCLK R.E. to CTTL R.E. 5 17 5 16 5 15 ns

tFCf FCLK to CTTL F.E. Delay FCLK R.E. to CTTL F.E. 5 17 5 16 5 15 ns

tFPr FCLKtoPHM R.E. Delay FCLK R.E. to PHII R.E. 2 17 2 13 2 10 ns

tFPf FCLK to PHI1F.E. Delay FCLK R.E. to PHII F.E. -4 8 -4 6 -4 4 ns

tPw FCLK High Time

with Crystal

At 2.0V on FCLK (Both Edges) 0.25 tcp

-7 ns

0.25 tcp

+ 7ns

0.25 tcp

-6 ns

0.25 tcp

+ 6ns

0.25 tcp

-5 ns

0.25 tcp

+ 5ns

ns

tpa PHI2 R.E.to CTTL

F.E. Delay

PHI2 R.E. to CTTL F.E. -8 12 -7 11

*

-6 10 ns

tCTw CTTL High Time At 2.0V on CTTL (Both Edges) 0.5 tcp

- 8 ns

0.5 tCp

+ 8ns
0.5 top

- 8 ns

0.5 tcp

+ 8ns

0.5 tcp

-7 ns

0.5 tcp

+ 7 ns

ns
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1 NS32201 CTTL Timing cl=50pf

0) Name Description Reference/Conditions
NS32201-6 NS32201-8 NS32201-10

Unitsoc Min Max Min Max Min Max

1 tpcr PHI1 to CTTL R.E. Delay PHI1R.E.toCTTLR.E. -2 7 -2 6 -2 5 ns

nr tCTR CTTL Rise Time 0.8V to 2.0V on CTTL R.E. 6 6 5 ns

o tCTF CTTL Fail Time 2.0V to 0.8V on CTTL F.E. 6 5 4 ns

3o Note 1: PHI1 and PHI2 are interchangeable for the following parameters; tcp, tcui, tcu. tCL«. tCLR. teLF. tnOVL. txPr. tppr. tppf-

NS32201 CTTL Timing cl-ioopf

eo Name Description Reference/Conditions
NS32201-6 NS32201-8 NS32201-10

Units

.2 Min Max Min Max Min Max

tpCr PHI1 to CTTL R.E. Delay PHI1 R.E. to CTTL R.E. -2 8 -2 7 -2 6 ns

tCTR CTTL Rise Time 0.8V to 2.0V on CTTL R.E. 8 8 7 ns

tCTF CTTL Fall Time 2.0V to 0.8V on CTTL F.E. 6 6 5 ns

NS32201 Control Inputs ( 1ST1 . RSTO. ADS, DDIN) Timing
|

Name Description Reference/Conditions
NS32201-6 NS32201-8 NS32201-10

Units

Min Max Min Max Min Max

tpSTr After PHI1R.E. 25 20 15 nsRSTOR.E. Delay

tRSTs RSTi Setup Time Before PHI1 R.E. 20 20 20 ns

tADs ADS Setup Time Before PHI1 R.E. 30 28 25 ns

tADw ADS Pulse Width ADSLEtoADST.E. 25 25 25 ns

tDDs DDIN Setup Time Before PHI1 R.E. 10 10 10 ns

tDDh DDIN Hold Time After PHI1 R.E. 15 15 15 ns

NS32201 Control Outputs (TSd.rd.wr.dbe & RWEN/SYNC) Timing

Name Description Reference/Conditions
NS32201-6 NS32201-8 NS32201-10

Units

Min Max Min Max Min Max

tTf TSO L.E. Delay After PH1 1 R.E. 12 11 10 ns

tTr TSOT.E. Delay After PHI 1R.E. 20 18 15 ns

tRWf(F=) RD/WR LE. Delay (Fast Cycle) After PHI1 R.E. 50 40 30 ns

tRWf(S) HD/WR LE. Delay

(Peripheral Cycle)

After PHI1R.E. 30 23 15 ns

tpwr RD/WR I.E. Delay After PHI1 R.E. 25 23 20 ns

tDBf{W) DBE LE. Delay (Write Cycle) After PHI1 R.E. 35 30 24 ns

tDBf(R) DBELE. Delay (Read Cycle) After PHI2 R.E. 30 23 15 ns

tDBr DBE I.E. Delay After PHI2 R.E. 20 20 20 ns

tp^ RD.WR Low Level to TRI-STATE SYNC R.E. 20 20 20 nsAfter RWEN/

•pHZ RD.WR High Level to TRI-STATE SYNC R.E. 20 20 20 nsAfter RWEN/

tpZL RD.WR TRI-STATE to Low Level SYNC F.E. 25 23 20 nsAfter RWEN/

tpZH RD,WR TRI-STATE to High Level SYNC F.E. 25 23 20 nsAfter RWEN/
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NS3Z201 wait states & u;^Cie Hold (CWAIT, WAITn, PER & RDY) Timing
|

Name Description Reference/Conditions
NS32201-6 NS32201-8 HS32201-10

Units

Min Max Min Max Min Max

lCW8(H) d) Before PHI1R.E. 35 30 25 nsCWAIT Setup Time (Cyde Ho

tCWh(H) CWAIT Hold Time (Cycle Hold) After PHI1R.E. ns

tCWs(W) CWAIT Setup Time (Wait States) Before PHI2 R.E. 13 12 10 ns

tCWh(W) CWAIT Hold Time (Wait States) After PHI2R.E. 20 14 8 ns

tWs WAITn Setup Time Before PHI2 R.E. 5 5 5 ns

tWh WAlTn Hold Time After PHI2 R.E. 25 20 15 ns

tPs PER Setup Time Before PHI1 R.E. ns

tph PER Hold Time After PHI1 R.E. 30 25 20 ns

tRd RDY Delay After PHI2 R.E. 30 26 23 ns

NS32201 Synchronization (syno Timing

name Bescrtptjon Rsfsrencs/Ccnditisns
NS32201-6 NS32201-8 NS32201-10

Units

Min iWax Min Max Min Max

ts»s SYNC Setup Time Before FCLKR.E. 20 19 18 ns

tSyh SYNC Hold Time After FCLKR.E. 3 2 ns

tcs CTTL/SYNC Inversion Delay CTTL (master) to

RWEN/SYNC (slave)

25 20 15 ns
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f
E NS32081 Output Signal Propagation Delays

Maximum times assume capacitive loading of 100 pF

Name Description
Conditions

NS32081-6 NS32081-8 NS32081-10
Unite

1 Min Max Min Max Min Max

tDv DataVaiid After SPC LE. 65 55 45 ns

tDf D0-D15 Floating After SpCT.E. 50 50 50 ns

5
tSPCFw SPC Pulse Width

from FPU

AtC.8V

(Both Edges)

tCLKp-50 tCLKp + 50 tCLKp - 50 tCLKp + 50 tCLKp - 50 tcLKp + 50 ns

ISPCFI SPC Output Active After CLKR.E. 90 70 55 ns

m tSPCFh SPC Output Inactive After CLK R.E. 90 70 55 ns

tSPCFnf SR5 Output

Nonforcing

After CLKF.E. 75 55 45 ns

NS32081 Input Signal Requirements

Name Description
Reference/

Conditions

NS32081-6 NS32081-8 NS32081-10
Unite

Min Max Min Max Min Max

tpWR Power Stable to

RST R.E.

After Vcc
Reaches 4.5V

50 50 50 us

'rSTw RST Pulse Width At 0.8V

(Both Edges)

64 64 64 tCLKp

tSs Status (ST0-ST1)

Setup

Before gPCLE. 75 60 50 ns

tSh Status (ST0-ST1)

Hold

After SPC LE. 90 70 40 ns

tDs D0-D1 5 Setup Time Before SPCT.E. 75 55 40 ns

tDh DC-D15HoldTime After SPCT.E. 80 65 50 ns

tSPCw SPC Pulse Width

from CPU
At 0.8V

(Both Edges)

100 85 70 ns

tSPCfe SPS Input Active Before CLK R.E. 50 45 40 ns

tSPCh SPC Input Inactive After CLK R.E. ns

taSTs RST Setup Before CLKF.E. 10 10 10 ns

'RSTh BSTR.E. Delay After CLK R.E. ns

NS32081 Clocking Requirements

Name Description
Reference/ NS32081-6 NS320B1-8 NS32081-10

Unite

Min Max Min Max Min Max

tCLKh Clock High Time At 2.0V

(Both Edges)

60 1000 50 1000 42 1000 ns

taw Clock Low Time At 0.8V

(Both Edges)

60 1000 50 1000 42 1000 ns

tCLKp aock Period CLK R.E. to Next

CLK R.E.

160 2000 125 2000 100 2000 ns
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NS32082 Output Signals: Internal Propagation Delays
Maximum times assume capacitive leading of 100 pF

Name Description Reference/Conditions
NS32082-6 NS32082-8 NS32082-10

Units

Mln Max Min Max Min Max

tALv Address Bits 0-1 5 Valid After R.E.PHIITmmu or T1 60 55 40 ns

tALh Address Bits 0-15 Hold After R.E.,PHI1T2 5 5 5 ns

tAHh Address Bits 16-24 Valid After R.E.,PHI1Tmmu or T1 65 55 40 ns

tAHh Address Bits 16-24 Hold After R.E.,PHI1T2 5 5 5 ns

tALPAVs Address Bits 0-15 Set Up Before PAV T.E. 25 25 25 ns

tAHPAVs Address Bits 16-24 Set Up Before PAV T.E. 25 25 25 ns

tALPAVh Address Bits 0-1 5 Hold After PAV T.E. 20 20 15 ns

tAHPAVh Address Bits 16-24 Hold After PAV T.E. 20 20 15 ns

tALf AD0-AD1 5 Floating After R.E., PHI1 T2 25 25 25 ns

tAHf A16-A24 Floating After R.E.,PHI1T2 or T1 25 25 25 ns

tALz AD0-AD1 5 Floating

(Caused by HOLD)

After R.E.,PHI1Ti 45 35 25 ns

tAHZ A16-A24 Floating

(Caused by HOLD)

After R.E.,PHI1Ti 45 35 25 ns

tALr AD0-AD1 5 Return from Floating

(Caused by HOLD)

After R.E.,PHI1T1 75 65 50 ns

'AHr A16-A24 Return from Floating

(Caused by HOLD)

After R.E., PHI1 T1 80 65 50 ns

tDv Data Valid

(Memory Write)

After R.E.,PHI1T2 80 65 50 ns

tDh Data Hold

(Memory Write)

AfterR.E.,PHI1 next Tier Ti ns

tDv Data Valid

(Slave Processor Read)

After R.E., PHI1 TI 80 65 50 ns

tDh Data Hold

(Slave Processor Read)

After R.E.,PHI1 nextTI orTi ns

tDf Data Bits Floating

(Slave Processor Read)

AfterR.E., PHIITIorTi 10 10 10 ns

tDDINv DDIN Signal Valid AfterR.E.,PHI1T1orTmmu 80 65 50 ns

tDDINh DDIN Signal Hold AfterR.E., PHIITIorTi ns

tDDINf DDIN Signal Floating After R.E., PHI1T2 25 ns

tDDINz DDIN Signal Floating

(Caused by HOLD)

AfterR.E., PHMTi 85 70
1

50

1

ns

tDDINr DDIN Return from Floating

(Caused by HOLD)

AfterR.E., PHIITIorTi 85 70 ^ 50 ns

tODINAf DDIN Floating after

Abort (FLT = 0)

After R.E., PHI2 T2 25 25 25

j

ns

tpAVa PAV Signal Active AfterR.E., PHIITmmu or TI 55 45 35 ns

tpAVia PAY Signal Inactive AfterR.E., PHI2Tmmu or TI 60 55 45 ns
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NS32082 Output Signals: Internal Propagation Delays (Continued)

Maximum times assume capacitive loading of 100 pF

U
Name Description Reference/Conditions

NS32082-6 NS32082-8 NS32082-10
Units

Min Max Min Max Min Max

tpAVw PAV Pulse Width At 0.8V (Both Edges) 50 40 30 ns

u.
tpAVdz PAV Floating Delay After HLDAI F.E. 40 30 25 ns

tpAVdr PAV Return from Floating 40 30 25 ns5 After HLDAI R.E.

§
n

tpAVz PAV Floating

(Caused by HOLD)

After R.E.,PHI2T4 50 40 30 ns

tpAVr PAV Return from Floating

(Caused by HOLD)

After R.E.,PHI2Ti 50 40 30 ns

Si
tPLTa FIT Signal Active After R.E., PHI1 Tmmu 90 75 60 ns

»
tpLTia FLT Signal Inactive After R.E.,PHI1Tmmu,T, or T2 55 45 35 ns

lABTa Abort Signal Active After R.E.,PHI1 Tmmu or T1 90 70 55 ns

tABTia Abort Signal Inactive After R.E., PHI1 T2 80 65 50 ns

Ubtw Abort Pulse Width At 0.8V (Both Edges) 110 90 70 ns

tiNTa IFjT Signal Active AfterR.E.,PHI1TmmuorTf 55 ns

tiNTia INT Signal Inactive After R.E., PHI1 T2 80 65 50 ns

•iNTw InT Pulse Width At 0.8V (Both Edges) 110 90 70 ns

tSPCa SPC Signal Active After R.E., PHI1 T1 55 45 35 ns

tspaa SPC Signal Inactive After R.E., PHI1 T4 55 45 35 ns

tSPCf SPC Signal Floating After F.E., PHI1 T4 35 30 25 ns

tSPCw SPC Pulse Width At 0.8V (Both Edges) 110 90 70 ns

tHLCWda 60 55 50 nsHLDAO Assertion Delay After HLDAI F.E.

tHLDOdia / 60 55 50 nsHLDAO Deassertion Dela] After HLDAI R.E.

tHLDOa HLDAO Signal Active AfterR.E., PHIITi 50 40 30 ns

tHLDOia After R.E, PHI1 Ti 50 40 30 nsHLDAO Signal Inactive

tATa AT/SPC Signal Active After R.E.,PHI1 50 40 35 ns

*ATia AT/SPC Signal Inactive After R.E., PHI1 50 40 35 ns

'ATf AT/SPC Signal Floating After F.E.,PHI1 35 30 25 ns

tfiSTOa RST/ABT Asserted (Low) After R.E PHI1 40 35 30 ns

tRSTOia RST/ABT Deasserted (High) After R.E. PHHTi 40 35 30 ns

NS32082 Input Signal Requirements

Name Description Reference/Conditions
NS32082-6 NS32082-8 NS32082-10

Units

IMin Max Min Max Min Max

tDls Data In Set Up

(Memory Read)

Before F.E., PHI2 T3 25 20 15 ns

blh Data In Hold

(Memory Read)

After R,E.,PHI1T4 ns

bis Data In Set Up
(Slave Processor Write)

Before F.E.,PHI2T1 30 25 20 ns

blh Data In Hold

(Slave Processor Write)

After R.E., PHI1 T4 ns
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NS32082 Input Signal Requirements (continued)

Name Description Reference/Conditions
NS32082-6 NS32082-8 NS32082-10

Units

MIn Max Min Max Min Max

IrDYs RDY Signal Set Up Before F.E.,PHI2T2 or T3 25 20 15 ns

tRDYh RDY Signal Hold After F.E., PHI1 T3 ns

tuSs U/S Signal Set Up Before F.E.,PHI2T4 or Ti 45 40 35 ns

tUSh U/S Signal Hold After R.E.. PHI1 Next T4 ns

tSTs Status Signals Set Up Before F.E.,PHI2T4 or Ti 70 60 45 ns

tSTh Status Signals Hold After R.E.,PHI1 Next T4 ns

tSPCs SPC Input Set Up Before F.E.,PHI2T1 70 55 45 ns

'SPCh SPC Input Hold After R.E.,PHI1T4 ns

*HLDs Before F.E., PHIS T4 or Ti 25 25 25 nsHOLD Signal Set Up

tHLDh After F.E.,PHI2T4 or Ti nsHOLD Signal Hold

tHLDIS Before F.E.,PHI2Ti 30 25 20 nsHLDAI Signal Set Up

tHLDIh After F.E.,PHI2Ti nsHLDAI Signal Hold

tHBFs A24/HBF Signal Set Up Before F.E., PHI2 20 15 10 ns

tHBFh A24/HBF Signal Hold After F.E., PHI2 ns

tRSTIS Reset Input Set Up Before F.E., PHI1 20 20 20 ns

tPWR Power Stable to RSTIR.E. After Vqc Reaches 4.5V 50 50 50 flS

tRSTIw RSTi Pulse Width At 0.8V (Both Edges)
|

64 | 64
;

64
1

tCp

NS32082 Clocking Requirements

Name Description
Reference/

Conditions

NS32082-6 NS32082-8 NS32082-10
Units

Min Max Min Max Min Max

tcu PHI1,PHI2 Rise Time 0.8VtoVcc-0.9V
onR.E.,PHI1,PHI2

9 8 7 ns

tCLf PHI1,PHI2 Fall Time Vcc- 0.9V to 0.8V

onF.E.,PHI1,PHI2

9 8 7 ns

tcp Clock Period R.E.,PHI1,PHI2toNext

R.E., PHI1,PHI2

170 5000 130 5000 100 50O0 ns

1CLw(1,2) PHI1,PHI2

Pulse Width

At2.0VonPHI1,

PHI2 (Both Edges)

0.5 tcp

- 14 ns

0.5 tcp

-12 ns

0.5 tcp

- 10 ns

ns

tCLh(1,2) PHI1,PHI2 High Time At Vcc -0.9V on

PHI1,PHI2 (Both Edges)

0.5 tcp

- 18 ns

0.5 tcp

- 17 ns

0.5 tcp

- 15 ns

ns

tnOVL(1,2) Non-overlap Time 0.8VonF.E.PHI1,PHI2to

0.8VonR.E.,PHI2,PHI1

7 7 7 ns

tnOVLas Non-overlap Asymmetry

(tnOVL(l) - tnOVL(2))

At0.8VonPHI1,PHI2 -4 4 -4 4 -4 4 ns

tCLwas PHI1,PHI2 Asymmetry

(tCLw(1) - tCLw(2))

At 2.0V on

PHI1,PHI2

-5 5 -5 5 -5 5 ns

CO

5'
(0

w
o

3D

a
3
3
O
(D

H
3
5'
(Q
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NS32202 Timing Specification Standard
Timing Tables

c Symbol Description Reference/Conditions
NS32202-6 NS32202-8 NS32202-10

Units

£ Min Max Min Max Min Max

DC
READ CYCLE

UhRDia Address Hold Time After RDT.E. 80 80 80 ns

.S2
3
o
o

UsRDa Address Setup Time Before RDL.E. 50 50 40 ns

tCShRDia CS Hold Time After RDT.E. 80 80 80 ns

CM tCSsRDa CS Setup Time Before RDLE. 50 50 30 ns

(0 tOhRDia Data Hold Time After RDT.E. 50 50 50 ns

tRDaDv Data Valid After RDL.E. 200 175 150 ns

Si tRDw RD Pulse Width At 0.8V (Both Edges) 220 190 160 ns

tSsRDa ST1 Setup Time Before RDLE. 50 50 50 ns

tShRDia ST1 Hold Time After RDT.E. -30 -30 -30 ns

WRITE CYCLE

UhWRia Address Hold Time After WRT.E. 80 80 80 ns

tAsWRa Address Setup Time Before WR L.E. 50 50 50 ns

tcShWRia 5S Hold Time After WRT.E. 80 80 80 ns

tcSsWRa C5 Setup Time Before WRLE. 50 50 50 ns

tohWRia Data Hold Time After WRT.E. 60 60 50 ns

tosWRia Data Setup Time Before WR T.E. 150 125 100 ns

tWRiaPf Port Output Floating AfterWRT.E.(ToPDIR) 200 200 200 ns

tWRiaPv Port Output Valid After WRT.E. 200 200 200 ns

tWRw WR Pulse Width At 0.8V (Both Edges) 220 190 160 ns

OTHER TIMINGS

tcOUTI Internal Sampling Clocl<

Low Time

At 0.8V (Both Edges) 50 50 50 ns

tCOUTp Internal Sampling Clock Period 400 400 400 ns

tsCINh External Sampling Clock High Time At 2.0V (Both Edges) 100 100 100 ns

tsCINI External Sampling Clock Low Time At 0.8V (Both Edges) 100 100 100 ns

tsCINp External Sampling Clock Period 800 800 800 ns

tCh External Clock High Time

(Without Prescaler)

At 2.0V (Both Edges) 160 130 100 ns

tchp External Clock High Time

(With Prescaler)

At 2.0V (Both Edges) 80 65 50 ns

tci External Clock Low Time

(Without Prescaler)

At 0.8V (Both Edges) 160 130 100 ns

tcip External Clock Low Time

(With Prescaler)

At 0.8V (Both Edges) 80 65 50 ns

«Cy External Clock Period

(Without Prescaler)

650 500 400 ns

tCyp External Clock Period

(With Prescaler)

160 130 100 ns

tGCOUTi Counter Output Transition Delay After CLKF.E. 300 300 300 ns
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NS32202 Timing Specification standard (Continued)

OTHER TIMINGS (Continued)

Symbol Description Reference/Conditions
NS32202-6 NS32202-8 NS32202-10

Units
Min Max Min Max Min Max

tCOUTw Counter Output Pulse

Widtli in Pulsed Form

At 0.8V (Both Edges) 50 50 50 ns

tACKIR Interrupt Request ISelay After Previous Interrupt

Aclwowledge

SCO 500 500 ns

tiRld INT Output Delay After Interrupt

Request Active

800 800 «» ns

t|Rw Intermpt Request Pulse

Width in Edge Trigger

50 50 50 ns

tflSTw RST Pulse Width At 0.8V (Both Edges) 400 400 400 ns

NS32032 Read and Write Cycle Timing
Write Cycle

7*0!

PHIt
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T5 —1

'
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i'al;
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VHUO tsn 1 NEXT
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^
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)
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O
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H
3
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NS32016 Read and Write Cycle Timing

Write Cycle

(HIGH)

(HIGH)

-V

:>

:>

"ioF"

'AHh"

'HBEh •-

.>

Read Cycle

T1 T2 T3 T4

n IDU

/
(HWH)

W-IOft

:>c

1—H<DO—

I

THEKTCTEII
STATUS
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NS32008 Read and Write Cycle Timing

Write Cyde

T1 T2 T3

-ntSC7

— A ADD

. I 'At

ZA

•SCF

M
•Dv

'ADSia

<AOSv>

(ADSa

(HIGH)

N

'STh

C

'Dh

'AHh""

>

'STv

>DSia

'[jn

A0e-A015 I

A16-23

[-i

[I^C
ALI

'<AHADSs

>DDINv

Read Cycle

T2 T3

\

tDls

y
JC

(HIGH)

xz

I.
NEXTCYCLE
STATUS

HtQDINh

<D

5"
en

lO

3

3
O

3
3
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NS32201 Basic TCU Timing

Basic TCU Cycle (Fast Cycle)

CPU STATES T1 T2 T3 T4

TCUSTOreS I T1
I

T2
I

T3
I

H
I

:jr.

T HIBH

r
B11K20-B

NotB 1: The CPU and TCU view some timing states (T-states) differently. For clarity, referencas to T-states will sometimes be followed by (TCU) or (CPU). (CPU)

also implies (MMU).

Note 2; Arrows indicate when the TCU samples the input

Note 3: RWEN is assumed low (RD and WFI enabled) unless specified differently.

Note 4: For clarity, T-states for both the TCU and CPU are shown above the diagrams. (See Note 1.)
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AMP Sockets for 32332 Microprocessor

LIF SOCKET

Low Insertion Force (LIF) Socket 55273-7AMP tests indicate 50% reduction in insertion force compared to
machined socket.

ZIF PRODUCTION SOCKET

Cam handle locks in low profile position when substrate Is installed. (Handle UP for open and DOWN for closed)

Zero Insertion Force (ZIF) Production Socket 55283-7

Zero Insertion Force (ZIF) Production Burn-In Socket 55383-5

Not pictured but also available: ZIF High Cycle Test Socket 55269-2 (handle up) 55346-4 (handle down)

AMP INCORPORATED Harrisburg, PA 17105 U.S.A. Phone:717-564-0100

11-74





NOTES



2 National
Semiconductor
Corporation

Bookshelf of Technical Support Information
National Semiconductor Corporation recognizes the need to keep you informed about tiie availability of current technical

literature.

TWs bookshelf Is a compilation of books that are currently available. The listing that follows shows the publication year and

section contents for each book.

Please contact your local Nattonal sales office for possible complimentary copies. A listing of sales offfees follows this

bookshelf.

We are interested in your comments on our technical literature and your suggestions for Improvement

Please send them to:

Technical Communications Dept. M/S 23-200

2900 Semiconductor Drive

P.O. Box 58090

Santa Clara, CA 95052-8090

For a recorded update of this listing plus ordering Information for these books from National's Literature Distribution operation,

DATA CONVERSION/ACQUISITION DATABOOK—1984
Selection Guides • Active Filters • Amplifiers • Analog Switches • Analog-to-Digltal Converters

Analog-to-Digital Display (DVM) • DIgital-to-Analog Converters • Sample and Hold • Sensors/Transducers

Successive Approximation Registers/Comparators • Voltage References

HYBRID PRODUCTS DATABOOK—1982
Operational Amplifiers • Buffers • Instnimentation Amplifiers • Sample & Hold Amplifiers • Comparators

Non-Linear Functions • Precision Voltage Regulators and References • Analog Switches

MOS Clock Drivers • Digital Drivers • A-D Converters • D-A Converters • Fiber-Optic Products

Active Filters & Telecommunication Products • Precision Networks • 883/RETS

INTERFACE/BIPOLAR LSI/BIPOLAR MEMORY/PROGRAMMABLE LOGIC
DATABOOK—1983
Transmission Line Drivers/Receivers • Bus Transceivers • Peripheral/Power Drivers

Level Translators/ Buffers • Display Controllers/Drivers • Memory Support • Dynamic Memory Support

Mteroprocessor Support • Data Communications Support • Disk Support • Frequency Synthesis

Interface Appendices • Bipolar PROMs • Bipolar and ECL RAMs • 2900 Family/Bipolar Microprocessor

Programmable Logic

INTUITIVE IC CMOS EVOLUTION—1984
Thomas M. Frederiksen's new book targets some of the most significant transitions In semiconductor technology since the

change from germanium to silicon. Intuitive ICCMOS Evolution highlights the transition in the reduction In defect densities and

the development of new circuit topologies. The author's latest book Is a vital aid to engineers, and Industry observers who need

to stay abreast of the semiconductor Industry.

INTUITIVE IC OP AMPS—1984
Thomas M. Frederiksen's new book, Intuitive ICOp Amps, explores the many uses and applications of different IC op amps.

Frederiksen's detailed book differs from others in the way he focuses on the intuitive groundwori< In the basic functioning

concepts of the op amp. Mr. Frederiksen's latest book is a vital aid to engineers, designers, and Industry observers who need to

stay abreast of the computer industry.

LINEAR APPLICATIONS HANDBOOK—1986
The purpose of this handbook is to provkJe a fully Indexed and cross-referenced collection of linear integrated circuit

applications using both monolithic and hybrid circuits from National Semiconductor.

Individual application notes are normally written to explain the operation and use of one particular device or to detail various

methods of accomplishing a given function. The organization of this handbook takes advantage of this innate coherence by

keeping each application note Intact, arranging them In numerical order, and providing a detailed Subject Index.



LINEAR SUPPLEMENT DATABOOK—1984
Amplifiers • Comparators • Voltage Regulators • Voltage References • Converters • Analog Switches

Sample and Hold • Sensors • Filters • Building Blocks • Motor Controllers • Consumer Circuits

Telecommunications Circuits • Speech • Special Analog Functions

LOGIC DATABOOK VOLUME 1—1984
CMOS AC Switching Test Circuits and Timing Waveforms • CMOS Application Notes • MM54HC/MM74HC
MM54HCT/MM74HCT • CD4XXX • MM54CXXX/MM74CXXX • LSI/VLSI

LOGIC DATABOOK VOLUME 11—1984
Introduction to Bipolar Logic • Advanced Low Power Schottky • Advanced Sohottky • Low Power Schottky

Schottky • TTL • Low Power

MASS STORAGE HANDBOOK—1986
Disk Interface Design Guide and User Manual • Winchester Disk Support • Winchester Disk Data Controller

Floppy Disk Support • Drive Interface Support Circuits

MEMORY SUPPORT HANDBOOK—1986
Dynamic Memory Control • En-or Checking and Correction • Microprocessor Interface and Applications

Memory Drivers and Support

MOS MEMORY DATABOOK—1984
Standard Terminology • MOS Memory Cross Reference Guide • Dynamic RAMs • NMOS Static RAMs
CMOS Static RAMs • EPROMs • EEPROMs • Military/Aerospace • Reliability

THE NSC800 MICROPROCESSOR FAMILY DATABOOK—1985
CPU • Peripherals • Evaluation Board • Logic Devices • MA2000 Macrocomponent Family

THE SWITCHED-CAPACITOR FILTER HANDBOOK—1985
Introduction to Filters • National's Switched-Capacitor Filters • Designing with Switched-Capacitor Filters

Application Circuits • Filter Design Program • Nomographs and Tables

TRANSISTOR DATABOOK—1982
NPN Transistors • PNP Transistors • Junction Held Effect Transistors • Selection Guides • Pro Electron Series

Consumer Series • NA/NB/NR Series • Process Characteristics Double-Diffused Epitaxial Transistors

Process Characteristics Power Transistors • Process Characteristics JFETs • JFET Applications Notes

VOLTAGE REGULATOR HANDBOOK—1982
Product Selection Procedures • Heat Flow & Themial Resistance • Selection of Commercial Heat Sink

Custom Heat Sink Design • Applications Circuits and Descriptive Information • Power Supply Design
Data Sheets

48-SERIES MICROPROCESSOR HANDBOOK—1980
The 48-Series Microcomputers • The 48-Series Single-Chip System • The 48-Series Instruction Set
Expanding the 48-Series Micre>computers • Applksations for the 48-Series • Development Support
Analog I/O Components • Communications Components • Digital I/O Components • Memory Components
Peripheral Control Components
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