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A Model fox• the Pe~e•:=Jp-:;ion of Syntaetic Structure 

I 

The native speaker has the ability to understand an infinite number 

of sentences in his language, It fwllows from this that he can produce and 

understand sentences that he has never heard before 0 The success of the 

language learuer - the foreigner learning a second language or a child 

learning his first language - .can be measured only by the extent to which 

he has acquired this capacityo A statement of the knowledge which enables 

tho speaker to associate verbal sounds with meanings in an infinite number 

of cases is called a grammaro A gram,.ilar is a theory of the speaker's lin­

guistic competence~ Current linguistics d:i.vides this theory into three 

components, syntax, semantics and phonology 1 and expresses each as a finite 

and effectively computable set of ruleso Of theso throe components it is 

syntax that is seen as reflecting tho essentially creative aspect of lan­

guage behaviour. Tho rules of semantics and phonology are seen as rules 

for interpreting tho infinite number of structures generated by the syntax. 

The program descr:i.bed hero simulates the process whe~oby the 

native speaker applies his knowledge of tho syntax of the language to 

assign structures to sentences in ito That is, it is a syntactic perfor­

mance model operating from tho point of viow of tho hearer. By definition 

wo are not constructing a model of tho hearer. To do this we would have to 

incorporate procedures for tho implementation of semantic and phonological 

rules. But to construct a model of tho hoaror we would have to incorporate 

in it not only semantic and phonological compono nts., We should also have 

to intToduce factors which while not forming a part of linguistic competence 

itsolf nevortholess influence its realisation in linguistic performance -

memory limitations, shifts of attention, fatigue, for oxo.mplo, to no.mo just 

c. few - phonomona which for tho most part are still little understood (1). 

Devices which recognise tho syntactic structure of sentences when 



p:!·0s0ntod with them. iE w:i:ittG~l. :for:n ha.ve been studied for a numb0:;:• of years 

llOWo P01·he.ps the most st:dki.n.g foa.turo all those devices have in common is 

that while in many cases th0y imply imptlrtant hypotheses about language 

behaviour none of them rep1•esonta an attempt actually to simulate it. The 

devices so far developed fall into one of two main categories. •rhe first 

is :;:;0p~0sentod by tho most adve..ncecl of those currently in operation: the 

Harvard P:.·edictivo .Analyser,, This is essentially a push-down store 

mo::hanism and can be shown to bG oqt.iiva.lent ton context-free synta:x 1 in 
. . . h 1 h 1 t V'h.~,:-il this p0.rticula1· case one in wn:1.c al t o ru es a.:.ro z f !fa&££ L 1 at ia 

-eallotl Jt.l!YZE le That is all th0 rules a;-ce of tho form A-> aB, !, -> ~ q_K, 
whez-e A and B are :i.11t0r.mediate syr.abols and a is a terminal symbol 0 Fo1~ an 

analysm~ incorporating a syntax of this form to work it is n0c0ssary that at 

8om0 stage every wo:i:ad in the input se:ntence should be translated into a. 

te:r::nina.l symbol of the synta::i:~ This :1.s done by a :toutine which looks up 

tho words :i.n a dictionary who:-.~o words ai-o listed togotho:r w:i.th tho form 

clasr; ox cle,ss0s to which thoy belong and substitutes the associated set of 

fo;;.~m classes for ov01·y word in tho input sont0nce,. Tho fact that in the 

synta::i: terminal Sjl!nbols arc aasociated with - i .. o,, occur on the right hand 

sido of equations with - intermodiato symbols is interpreted in such a way 

as to make tho occurrence of a particular terminal symbol in tho input 

stTing prodict tho occurronco of a par.ticulu~ intermediate symbol in the 

subsequent st:i.•uctur0 of the s0ntcmco,, Tho sot of fulfilled predictions 

comprises :::;,n ar.-.P.lysis of the sento:nco (.2) /j 

The notion of prediction 0m:ployed here is a very natural one and the 

fa.ct th,:i.t listening to a sont0nc0 wo can at almost a.ny point make a fairly 

ac~:urate pro<.H'}tion a.bout at lear:it pa:,.'t cf its subsoquont strc.cturo is 

probably an important factor in tho efficiency with which wo ourselves 

process sonto:nc0s1> 0,.1 tho otho1· h!';l.!ld it seems unlikely that in every case 

the first stage in our processing a word is anakgous to looking it up in a 

form class dict:i.onary. Another shortcoming of tho Harvard Analyser viewed 

as a moc'iel for huma.'l boha.viom:- - which in all fairness it must be emphasised 



that it W:3.S n,;,vo:r intonded tc bG ~- :.c that uno....-nb2guous s0lf-cf:,ntain0d con-

stituonts of o, sontonce aro '.J,nalysGd ouch time thoy are oncoti,ni~ored on a 

pa~ticular analytic path through tho sontonc0 0 This moans that they may bo 

analys0d - and each time assigned tho same analysis - sevo:i.•al times in tl10 

course of the processing of tho sontonc0., Tho efficiency of the hearer makes 

it ur.t:i.ikely that this kind of :ropotiti.on occurs in his analysis of tho son­

tenc0 0 A thi:r.d weakness of tho .Ha:rvnrd Ana.lysox' in its prosont form npplios 

equally whether it is considered simply as an automatic parso:r 01· a.s a model 

for. linguistic porforma.nco 0 'l'hG grammar upon which it is bas0d is 1 as was 

pointed out abovo 7 equivalent to a contoxt-froo phrase structure syntax~ 

But a synta1~ of this kind is domonst:i:-ably incapable of p::oviding adequate 

descriptions for certain kinds of so:trconces,)' Stops ar.o being taken, 

hc.w,1vor I to xemody this deficiency" In a rovisod model tho analysed st:il.'ing 

prcdncc,d by tho dovieo dosc:dbod will become tho ini:,nt to another component 

which will incorporate information about transformational rules,. 

The second •i:ypo of automatic parsing d0vi.co currently under 

d0v0lopment employs the approach of analysis by synthesisv Here more direct 

use is made of a transformational synta:x: 0 On tho basis of tho number cf 

wo;r-ds in the input sentence tho sot of all the :,~ules that could have 

pos~:i.bly entero1 L1to its go:no:r8:don is constructed., Each possible com­

bination is them tested in an r~·ct0mpt to ro-gonerato the original sontonco.; 

Ea:.::h suGcessful attom~t rep:resonts an analysis of tho sontenceo Analysis by 

synthesis r·oflocts vmry clearly tho faet that knowledge of tho s'i::ructure of 

a sentence JB oqui valeE·i; to the knowledge of how to produce that sontencor, 

And it mny well bo that recognition of the structure of a sentence involves 

the hoa:~·er. in some s0:i1s0 re-gonera:dng itc Its w0akn0ss as a ~odel for the 

pe:irception of syntactic st:;:-ucturo (and again it must be emphasised that no 

such claim has ever been ontorod on its behalf) is that in crde:r to limit 

its operation to a reasonable time spru1. it too has to opera to not upoE 

sentoncos as such but upon strings of symbols px·odu,::ed by looking up tho 

wm.•ds in a form class dictior..ury (3):. 



It would seem :r.0nsonablo to supposo that a model for syntactic 

po1•ception should differ from an a11comatic parsing dev-ice - as these are 

now conceived - at lea.st in not having as an oss<mtia.l first stage a 

:r.outin0 that looks up every wo:rd in a form class dictionary, and in not 

employing procedures which involve an unambiguous constituent being analysod 

mo:i:·e than on,·:o~ It would nlso soom to bo mandatory that it should be based 

upon a. transformational g:i~o.mme.r nnd that J therefore 1 its output should be a 

statement of tho deep st1•ucture and not mo1·oly tho su:1C'fo.ce structure of a 

sentence., Sin.co in many casGs the doop structure of a sentence io con­

siderably disto:~ted by tho transfo:::-mational :rules that produce tho surfac0 

etructu:ro from it, it is likoly that this will moan that tho model must 

consist of two components - a doop st:r.ucturo-analysor and a surface 

structuro-analyso:r.., It is also likoly that some use will have to be made 

of tho notion of prediction,, 

The reason for rejecting a dictionary look-up routine that operates 

upon ovory word in the sentorwo can be partly explained by pointing out that 

in most cases the information obtained in this way incroaoos tho complexity 

of the analytic process :.,e.tho:;.0 than simplifies i t.o For instance, it is tho 

caso that in En.glish virtually every word that co.n be a noun can also be a 

verb,, Each such word would have to bo entered in the dictionary as b0ing 

both pa.'t'ts of spoech.o Tho first stag0 in the analysis of a sentonce in 

which such a word occul's would ho to labol it as being eith0r a noun or a 

verb,. Now a decision has to be ma.do as to which of thoso two roles it is 

plA.ying in the sontonco 0 This 5.s done by roforonc0 to tho unamhguous "17ords 

j_n tho sontm.1.c0 9 It would th0rcfc~1•0 seem mo:c0 economical - if nothing else 

••• fiot to deri vo information about such a word from a dictionary but simply 

to work out tho part of spoe11h it belongs to in any particular case by 

analysis - that is i::i terms of its fi.fl.filling predictions basod upon ·i:;h0 

occurronco of non-ambiguous itoms in th0 same sentoncoe 

This is not to suggost that a dictionary look-up routine can bo 

dispensed with onti::..•oly., But thoro a1·e cloarly advantages in rl;lstricting 



tho words contai:nod in. th0 d:i.ct:i.o:nr-t:.~y to th1.::so which are syntacticeJ.ly 

unambiguous, Howovor, 1;-::. tllG c0.n:, of tho mod0l doscribod here the ms:i'."0 

fact of being unamhigumw is not t,lken as a sufficient r0asoi1 for including 

a word in the dictionary., Comlid0r tho two wo:tds a~!£ a.nd J.E2.0 Both al~G 

syntactically uncw:nbiguousn Now consider tho sontorwos .!i~...2:!E.~~2:!:~...E:. 

.~E=~.0~~..2:.S~:,:'~ an.d H~;::J~.-~,~!l.~S!:L~=g.!.?,E.,!,_,!;.f'.::S,"' Clearly tho lattor s0n.t0nc0 

:rep:rosents a far more :radical departure from tho rules of normal English 

st:r.uctm:o tha.-i the former,. '11his suggests that v/b.oreas it is possible tha); 

CL UGG might bo found for !14.:?~"E, as :.3. noun it :i.s ha:t'dly likely that a new 

syntactic rule could bo found for t_he 0 'J.'his • is obviously connected with the 

fa.Ci'. that the class of wcn•ds to which .!:.~ belongs (determiners) is finite 

or 1 closed1 , whereas the class to which.§,-~:~ belongs (transitive verbs) and 

the class to which it was assigned in the nonce sontenco given abo-vo (noun) 

aro infinite or 'open 1 ., It is this fc.,J.t - that a wo1•d belongs to a closed 

class rathc,r than its being syntactically unambiguous - that decides its 

inclusion in tho dictionary, although it is a point of some significance 

th~Lt many of theso classes are made up almost entirely of words which belong 

to ,10 othor clrurn 0 E:xa.'llplos of such classes include those eometimes called 

tho 7 g~cammatical formatives'; tho determiners., pronouns, auxiliary verbs 

etc 0 Ex&~plos of closed classes which contain ambiguous words are double 

object verbs and verbs talcing a sentential compl&mont., Though one cannot 

be as confidont in -1:;ho case of those classes mibno can in the case of the 

grarnmaticel fo:r.matives 7 it seems fc.irl:;1 safe to assume that tho che,nces uf 

now wo:i.:ds entering them are faixly slight., 

The Xo8.snn for 1~ostricting the dictionary to closed class i toms is 

that a c0nsid0ra::>l0 roduction can thoroby ho made in tho complo:id ty of the 

,:..,:n.alysing proced11ros 0 Tho dlctionary look-up routine reduces tho input 

sontenco to a string of symbols indicating closed-class i te::ns and the syr,1bol 

indicating only tha'i: a wc,:rd belongs to one of the open clnssos~ ( In each 

caa0 note is tf31-:on of tho possible presence of inflexions.) Frodictions of 

tho str~cture of tho sentence arc then made almost entirely in terms of the 



clos0<l-class items - only ve"J.'Y g0nr)ral predictions boing made on tho basis 

of the occurrence of open-class i tezr:s,, Notice that tho analyser does not 

wo:r.f: with a fully c-,xplicit: statement of the rulos of the syntax but with a 

greatly simplified generalisation of these rules produced by restating them 

in terms of open- and closed-class items, 

Behind this approach lies tho suggestion that in recognising the 

structure of a sentence it may not be necessary for the hearer to have to be 

able to work all of the time with all of the rules of the syntroc,, To make 

tho whole of the syntax available to the program at this stage is to provide 

it with too much information4 Too much in tho sense that it is more than is 

needed, too much in tho sense that it is more than can be convenim1tly 

handleda It is not necessary to describe tho surfaco structure of a 

sont0nco fully in ardor to reconstruct its deep structure - on tho other 

hand once a doscription of the deep structure has been obtained this can be 

used to provide a complete description of the surface structure~ The 

algorithm described below, using only a limited amount of information and 

processing each item in the sontonce only once, decides how many deep 

structures (kernel sontoncos) thoro are in a sentence and what are their 

surface structure correlateso For example, at tho end of this stage - tho 

surface structure analysis - tho sentence Jhe boy standing on the corne~ 

]~~~ will have boon divided into The boy laughed and oeo standing on~ 

2or~~ Moreover in the course of making these decisions !~2.l will have 

tentatively been marked as a noun phrase subject and the deletion of the 

subject in the second element will have been detected, and laughed and 

~am~ng_?E..,Jhe corner will have tentatively boon marked as verb phrase 

predicates~ This output is the input to the deep-structure analyser among 

whose tasks is • reconstructing the deleted subject of the constituent 

sentence and fitting the constituent sentence into its right position in the 

matrix sontenceo 



II 

The action of the algo:rith:m may perhaps most easily be described by 

giving a. couple of very simple examples 0 It must be borne in mind that 

those examples are intended puxely as illustration, so that a great deal of 

the detail has been suppressed~ Atal.most every stage, for instance, the 

algorithm we are currently using takes into account more possible predic­

tions and assignments than are aclually shown in the examples~ 

The algorithm wo1•ks by assign.ing to every word in a sentence a 

markr which indicates in some sense tho position of that word in the syn­

tactic structur.o of the s0ntenc0 0 Tho assignment of a mark is the fulfil­

ment of a prediction_, 'l'hus; suppose wo have available the follo,ling marks: 

( denoting tho ste.rt of a subject 

) denoting the sta.rt of a verb (and hence tho ond of a subject) 

> denoting the start of an object 

+ denoting the continuance of a noun phrase~ 

Thon we may mark the sentence ~~rl likes tho sailor as: 

(The +girl )likes >the +sailor 

Each wo~d has been assigned a mark, and the marking indicates tho surface 

structure of the sentence, namely, one subject, one verb, and one objectQ 

Two minor details may be mentioned here. First, no account is ta..~on 

of such orthographic features as capital letters at the start of sentences, 

or of abbreviations ended by a full stop0 Secondly, certain elements of 

punctuation may be treated as words, in tho sense that they may create now 

predictions, terminate certain current analyses 1 or even be assigned a mark ... 

It t.urns out, for instance, to produce a pleasant symmetry in the algad.thm 

if we have a ma~k, say 

XX denoting tho end of a sentence 

which may be ass:i.gnod only to som0 such punctuation symbol as a full stop~ 

Thus, referring to tho 0xamplo above, the analysis would yield in 

fact 

( tho + girl ) likes > the + sailor ilX G 



·,vh.oX'e wo noto now i) th0 abGo;.,c0 of a:n initial e:api tal lettc:,:,;• 

and ii) ·cho 0.r;si6,1mont of a mark to tho full stop" 

Let us now follow through th0 analysis of this sontonco¢ 

Tho prog:ross of tho analysis is controlled by a J?!Gdictign t;reo and 

recorded by ana.."lplynstreo., We shall spoe:k of tho .'t9.P.-~?,.Yel;_ of both 

tr000, moaning that lovol nearost tho top of tho pa.go in diagramsr oven 

though, as we shall see? tho nnalysis t:coe jgrowsi upwards while tho 

prediction treo I g:iwwst downwo.1•ds., Initially, tho analysis troo is ompty, 

but the prediction troo cont0.ins tho two symbols }iX (ond of sontonco) and 

( (start of subjoct) 0 

rr! <= inunediate predictions 
:r:: [1-g 

<J 

analysis predictions (o) 

Tho top lovol of the prediction tr00 contains tho illl-;~~:?:!£ 

_pyed:i.ct:i:onJ~ 1 which aro marked on the diagrams by a small arrow,, 'l'he 

sentence is now road in ono wo:z,d at a time; and tho two troos are modifi.ed 

accc:,rd:i.ng to tho wo:rds oncou..."1terod" 

In tho sentence wo are considering, tho first word read in is _!_ho., 

'l'he immodiato p1codictions a.1•0 surveyod, to see which of tho marks thoy 

predict may bo hung on to this word,, Tho only prediction on tho tree is 

th1:?.t cf ( , an.d this may I by the rules of tho algorithm~ be appli<}d to tho, 

so this assignmo:.1.t is mad0 0 The assignment of a mark results in a modifica­

tion to the analysis i:roo, tho murk assigned boing added on at the current 

love1 to thoso analyses which lod. -i.1p to the prediction just fulfilled,, (As 

wo shall s00 lator1 mo:r.o than ono possiblo analysis may result in tho samo 

immediate p:..~odiction") In tr-.o present instanco 1 only ono analysis lod to 

our p::i:odiction 7 and tho a.."l.alysis troo boco:nes 

f<-1 tho 

analysis (1) 

'fho a.ssign.mont of a me.:tk a.lso c:.l to1·s tho prediction tree, tho par-



ticular a.1 tera.tion d0p0ndin.g Oil. the particular mark 0 Whon ( is assigned, 

the offoct is i) to remove i"i: fz·om tho p:..~ediction t1·00 

and ii) to put in its plac0 ) 

'X'his cor:i.·osponds to the idea that (roughly speaking) ovory subject 

has to havo its vorb with it in the sontonceo 

Ono further modification to tho prediction troo is also nocossary: 

tho word tho cannot be a noun phrase by itsolf, so that it is imperative 

that there be at least one continuat::.on word., Wo show this by making~ 

add to tho prediction troo 7 as an immediate prediction, the mark+ 9 Tho 

prediction treo therefore is now 

<- immediate predictions 

predictions (1) 

The noxt word encountered is $irl~ The search through tho 

closod-class dictionary will not find this word, so all that is known about 

it is that it is an open-class item~ Tho only immediate prediction is+, 

and as tho rules say this mark may bo assigned to an open-class item, the 

mark is put on the analysis troe, which becomes 

~ -_j 
analysis 

girl 

the 

(2) 

'f'he effect on the prediction 'Cj;oo ,:,:;: o.ccir:;ninc tln rr.a:.·:: + is 

i) to leave the present tree, unchanged, as one immediate prediction 

and ii) to romove the mark+ from tho tr00, and promote a copy of whatever 

lay beneath it as a second ilil.t~Gdiate predictiono 

This corresponds to tho idea that, in tho absonco of further information, a 

'continuation' item may be the last element in its noun phraso, or, on the 

other hand, that th0re may be moro I continuation' i toms to como. "!f{o 

notice, however, that in case ii) above tho word to which the+ has been 

assignod 1 namely ~irl, is an unmarked open-class item, and tho last item of 



its noU11 ph:case, so that the noun ph:r'as0 is singular if this analysis is 

eo:t·l"oct. On pxomoting tho ) 1 th01·oforo, it is given a suffix to indicate 

that any verb to which it is assigned must also be singular,, 

'i'hus tho prediction troo has now bocomo 

<- immediate predictions 

predictions 

When the nox:t wordr }.-ikos, is lookod up in tho closed-class 

dictionary, it will bo found that it is an open-class item, but that, unlike 

tho previous word ~!rl I it is marked with an impo:l."ta.nt ending, namely -s .. 

Very roughly 1 this ending is tho sign of a plural noun or a singular verb, 

and also, a fact of somo importance for tho algorithm, it marks the end of 

a noun phrase., Wo find, for insta.noo, tho magaEne rac.!_, but not ,:,·che 

E;_~gazi~~.§1,C~o 

(At the risk of stressing tho obvious, it would boas well to make 

e:icplici t some of the n,ore necessary restraints on tho generality of the last 

paragraph. Fo~ our purposos 1 words which end in 1 say, -ous or -ss do not 

end in -s: ,;;;;1uc., ,.-,'.:JJ;~ likes may be a plural noun, dangerous or ~s may 

not~ Similo.rly, v;ords onding with -s I or -' s are in a different class 

cmtiroly~ The closod-class dictionary is expected to tu.kc care of 

distinctions as trivial as thisn Any real oddities, such as]~ or~, 

which may both be singular and which, furthermore, do not necessarily ter­

minate a noun phrase - tho lens holder, tho no,;s bulletin, for instance -

are simply listed in tho closed-class dictionary with thoir peculiarities.) 

The immediate predictions exe two in number on this occasion (2)a 

Cons:i.dor first tho prediction of a continuation, + Q This mark t'l.ay por­

foctly legitimately be applied to any open-class itom, with tho affects on 

tho analysis a.ud prediction troos doscribod abovoa Considering tho 

prediction treo only1 for tho moment, and considoring moroovor only the 

branch with+ as an immediate prediction, we soo that the assignment of tho 



mark wot:ld i;~_,w.sform it to 

predictions (2a) 

as bofor0. 

This time, howovor, tho open-class itom to which tho+ was assigned 

was marked by a terminal -so This moans that 

i) as remarked abovo, this item must torminato its noun phrase if it 

has+ assigned to it, and thoroforo any immodiato prediction of yet 

another continuation mark can bo immediately doclarod incorrect; 

ii) any noun phraso that this item torminatos is plural, so that a 

promoted vorb can bo markod accordingly~ 

Tho intermediato form (2a) of thi~ part of tho prediction troo thoroforo is 

transformed still further, ono incorrect branch being removed ontiroly, so 

that it becomes simply 

predictions (2b) 

Now consider tho altornativo assignment to this word likos, that of 

)s. Tho rules allow this mark to bo assigned to an opon~class item provided 

that this itom is markod by a terminal -s or -od, and it is clear that tho 

former condition is fulfilled. This alternative ~~alysis is thoroforo ont0rod 

on tho analysis tree, and tho prediction tree transformed app1•opriatoly 0 Let 

us assume (perhaps tho wildest ovor-simplificatio::1 yot) that a verb may havo 

no ob,jocts, ono object, or two objects, ignoring :for clarity's sake all tho 

complications of verbs which take ono complement, an object and a complement, 

or whatever. (For the purposes of illustration., use is not mado of the fact 

that double-object verbs ,vill be listed in tho cJosod-class dictionary.,) 

Thon assigning a vorb-sign, ) , has the following effect on the prediction 

tree: 



i) tho vorb-s:i.gn 1 s successox·s can be promotod to be immediate 

predictions (with, of course., 1££.k,t successors coming up with 

thorn); 

ii) an immodiato prediction of one object, followed by predictions of 

tho verb-sign's successors, can be made; 

or iii) an immediate prediction of ono,objoct, followed by another 

formed 

object~ followed ~ by tho vorb-signt s successors, ca.'!'l be made~ 

Thus, to illustrate, the right hand branch of (2) would be trans-

by assigning the )s from 

gt 6:- QID----0 0> <-i . 

into i$J I~ 
00 

(2) (2c) 

right hand branch 

To repeat the same thing in a different idiom, we may visualise any 

immediate prediction as tho top of a pushdown list of predictions~ Tho 

effect of assigning} is to pop it off tho top of tho list, and then to 

continue predicting with tho throe lists produced by pushing down no, one, 

o~ two object predictions onto the result. 

Tho complete picture after all possible assignments to !.!,_kes have 

boen made, thorofore, shows that wo have two current analyses and four 

immodiato prodictions 0 

1 2,3,4 

analysis 

likes 

girl 

tho 

(2d) 

~ 
[~! 2 

1 

predictions 

Wo notice two things. First, wo must koop track of which analysis 

led to which prediction cha:i.ns. This is shown on the diagram by the 

numbers above the analysis tree and below the prediction tree. Tho 

numbering and tho correspondence must be updated whenever an assignment is 

made, if at tho end of the sentence wo are to be able to unravel its 



8.J.rn.J.yso:3,. '.:,;nd X!Ot mm:0ly to c:,.21r;,,vo:t' tho qu0stion 'Is this sont0nc0 g:;.•an1ma­

tical or not? t (; 

Soco:ndly, wo not:i.co that two inm10diat0 predictions aro the same, 

VJhon this happens, tho similar predictions aro conflated so that tho n0xt 

word noed only bo tost0d onc0 to soc if this particula:r mark may be appliedr, 

In otho~i.' words r al though en ambiguity in an om:-lior part of tho sentence may 

havo gi von ri s0 to two o:r· mo:t•e analyses 1 if the predictions b0come the same 

again at some stage,, thon the analysis of tho rest of the sentence is only 

done oncoQ We fool that this models human behaviour fairly woll.,. Supposo 1 

for exarnple 1 wo co:mo across a sentence beginning: 

If the __ giz·l guides fish in ni:1: :d.Y.£!..l_!,£on ~I"·· 

:Now it seems highly unlilwly that tho analysis of whatever follows then 

should bo influenced by which of tho two (or perhaps more) possible syn­

tactic analyses is chosen for tho first clausoa ·whothor litt:l.e Eva is going 

to stoor hor. pet goldfish, or w:i1otho1• 16 Troop a.re going poaching, becomes 

irrelevant fo:1.· syntactic purposos once the com:na comos along 0 This is 

modollod in the algo:n thm by tho fact that tho predictions would become the 

same at tho comma :for both possiblo px·ovious analyses~ so that they could 

be conflated into o:no pro(1iction, which could tl10n bo cax-ried on and matched 

to tho :rest of the sontonc0 9 

It should go without saying that, in the full algorithm, mere 

identity of predictod mar.k is not a sufficient condition for tho conflation 

of two pr0dicticns{; Hovmvo:.:-, in the extremely simplo case we are con­

sidering, this ,vill be sufficient 1 fi,nd wo may conflato tho two immediate 

object prodictions of (2,d)o Tho subo:rdinato predictions of those two 

im:n0di8:c0 p!'odictio:o.s would also be conflated if this wero possible 1 but it 

in not; so that wo aro loft with alto:rns;i;ivo predictions one levol down, 

inst0ad 0f at the :i.:m:m::,diate lov0l 0 



unalysis predictions 

Figu1·0 (3) therefore shows tho state of the analysis and prediction t:rees 

imw,diately afto:r. tho wo:r•d. li~ has boon processed~ 

Tho socond tho of the sentence is now oncounterodp and each of tho 

immediate predictions is chocked in turn to soo if it predicts marks 

assignable to this word" It is clear ths,t tho first two immodia.te predic­

tions fail, as tho definite article is not a plural verb and thoreforo it 

cannot take )p, anrl similarly it cu..nnot take tho mark }~{ , which is assign­

able only to a full stop~ 

Tho third immediate prediction, that of an object, is, however, 

more successful, as the rules allow> to bo assigned to _th_s.Q The effoct of 

assigning this objoct mark is simply to 7.'emovo it from the troo, and to 

promote its successor or successors to bo immedia.to predictions~ As we 

noti.ced abovo, howovo:r 1 the word ~thcz. puts a continuation symbol, + , on tho 

prediction troo 0 It is clear that this symbol would noed to bo added in 

frc!1t of EJl tho nowly-pi4 omoted immediate predictions, and then, of course, 

by tho principles outlined already, all thoso predictions of+ would be 

conflatod 0 In other. words, tho right hand bxanch of (3) may be visualised 

as being transformed through the following stages: 

and then 

by assignment 
of> to 

because of 
tho t,:, 

a.'ld finally by 
conflation to 



In fact, of cou:rrse 1 we p:c·oc 13ed ot1~E1-ight fr.om the initial to the final state~ 

Vlhenever an irnm.edia.te pi.•ed.:Lctio!1 crutllo°t be fulfilled (as, fo1• 

example, whr,m )p cannot b0 e,ssigned to !~), then the effect on the pre·­

diet:l.on tree is oimply that tb5.G irrm1ediate p:.tediction and all its 

successors, if it has any, are removed from the tree., As no ma.:r.•k is 

assigned when a prediction fails, nothing is added to the, e,11aJ.ysis t:r·ee.,. 

In the ease we ax'e considering, 1.vhen > is assigned to the 1 this is 

a fulfilment of predictions 3 and 4 (se0 the numbering of fig., (3))., and 

therefore, as we have mentioned earlier, this mark is. added at tbe cu:r.:·ent 

level of the analysis tree to those analyses (i:tl this case there is in fact 

only one) which led to these predictions" Prediction 1 failedt so no mark 

1."' '" added to that branch of the analysis tree which led to this prediction~ 

The new predictions and analysis tree are now renumbered, to enable 

us to keep track of the various analyses, and the result is that after the 

second the of our sentence the analysis and prediction trees look like this: 

analysis 

the 

likes 

gi:rl 

the 

prodictionG 

The la.st word of the sentence, E~i!!:?E,, is now read in, a.,.;,d it is 

discovered afte~ seaTching the closed-class dictionary that the word does 

not appear there, and is therefore open-clas,, and unmarked 0 'I'o such a 

word the symbol+ may be assigned, and the:t'efore the sole immediate 

prediction can be fulfilled 0 

Assigning the mark+ has tho effect on the pl'Gdiction tree already 

described, namely that the present branch of tho tree is left unchanged as 

one immediate prediction, and that tho successors of the mark+ are 

promoted, in this case, as there m~e two immediate successors, to form two 

new il!w'.l0diato predictionsQ '1'11ere is no verb mark, ) , among the suocar:.,210::-i;i 1 



sc WG he.Y•'.7 n.c need to do any suffix:Lng~ ·rhe assigned mark is added to the 

analysis t:.:·ee in the usual vm..y,; so that the two trees are novn 

analysis 

sailor 

the 

likes 

girl 

the 

predictions 

~ 
4 

Finally the full stop is road, which means that the end of the 

sentence has been roached., The only mark that may be assigned to a full 

stop is the end-of-sentence mal'k iK ; and therefore predictions of any other 

ma:rk fail 0 The assignment of ~ is r0pres0nted in the usual way, by adding 

this mark to the appropriate branch or branches of the analysis tr00., 

The effect on the prediction tree of assigning this mark is simply 

to remove it from t:1e tree (no predictions ar.e made beyond the end of the 

current sentence), and, as all predictions which fail are also removed from 

the tree, it is clear that when a full stop has boon encountered and dealt 

with the prediction treo will be emptyG 

The analysis tre0, on tho oth0r hand, will now be complete, and any 

path through the tree which starts at tho bottom a.id extends up to finish 

with the end-of-sentence mark X will reprosont a possibl0 analysis of tho 

aentonco., In tho example we have been considering, for instance, the 

analysis tree ends up looking like this: 

., 

sailor 

tho 

likes 

girl 

tho (6) 

and it is cloa.:;..~ that ~he only posoible analysis of the given sentence is 



( tho 

BJ':'a:neho:=; oi' the ana,lysis t:.•00 which do not o:xtond all tho way up to the top 

lovol reprosont tontati vo p.3,:;;tia.1 a;•J.alyGos which. had later to bo abandoned." 

At p1•osont those a:-:<::' rotain0d on the treo in ardor to be ablo to follow 

more easily tho working of tho algo:r.ithm 1 but thoro is clearly no strong 

reason for retaining them if working space is short¢ 

A second briof oxai'1l.plo may help to :r.iako cloar what ha.ppons to the 

l:l.nalysis troo when we ana.lyso an ambiguous oontonco (syntaotico.lly a.mbigu­

ousr anyway)~ Consider tho sontonco 

_t,~9_gh!l..K1:ti~ fj._1:32~ 

It is clear that tho analysis of this sentence will proceed exactly as tho 

analysis of our pr0viouo examplo, up to and including tho word g;1.dl1e~ 

(which, as far as wo a.l'G concorn.0d 1 is oxactly tho same as ~~.l' boing 

simply a.11 cpon-class item ma.::rkod w:i.th -s)o 'l'hus, when tho first th't'oo word0 

have boon doa.lt with, the analysis and p1•0diction troos will bo, as boforo, 

1 21,~A 
E) j2s~ ctr~. 
r t~J 

guides 

girl 

the 

This tim0, howovor 1 ·.vhon tho word fish is encountorod (an unmarked 

open-class i tom); we find that two of cu1· predicted ma:r-ks may be appU.od, 

namely )p and> q 

If )p is assigned, thon this mark is added to tho loft hand brrmch 

of the analysis troo: as it wa.s this branch which led to this prediction, 

as wo can toll from tho numbe:r·ing of branches and prediction chainsc. Wo 

may again simplify, as we did befo:r.o, and say that a verb may have :no, one, 

or two objects, so ·chat the loft h&.nd b1•anch of the prediction tree is 

transforrn:JdJ> afto:;- one ccr.fl'..'l.tion, to 



:XX cannot be assigned to Ji~, so the middle pT0dictio:n. fails"' 'l'he symbol 

> ma.y be assignod~ howe·;,,e:1.·., in which case this mo.xk ia added to th0 :t.>ight 

ha,,,d branch of the analysis t:r'oo (that branch wh:l.ch lod to the p:r·ediet~on 

'I'ho asnignrnon-c of > to Hn unmax'l,;:ed open-class item al te:rs 

prediction. t~oo by 

i) promoting tho successors of tho > to bo i:mmodiato p1•odict:i.011.s , 

and also ii) makin.g an immediate prodiction of + , with tho sa.mo s1.w,-;0ssor.s 

as the> used to have,, 

This coY:responds to tho idea that an unmarked open-class item may 

be oi the:r: a '}Omploto object, or simply tho fh·st word of a. noun ph:;.•ase 

which is tho ~H}jocte (This complication d:i.d :not a2°iso in tho previous 

o:i::ai.,:plo ar-; .!d.1-E. in::nsts o:n at leazt 011.0 succossfn~,}) '!'hus tho right han.d 

b:i::-anch of (3) bocomes 

(7b) 

Tho new p'.i."'ediction tree is formod by joining (Ja) and (7b) and then 

ncmfJ.r:c.'i;:b:i.g,, Notice that as tho chain 

is conunon to both pa.!'ts, we may conflate I and roprosont it only onc0., This 

timo v:e eoo that tho sa'mo prediction. ehain nmnbox ma.y occur more thun Gnc0 

on tho analysis t:roe since, ovidont1y, more than ono method of analysis has 

resulted in tho same prediction chain (after conflation of tho prediet:i.-::m 

troo)c Tho two troos are now 



fish 

gu:'i.dos 

girl 

thG 

(8) 

Once again, encountering tho full stop makes o.11 predictions fail 

C➔~tcept that numbo:.r-od 1,, Vlo see 1 hov:sver, that this tim0 th0 ma:i.'k :XX was 

p;:<edic'i;od f:rom both branches of the nnnlysis trees and that tl10refor0 the 

assignment of this ma:.•k must be roprosentod by adding it on to l':?.!:E: 
bra.nch(➔ S:, As always o.ftor a. full stop the px'odiction tr·oe is empty; ax,d 

r,.t the end of the sontonco tho analysis t1'00 has booomo 

fish 

girl 

tho (9) 

Notice that no attempt is mndo to conflate the top of the analysis tree, as 

this would make tho separate analyses impossible to untangle~ 

. Now as any pa.th from tho bottom of tho analysis troo up to tho 

ond-of-sentonco mark 1{ roprosonts a possible analysis of tho sontenc0, we 

soo cl0arly that two analyses havo boon produced for our presont example, 

in other words, that the sentence is s~r.i1tactica.lly ambiguous. Tho two 

mrnJ.ysos aro 

and 

( tho 

( the 

+ girl 

+ girl 

+ guicfos 

)s guides 

)p fish 

> fish 

xx" 

It will be appai•ont 't.hat tho algorit:hm produces simult:t'.:::1.(JOUsly all 

possible a.'1alyses of any ambiguous sentence., 

It is clearly ossenti~l that tho algorithm should be able to deal 



net only with such simple se:nt8ncGa as those we have so far considered, 

but also with sentencEH3 conta.ini:ng more than ona deep st:1.•uctu:re,., Howeve:r, 

it is not the task of this pa:rt of the total model to do mo1·e than 

analyse the surface structure of the incoming sentence~ After this initial 

pass, a second stage deep·-structure analyser will be required to disentangle 

the st.u:'face structure, now signalled by the marks assigned in the first 

stage 1 to discover the transformation or transformations used in the con­

struction of the sentence 0 

Once again, to show how the algoritb.m works in the case of a 

sentence with several deep structures, it will bG simplest to work thl>."ough 

one or two examples~ 

Consider fi1·8t the sentence 'l'he sailor who kisses her is hand.some~ 

'l'his we would mark as: 

( the + sailor [ who ] kisses > her ) is = handsome 

Several new marks have been used in this example, and we start by explaining 

them,, 

[ t like ( , denotes the sto.:rt of a subject, with the difference 

that [ brackets the subject of an. embedded clausee The meaning of this is 

almost self-evident, an embedded clause being in some sense buried inside 

an0ther clause 01· ph:rase t as who kisses her is buried inside the sub,ject 

the ~~i~o:r who kisses her in the above e::caTJ1ple~ 

] is the closing bracket ·corresponding to [ , as) corresponds to ( 

= denotes the start of a complement. 

As before, the terminology we are using for this simple demonstra­

tion of thG algorith..~ is being applied, and should be interpreted, fa:itl.y 

loosely 9 The only exact statement of the algo~ithm is the program defining 

it 1 and any other account, particularly a highly simplified one such as 

this 1 must of necessity leave much to be desired where rigour and exactitude 

are concernodq 

Another mark which we shall shortly require is 



This mark is e.pplied to certain words, for example prepositipns and 

conjunctions, which have not been p:i'.'edicted but which themselves create 

predictions<Q For example, if we have a sentence which begins In the morning,, 

there is little to say about the position of i12,; in the sentence structure 

except that it happens to occur where it does; this word would accordingly 

be assigned the null mark,, 'l'his is not to say, of course, that no ac'!;ion is 

ta.ken on discovering this word 0 On the cont:raryt tho finding of a preposi­

tion would cause the prediction tree to be modified in a:n. appropriate way 7 

so that the analysis of the rest of the sentence would, as it clearly must, 

proceed quite differently from the way it would proceed if a preposition 

had not boon found~ 

Returning to our oxample 1 it will be cloa.:r that analysis of th0 

first two words proceeds exactly as in the previous cases discussed in 

detail, so that when ~~ai~<E:_ has been read, the analysis and prediction 

t1·eos are: 

sailor 

tho 

1 

<-

(2) 

(Remember that ~ailor and iir];_ are exactly equivalent as far as our 

algorithm is conco~n0d: both aro simply unmarked open-class items~) 

Tho word who is now cmcountored 1 o.nd tho effect of this on the 

prediction troe is as follows: 

i) any prediction of a continuation sign,+, is made to fail (that 

is, the part of the tree starting with this prediction is removed) 

ii) tho m~rk [ is assigned to~, and the mark] made an immediate 

prediction, its successors being all that is left of tho 

prediction tree after the deletions specified in i) 

iii) the null mark¢ is assigned to wh2, and the mark [ made an 

immediate prediction, with the remains of the old tree for its 

successors just as in ii) abovea 



These modifications to th0 pr0dictio11 tr00 are made in accordance 

with the following notions~ First, no noun phrase can have a relative 

clauso embedded in th0 middle of it ( •:<the ti~uck which was a pig one driver .,. ") 

so that when a relative pronoun :i.s found any predictions of a continuation 

of the noun phrase must fail.,. Secondly, there is a type of relative clause 

in which the relative pronoun is the subj0ct of a following verb, as, for 

example, the girl who hit the boy, and in this cas0 w0 want our subject 

brackets, [] , to b0 round the pronoun; there is also 7 however 1 a typo of 

r·elati ve clause in which the relati vo pronoun is an objoct of a following 

verb, ao ~h~_girl who the boy hit, and in this case it must be predicted 

that the subject will come along later.,. To these cases correspond modifi­

cations ii) and iii) to the pr0diction treop 

•rhus 1 in the example w0 are considering, aft0r who has been dealt 

with, the two trees look like this: 

1 :z y Y1ho 

sailor 

the 

(10) 
1 2 

Tho next word read is _!<isses, which would be found to be an 

open-class item marked with -s? in other words 1 as we have seen b0for0, a 

plural noun or a. singular v0rb 0 Either of our two immediately predicted 

marks may therefore bo a.ssign0d to this word~ 

Assigning] has oxactly the same effect on the prediction tree as 

assigning) , that is, it prodicts possibly no objects, possibly on0 

object, or possibly two objects in m:actly the so.mo way,; Tho left hand 

branch of tho prediction tree, therefore, after the uaual conflation, 

becomes 

(10a) 



On the other hand, assigning [ to a word is not quite the same as 

assigning ( " Tho effect of this assigm.1.ent is, in fact, to remove [ from 

tho tree and to put in its place], just as the effect of assigning ( was 

to romovo it and to put in its place) ; but on this occasion wo must also 

add a suffix, r, to tho verbal bracket] ., Tho reason for this is evident 

if wo look back a couple of pa:i:•agraphs to whore wo discussed tho eifocts of 

tho word who~ It was explain0d thoro that the assignment of¢ to wh2 and 

tho prediction of [ were th0 r0sults of predicting the relative clause 1o 

be the kind in which the rela.tive pronoun is an object of a following verb. 

I:b is this following verb to whid:1 wo are going to assign the verbal bracket 

] , and the suffix r is added to the bracket to indicate that tho verb has 

had, in 0ffoct 1 on'9 of its objocts already,,, This now means that when ]r is 

assigned, the possibility of thero being two further objects for this verb 

need not bo predicted; there raay be no further object, or one further 

objoct 1 but if there wore two, this would moan that, counting tho relative 

pronoun as well, tho verb would have had in all throe objects; which (on 

ou:r simplified assumptions) is not possible,. 

\'le notice also on this occasion that [ is assigned to a word marked 

with -s, so that 

i) there can be no continuation to this noun phrase, that is, no 

immodiato prediction of+ is necessary 

and ii) the vorb of which this word ki~ is to be tho subject can bo 

immediately marked as plural. 

The right hand branch of tho prediction tree (10) therefore becomes 

r (10b) 

Tho complete analysis and prediction trees are now: 



24c 

i kisses 
.,]rp. 

<-

who )s 

sailor ~ 
the 4 

(11) 3 
Tho analysis of tho rost of the example follows very swiftly, as 

both her and is will be found on looking th:r.ough tho closed-class dictionary 

to be words which can only play a very limited sot of roles in tho syntactic 

structure of a sentence 0 

Whon ~ is road, the immediate predictions aro )s, >1 and ]rp, and 

it is immediately apparent that only tho middle prediction succoeds 1 as her 

is certainly not a vorb 0 T!Ioreovor 1 when the object mark> is assigned to 

,!i-el:':, it is necessary to make the same predictions a.s if> had been assigned 

to an unmarked open-class item, namely 

i) to p:1:omote tho successors of tho > to be irrJnodiate predictions 

ii) to roplRce tho> by+ 

Caso i) doals with the instances whore her is an object pronoun, 

a.sin I like hor; and case ii) deals with the instances whore her. is a 

possessive - I like her n0w ha\ 0 

Tho trees become 

1

·ar[f:l hor ~1-1+ <-

kisses qs .)s:l y who i lirJ @ )8 

sailor i 3 IXe'{I 

tho (12) 4 

Nothing has been assigned to the right hand branch of tho analysis 

tree, because prediction 4, the only result of this lino of analysis, 

failedQ 

Is cen only ho a singular verb (again it is the function of the 

closed-class dictiona.ry to tell us this) 1 so that, referring to tho current 

prediction tree in diagram l2, all predictions except number 1 will fuil 1 



with the result that they and their successors are removed from the tr00a 

Unlike an ordinary ve:rb 1 however, tho verb to be docs not have the 

possibility of taking nof one, or two objects~ Instoad, simplifying as 

extravagantly as ever, we may protcnd that to be must be followed by one and 

only one compl0mont 0 On this assumption, it is oasy to sec that the assign­

ment of )s to is results simply in tho replacement of )son tho prediction 

tree by = , the complement sign,. ·when? thorefore1 the word is in our example 

has boon procossod, tho prediction t:,:-ee will have collapsed down to the 

single set of predictions 

~ (13) 

Tho last word of our sontonco.t handsome 1 is an unmarked open-class 

item1 and may, by the rules of tho algorithm, be marked with the complement 

sign= o Tho effect of assigning this mark to such an item is exactly the 

same as if the mark were > • 
1 tho mark is removed and its successors are 

promoted to make one set of immediate predictions, and the mark is replaced 

by tho continuation symbol+ to make another irnmodiato prediction 7 Thus 

immediately before tho full stop in our present example is road, tho pre­

diction treo is 

<-

The full stop is now encountered, and only tho loft hand prediction 

succeeds. Since we last displayed the analysis tree in diagram 12 we have 

assigned to it in succession tho m~~ks )s, =,XX$ At the end of our pass 

through tho sontonce 1 therefore, tho complete analysis tree looks like this: 

handsome 

is 

kisses 

who 

sailor 

the 



and tho sontonce haa a unique analysis, namely the ono shown at the 

beginning of tho example: 

( the + sailor [ who ] kisses > her )sis ~ handsome XX ~ 

It will bo true in goneral thnt any sentonco which is marked with 

more than ono pair of brackets will contain more than one deep structure~ 

(The reverse is probably, but not necessarily, true also 0 ) It does not 

follow that because a sentence has an unambiguous surface structure it will 

also have unrun.biguous deep structure~ For instance, our surface structure 

analyser may discover that a particular sentence contains a relative clause; 

but it gives no indication of which noun tho clause is appended to~ Thus, 

in an example such as I saw many things at tho house which I had never 

~cod bof.£,!_£, tho surface structure is probably unambiguous, but wo cannot 

be really c0rtain whether th0 rolativo clause belongs to~ or to housoQ 

!n tho 0xample wo have just worked through, tho interplay botwoon 

the wo~ds of tho sentence being analysed and tho prediction tree is becoming 

moTo ovidonto Wo hav0 soon how tho marks assigned to a word indicate its 

position in tho syntactic structure of the sontonco, and now wo have also 

soon a couple of examples of tho way in which a particular word may modify 

the prediction tree in a particular way, reilocting tho roles which wo know 

that the word is capable of playingG In our full algorithm, words such as 

tho and who make more important ai.id complicated changes to tho prediction 

syotom than wo have shown them making hero, but nevertheless, wo have given 

some nee. of tho way in which their grammatical possibilities a.re all taken 

into account(] 

Finally, lot us consider as an example a sentence very similar to 

tho one we have just analysed., Written out with tho analysis wo shall 

derive for it,.it is 

( the + sailor ¢ who [ she ]r married )sis = happy 

This s0nt0nc0 contains tho second kind of Telativo clause mentioned 



above 1 where the relative pronoun is an object of a following verb© 

(Pedantry would insist on 'The sailor~ she married 9 •o 1 ; but we are 

sure that, at any rate in spoken English, the form wit~ who is by far the 

more common 0 ) We shall skip briefly through the analysis of the example, 

starting immediately after the word ~ho has been analysed, when the 

analysis and prediction trees are in the state shown above and repeated 

here as diagram 10. 

1 ;1 

V 
who 11 ·<-

sailor 

the 

(10) 
1 2 

The left hand prediction fails, as the closed-class dictionary 

indicates that 2 cannot be a verb. The right hand prediction succeeds, 

however, and we n.ote that if [ is applied to ~, then the corresponding ] 

must be marked singular. The new prediction and analysis trees are no~ 

formedc (Remember that a suffix r is necessary on the Jo) 

she 

who 

sailor 

the if (16) 
1 

~ is an open-clas$-1.tem marked by a te1·minal -ed, so that it 

may perfectly well be a singular verb, and the only immediate prediction, 

of ]rs, is therefo~e successful 0 It is now that the suffix r is taken 

into account, for on assigning ]rs to married only the predictions no 

objects or one object are made for this verb, and not the usual no, one, 

or two objectsQ The two trees therefore become 



ma,rried 

she 

who 

sailor 

the 

<-

The analysis of thereat of the sentence proceeds almost exactly 

as in the previous example, until we end up with the analysis tree 

0 

happy 

is 

married 

she 

who 

sailor 

the (18) 

showing that there is one analysis of the sentence, namely, that written 

out at the beginning of the example 0 

Now the important point about this sentence is that we do it very 

liti;le damage by omitting the word who., The sailor who ohe married is 

~ap..EI, and The sailor she married is haP.£l manifestly have almost identical 

surface structures. If, however, we tried to analyse the second of these 

two sentences using the simplified algorithm we have described so far, we 

would arrive at the word she with the following prediction tree (taken 

from diagram 2) 

(19) 

and it is at once apparent that~~ cannot be marked with either of the 

immediate predictions, as it can neither continue a noun phrase (*a blonde 

she) nor be a verb. Thus the algorithm would fail to analyse the sentence, 

which would be a pity~ 



We therefore say that 1 in certain circumstances, the ~ark[, that 

is the start of an embedded subje~tp may be self-predicting. The term, 

while perhaps something of a misnomer, is nonetheless sufficiently clear, 

the implication being that a situation has been reached whic}l was always 

possible, but which we had no grounds for predicting at any particular 

moment 0 Another way of solving this problem would be, of course, simply 

to add ee.ch of these 1possible but we don't really know whether it will 

happen now' predictions on to the list of immediate predictions in the 

usual way, but in fact we prefer the system with self-predicting marks for 

two ~easonso The first is simply that the amount of computation necessary 

is less if we do things like this 0 The second 1 and more important reason, 

is that it seems on the whole to be a better model of human behaviour~ 

For example, one noteworthy class of self-predicting items is "time-wordst~ 

If we hear a sentence which starts If you see Fre~_!9morro~ •~•, it seems 

to us unreasonable to say, or to imply in our model, that we in any sense 

predict the word tomorrown It was certainly always possible that it would 

come along, and we would not be checked in our analysis of the sentence by 

enco•,mtering it, but it was really not a possibility that we bothered about 

until we actually heard the word 0 This is very different from the way in 

whichr having heard If you 00 ~, for instance, we are definitely predicting 

the occurrence of a verb for this clause, 

Returning to the case of the self-predicting embedded subject, we 

see that; unlike a time word, say, this cannot occur at almost every 

position in a sentence, but only in certain positions~ Very roughly, when 

a noun phrase is ended, the possibility of embedding is 'turned on 1 , and 

when next a mark is assigned, the possibility is 'turned off 1 again~ (In 

fact the question is very much more complicated than this, and the 

possibility of embedding depends in a complex way on, among other things, 

the determiner at the beginning of the noun phrase.) We may express this 

possibility in our much-simplified examples by adding E immediately above 

those immediate predictions which may be px•eceded by a self-predicting [. 

(Notice that not all predictions are forced to be in the same E/not E 



state, since we may, for instance, have derived some of the immediate 

predictions by assigning a verb mark to a particular word, tb,us removing 

the possibility of embedding, whilo tho other immediate predictions may be 

the result of treating the sa.'!le word as a noun, leaving the possibility of 

embedding open.) 

The possibility of embedding or other self-predicting forms is 

controlled (in our full algorithm) by a collection of flags associated 

with each immediate prediction, and those flags are among the factors 

which have to be taken into account before two immediate p:redictions of 

tho same mark can be conflateda 

If we now return to our example Tho sailor she married is happy, 

we see that tho pro1iction tree after tho word sailor has been read, 

allowing now for embedding, will look like this: 

<-

(20) 

The left hand immediate prediction arose from considering the 

sai1=£.~ •~~ to be the first two words of an incomplete noun phrase, On this 

assumption, therefore, tho noun phrase has not yet ended, so that no 

embedding is possible. On the other hand, the right hand immediate pre­

diction arose from taking sailor to bo tho last word in its noun phrase. 

A noun phrase has therefore been finished, no mark has subsequently been 

assigned, and so embedding is possible. 

Now when sho is road, an attempt muet be made to assign to it not 

only the maTks + and )s, but also[, just in case it turns out to be the 

start of an embedded subject. In this case, of course, only tho [ fits 0 

Assigning a self-predicting [ has exactly tho sa~o effect on tho two 

trees as if the mark had beon predicted in the normal way by a branch of 

the prediction tree which had [ for its immediate prediction, and all the 

marks with a superposed E for its successors. That is, the case above 

works just as if (20) had in fact been 
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Thus, after [ has boon assigned to !h£1 tho analysis and prediction 

troos aro 

I 
she r sailor 

tho 

s 

. (21) 

From here on tho e.nalysis of tho rest of tho sontonco follows exactly as 

before, so that wo end up with a unique analysis 

( tho + sailor [ she ]sr married )sis = happy xx. <) 

(An observant reader may have noticed that this is not 1 strictly speakingi 

the first time we have encountered self-predicting marksA When we dis­

cussed who earlier, we said 1 among other things, that it was to be marked 

with either [or¢, even though, in fact, neither of those marks was 

available on the prediction tree as an immediate prediction& It will now 

be recognised that we wore able to mark~ thus simply because it is, in 

effoct, the first word of a tsolf-predicted 1 embedded claus0 0 ) 

This must conclude our brief account of tho algorithm we use for 

analysing tho surface structure of an input sentence. It cannot be 

stressed too often just how over-simplified such an account must necessa­

:r-ily beQ Many important features of tho algeli thm have not been montionod 

and no attempt has been mado to describe exactly even those few features 

which have been mentioned. Most important of all, no effort has been 

made to describe the second-stage deep-structure analyser. 



III 

There is an interesting extension that can be made to the programq 

For the re·asons given above words like b_£x and ,l-au~ are not entered in 

the dictionary employed in tho analysis procedurev which ~eans that no 

form class information is supplied by the dictionary look-up routine for 

these words other than that they are open-class items~ But ~sing informa­

tion derived from the analysis the program can, so to speak, lea:.rm that 

bqx is a noun and laughed a verb and can, in effect, construct for itself 

another dictionary - an open-class dictionary - in which this information 

is stored. This can be shown in an oversimplified fashion as follows~ 

Take the sentence ~~lau~hede The dictionary look-up routine trans­

lates this into the string .£.?.!,!nite Articlez. Oyen-Class Word, Op~n-Class. 

~ - the being the only word contained in the closed-class dictionary., 

A search of the syntax with which the analyser is supplieC::. indicates that 

the sentence must comprise at least a noun phr-ase and a verb phrase and 

that one of the expansions of ~oun Ph~ is Definite Article+ Noun. 

This, in fact, is the only one which could have figured in the generation 

of this particular sentence since any rewriting of Noun Phrase involving 

more than two symbols would leave no symbol for the rewriting of~ 

E~• From thio it follows both that boy is a noun and laug,!ied a verb 

- a hypothesis that is confirmed by the discovery that the latter incor­

porates a verbal inflection. 

Notice tha~ in many instances during the early stages of running 

the progra~ it is inevitable that incorrect entries will be made in the 

open-class dictionary~ Given the sentence tho cat adores fish, two 

analyses will be produced - the desired analysis and one in which ~e cat 

ado~~!! is taken as a noun phrase on tho analogy of phrasos like the bqx 

scouts. !_dores will therefore be entered tentatively both as a verb and 

a noun, But aftor a while an automatic correction routine can be run on 

the open-class diction~ry which, for example, discovers any word which has 

boon entered as being both a noun and a verb but for which, while there 

have been unambiguous instances of its· being labelled as a verb, no cases 
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havo been found in which it has been labelled as a noun without at the same 

time an analysis being produced in which it has been labolle<i a verb 0 In 

this case the dictionary ontry for the word is modified by the deletion of 

the label .!!2..ll.!!.• If at a later stage the same sentence is submitted for 

analysis two analyses will again bo producedo But now both analyses can 

bo checked against the open-class dictionary tho program has itself con­

structed~ If taking the sentence as ambiguous means treating one of the 

words as a part of speech diffe:.i:·ont fl'om that the dictionary records it as 

belonging to, this is sufficient reason for dropping this analysis 0 Given 

an analysis of a sentence in which every word functions as the part of 

speech as which it ueually functions, w0 aro unlikely also to r0cognise 

another analysis f0r the s0ntonce in which one of the words now functions 

in an ontil·ely unexpected way 0 Fo:r. 0xamplo, no ono is likely to take tho 

s0ntence ~h!!.Ja1.1gh0d as an imperative 2 on the analogy of a sentence like 

!!ting water, sinc0 this would involve taking~ as a verb while th0re is 

a perfectly acceptable analysis of the sentence in which John functions in 

th0 normal way as a nouno By making the analytic procedure and the 

open-class dictionary arising from it interact in this way, as the 

open-class gictionary using the information produced by the analysis im­

pro~os so too will the analyses produced~ 

Following out this procedure it is possible not only that the 

program can learn that boy is a noun and laugh a verb, but that~ is 

an intransitive vorb 0 But if tho program is to acquire all the informa­

tion the English speaker has about those words, it is necessary also that 

it should know that bqxr for example, is a conc::•ete noun and an animate 

noun. It is possible that this kind of syntactic information too might 

be automatically derived. Fur this to happen, howev0r, it would first be 

necessary for information about syntactic features actually to be supplied 

for certain words o Say, for example, we include in the origina.l closed­

class dictionary the word surp,!'is2 plus the information that it is a verb 

that must always take an animate noun as its object~ Then when the sen­

tence The boy ~u!_Er~2~~tea2~ has been analysed the program will 



learn not only that te~~her is a noun but also that it is an animate noun~ 

If th0 next sentence to be analys0d is !h.? teacher laughed, it will now 

learn that~ is the kind of verb that c~n take an animate subjectQ In 

this way the original information concor-ning syntactic feat'tres can be 

spread over the whole lexicon. Clearly there are many problems here. For 

oxampl0, many verbs can take animate, inaminato and abstract subjects, and 

tho fact that up to a co:i:'tain point the program has not encount0red an 

instance of a verb taking one type of subject is no guarantee that it 

cannot do SOo Moreover it is by no means clear which verbs, or how many 

verbs, o:r even whether it is ve:rbs at all, that one should choose as the 

sta:::'ting point• Nevertheless this looks like o.n interesting field for 

experiment. 

Behind the idea of automatic dictionary construction lies the idea 

that except perhaps in tho clear unambiguous cases, like the gr~'l11ilatical 

formatives, tho process of assigning syntactical information to words 

cannot ueefully be compared to looking them up in~ dictionary: that no 

matter how many times we may have hoard the word box on overy occasion we 

wor~ out what part of speech it is by analysisJ (This, of course, does 

not preclude the possibility of our being surprised when we compare the 

results of one analysis with tho previous results of analysing tho same 

worda) We must assume that tho speaker has a complete knowledge of the 

language he speaks - that is, that he has internalised a complete grammar 

of that language. But in discussing the way in which he deploys this 

knowledge in analysing sentences it is not necessary to assume that it 

includes rul0s which r0writo terminal symbols by words. Indeed it might 

even be misleading to suggest that it does., 



Footnotes 

(1) It might be argued that sinc0 the input to the device is written 

rathor than spoken sentences it would be better described as a model of 

the reader rather than of the hearor 0 Tho fact remains, however, that 

there is no reason to suppose that tho way in which we ompl~y our know­

lodge of tho syntax of our language in listening to a sentence differs 

from that in which we employ that knowledge in reading a sentence. On the 

other hand there are no grounds for equating the orthographic form of the 

sentence with its form after phonological processing, or for assuming that 

the phonological analysis of a sontonco must be completed before syntactic 

analysis can begin 0 Thero is, in fact, evidence that suggests that all the 

phonological information associated with a sentence is available only after 

a syntactic analysis has been impos0d upon itQ 

(2) For a full account of the Harvard Predictive Analyser s00 Murray E. 

Sherry,'Comprehensivo Report on Predictive Syntactic Analysist, ~themati­

.£§:,!._£inguistics and ~?tomatic Translation (Report No ◄ NS7-7, Harvard 

Corr.putation Laboratory, Section 1, 1961) .. 

(3) See G, H~ Mathews, 'Analysis by Synthesis', 1961 International 

Conference on Machine Translation of L~u}guages and AEplied Language 

An&sis (Ho~es,o., 1962), 531-539, and 'Analysis by Synthesis in the 

Light of Recent Developments in the Theory of Grammar', Proceedings of 

~um on Alge!?_raic Li~~stics and Machine Translation held at 

Prague, Se2te~ber _196.4 (forthcoming)o 


